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THEME

In 1973, the 16th Guidance and Control Panel Symposium on Precision Delivery
Systems was held at Eglin Air Force Base, Florida. USA. Many important advances in
guidance sensor technology, control system implementation and overall missile design have
taken place since that time.

It was timely, therefore, to hold a symposium in 1980 on Tactical Air-Launched Guided
Weapons. The symposium treated both air-to-air and air-to-surface missile systems with
emphasis on guidance and control technology and its impact over the recent years.
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PRECISION FIRE CONTROL FOR
SEMIACTIVE TERMINAL HOMING MISSILES

Dr. J. B. Huff
Director, Guidance and Control

and

J. L. Baumarn
Rescarch Engineer
US Army Missile Command
Redstone Arsénal, AL 35809

SUMMARY

Since the inception of the laser semiactive terminal homing cencept in
the early 1960's, much subsystem and system hardware development was required
to make the idea feasible for laser guided antitank missiles. Most of the
effort was concentrated in the development of "low cost" seekers, reliable
laser designatore, and test programs to validate the feasibility and accuracy
of the concept. In the mid 1960's the US Air Force demonstrated the capa-
bility of this combination for bombing with surgical precision which made
prime time news in the latter days of the Vietnam War. Since that time, much
Tri-Service effort has heen concentrated on the development of systems for
semiactive laser terminal guidance for armored point targets. This paper
concentrates primarily or the US Army Missile Command's technology base for
development of the precision pointing and tracking or fire control for laser
guidance. General requirerents are transformed into specific design param-
cters for target acquisitiun and designation; technology hardware and
performance are described.

A new target designation performance evaluation method, developed out of
a specific need to handle large quantities of data, is discussed.

INTRODUCTION

The fire control for laser cemiactive gmldance encompasses all the functions required to find targets,
track targets, prectsely point the laser desfgnator at the target prior to and during missile flight, and
to assess the damage following target cngagement.

Target acquisition capability is highly dependent on target, scene, atmospheric, and system character-
{sties. Primary targets under consideration are hard armor, tank-type targets which could be situated in
4 highly cluttered environment. This type of target will offer a low target to background contrast signa-~
ture. Also, target engagement could occur during limited atmospheric visibility caused by haze, fog, or
obscurants which might be introduced in a typical battlefield environment. Engagement could occur either
during day or night time. The problem is compounded by the fact that this engagement will take place from
a helicopter flying low alritude nap-of-carth. Low altitude target acquisition introduces its own peculiar
set of problems in that the sensor viewing longitudinal footprint tends to infinity, and all the target and
scene information 1s compressed in the display in the vertical direction. The small slze target, the low
target-to-background signature, the high atmospheric attenuation, and low altitude viewing angle all tend
to make targec detection a very difficult task.

Target designation performance is more system dependent than acquisition. A measure of designation
performance is the ability to point and maintain a laser spot on a vulneratle predetarmined target hit
point to insure maximum kill probability. The pointing precision of a narrow laser beam is dependent on
how well the operator can percelve the desired target hit point, the viewing sensors apparent magnification,
the operator's or machinc's ability to track the target, the colinearity or boresight between the larer and
viewing sensor, the intervening atmosphere, and the stabilizing qualities of the sight. The fact that
target acquisition and precislon designation must be accomplished in a helicopter vibrational environment
makes the design tasks far more difflcalt. The nature of the helicopter vibrational spectrum 1s primarily
deterministic driven by the well-regulated main rotor frequency. The knowledge of both periodic transla-
tional and angular vibrational accelerations at the electro-optical stabllized sight mounting location {s
helpful to the scervo designer, but the large amplitudes nf the vibrations strain the ingenuity of the
aervo designer and the state-of-the-art of theoretlcal and mechanical stabillzed sight design.

REQUIREMENTS

Qualitative operatfonal requirements must be transformed into quantitative values to provide the
bytitem designer a starting point. Target acquisition qualitatdively {nvolves finding and determining that
an object Lo an cogagal-le target from a glven range within gpeed fled target, scene, and atmospheric
charactertatics, The aequinition procens invelves searching a target sector, Jetecting, and recognizing

mlllitary cargets,
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TARGET ACQUISITION

Recognition is a 'evel of discriminaticn Letween specific obiects in a class of similar obje-ts. The
class of chjecis may be all vebdfcles of military interest. The specific objects are tanks, persouncl
carriers, trucks, etc, The difficulty of the diacrimination level varies with thc amount of detail necded
to rake a distinction between targets, which in tumm is a function of the rucber of objects in the class
and the similarity of the objects. 1In typical Army surface-to-surface scenarios, the discrimination
usually varles with respect te the front, side, or three-guarlers v.ewing aspect. The following ap;
to recogunitien performance is based upon a concept eriginaliv proposed by Jehnsor from the US
Vision Laboratory. This rmethod assumes taal target recognition probatility is a function of the number
of bar pattern cveles whica can be resolved across the minimom targer dimension. This "targ -t ceuivalent"
bar pattern is one whose bars have a visual contrast or temperature difference equal te that of the target
to .ts background. The relationship betwcen probability of recognitien, P, and the number of resslution

R’
y {0, mist be determined on the basis of field experimentation. Emperical data, sensitive to the

aspect or azimuth with which the target is viewsd are shovn in Table 1.

Detection is a lower erder discrimination than recesnition. "t is defined as the determinatior that
a poreeived object ds petentially of military interestl. A contrasting objezt is singled out fer closer
scrutiny when it is detccted.  object moticn, dust, gunflash, or smoke provide additional cues for target
detection and significantly increase the probability and decrease the time to detect. Whatever the roason,
detection cccurs wihen the observer's attention is called to a particular object of potential military
value. The ability to detect a targe® in a cluttered background requires a low-order recognition capability.
Lovel of detail is needed to separate tie target from the Rackground {f the background clucter ha
degree ot structure.  Field oxperience demonstrates that for general medive to lew clutter apnroxi-
ore quarter of the reselution §s ueeded for derection ac for r ognition 3 te 4 cvcler jequired).
gives such a relationship between detection probability and nunber ot (y-les across the target
ritical dimension.

3. PROBASILITY oF DETECTION
Fud ARMY ViMIGLES
FA Frobability | Provability '-___ulﬁlwum Taracr !
ot Number of ! [ ef ] Dimension
Rc<ugni—:an (?R\ _ifCIQS (fojj ! Detestion (r“) j Number of Cycles ("0 !
! | ]
1. 9 | 1.2 2
' [ i i
.95 6 I : L.9: ! 2 }
t ]
.80 4.5 i ; .80 : 1.5 |
| : i
i 9.30 3 H uU.3v = i
0.3¢ | 3 o2 I 0.30 - 0.75 |
0.10 | 2 Lo | | 0.10 | 0.50
i
2.00 | 1 L o I | 0.01 ; .25 |
1 |
L__. Y l 0 1 Y _ Il 0 | a _J

For quantifizhle purposes, the equivalent target can Se defined as a flat hoard, perpencicular to the
viewing scenscrs linc-ot-sigine (LuS). The target board slze should be comparable to the wminimum target
dimension, approximately 2.3 x 2.3 m. The targets contrast between adjacent bars (a line tair) can be
specified consistent with the rarget-to-background centrast in the spectral region of the viewing sensor
fer the specified military target. VFor sensers In the viswal or near infrared spectrun, tite ceatrast can

be defiacd as tee talic the target, RT and background, RB reflectivities

or by the ratio of

the 't and background temperatures for tar {nfrared viewing sensors. Target motion
! significanti © the proazbility of rvecognilicn viecpt 10 the cxteont that wvariecus aspects of
the target may be vicwed providing rore information for recognition.

The viewing sensors centrast as perceived at the apertare is deternined by the {llumination level

incident on the viewed tarpet, the target and backgreund reflectivitios, and the contrast lesses in the

atmssphcre,  Contra losses or attenuation through the atmasphere between the target and tiie sensor

anertare rms of visikhility and skv-to-preund ratias. Tae atmespheric visibility for
tely Coefitneae as the tane at w p\r"'n\ a 25

is net size cd. T to-preamd rati~, U, is just tuess

el Wnen ewing a target fro alritudes with brigit st -to=background

ratio) Lthe szerce, significant conlrast s lost and the target o ule te J

loss due to the atrmosphiere can be oxpressed as

he dorined in

lear, Lare, 1oy

can bioapproxi .
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scern. The contrast
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where C is the tar et-to-background contrast at the target location or zero range, C is the target to
hac gro contrast at the se [s] ¥ P P
*kground cont &l sensor aper
ture and T is the atmospheric t:ransmittance, an exponential function

Loss of target-to-background contrast si
. gnificantly degrades target detection and r
resolution loss through the atmosphere primarily degrades target recognition. oy Cacee of vope

lution loss is due to turbulence. The primary cause of reso-

; The strength of turbulence 13 defined in terms of a refractive index
structur i
ure function, CN , which is a strong function of time of day, atmospheric temperature profile, and

2 Ziaket function of atmospheric pressure and humidity. FExperimental results with electro-optical systems
ndicate that the effects of turbulence are quite severe at ground level and quickly decrease with altitude

of the sensor. ligh quality LOS stabilization is essential to good image resolution and target recognition.

. A typical three spectral system diagram along with performance measurement quantities is shown in
Flgure 1. 1t presents the points discussed previously in this section concerning detection/recognition
criteria; target size, contrast, and motion; illumination; and atmospheric contrast and resolution losses.

[LASER RANGEFINDER DESIGNATOR |

DIRECT VIEW
) ILLUMINATION / LAY }>
EYE PIECE
/ LOS STABILIZATION FOV _ OPTICS
¥ oPTICS
4 x D - ) »
ATMOSPHERE \
(VISIBILITY
CONTRAST TRANSFER FUNCTION
” LOSSES) TELESCOPE AMPLITUDE RESPONSE
RANGE
SCAN MIRROR
TARGET
SIZE

FOV OPTICS

- { ELECTRONICS
DETECTORS

Figure 1. Characterization of target acquisition requirement.
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TARGET DESIGNATION

The target designation requirement is totally defined by the bebavior of the laser spot on the target
requirad by the missile system. In order to meet the probability of hit specified by the missile system
designers, the lacer spot which the missile is guiding on must exhibit certain characteristics. First,
the spot must be placed on a vulnerable location on the tank. This requires that the target designator
operator, detect and recognize the target, place the aimpoint reticle on the desired hit point, and maintain
it on the hit point during the duration of missile flight. Elect-o-optical target designators usually
have an automatic tracker feature which allows the operator to lock~on and automatically track the target
{rrespective of motion as long as the target is visible through the viewing system. The operator then has
the capability to minutely perturbate the LOS (reticle crosshair) to achieve better tracking than provided
by the autotracker alone. This is especially required for nonsymmetrical targets. The process of
sclecting and placing the reticle on the desired target hit point by the operator involves some inherent
aiming error. The instantaneous alignment between the laser beam and the electro-optical viewing sensor
must be adjusrable to compensate for manufacturing tolerances and drift. The method of adjusting the
alignment or boresight procedure has some inherent error. The alignment is also susceptible to erroxr due
to structural drift caused by temperature changes and gradients. This type of boresight drift can, for
the most pact, be considered slowly varying with time with respect to the time required for a missile
flight to target. Both the boresighting procedure error and the boresight drift can be combined and
labeled boresight error. The aiming error and boresight error in well-designed target acquisition and
dealgnation systems will generally vary slowly with time to the extent that they can be considered time
invariant over the short time of missile flight to target.

Equally important as the stcady-state alming and boresight error are the time varying errors. These
ccrars ate generally induced into the stabilized sight by helicopter vibration which the sight ia not
able to stahilize out completely, such as impulscs caused by onboard gunfire blast pressure or mechanical
shock transmitted through the airframe, man-induced motion into the tracking, or just poor servo or auto-
matic tracker design. Thesc time varying stabilization and tracking errors range from tenths of a Hertz
to 50 and 100 Hz. Atmospheric turbulence can also have an affcct on beam motion. There is some rationale
for spectrally separzcting this error into stabilization and tracking error since the automatic tracker and

any crrors induced by the operator would be ‘ow frequency, generally below 3 Hz. Further definition of
the error categories [s contalned later in this paper.
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The uirady-state aiming and boresi

ght error combined wi
crror make up the total petrting mores. ned with the time varying stabilization and tracking

This total pointing of the laser beam, cou
pled with the diver-
Eexgilog t?e laser beam, 1s what guides the missile to target and ultimately d;terminea the performa;ce of
2 el —ch gned missile system. Characterization of a typical precision pointing system is shown in
gure 2, More will be discugsed on overall pointing errors and their measurements later in the paper.
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| LASER RANGEFINDER/DESIGNATOR |
/ MOUNTINGS
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Figure 2. Characterization of target designation requirements.

TECHNOLOGY HARDWARE DEVELOPMENT

The launch and pguidance of laser semiactive missiles from helicopter platforms to destroy hard armor
at extended ranges is an extremely difficult task which pushed the state-of-art in many areas. The
successful accomplishment of this task depends on both the laser secking missile system and the target
acquisition and laser designation system. The burden of accuracy, however, falls squarely on the quality
of designation. The target acquisition and designation system is composerd of subsystems whose design and
development cross many technological arcas. As shown in Figures 1 and 2, the laser, long focal length
optics, television, and night vision subsystems must all be integrated into the confines of a small turret
and structurally maintain in alignment with precision normaily associated with optical bench experiments
found in laboratcries. This delicate equipment must then be stabilized to point at the target with a high
degree of accuracy in a severe vibrational environment to meet system overall pointing requirements at
extended standoff ranges. The purpose of this section is to describe the hardware technology efforts in
the US Army Missile Command's Guidance and Control (G&C) Dircctorate in Automatic Tracking and Integrated
Fire Control for airborne target acquisition and laser designator systems.

Studies were conducted as part of the C&C precision designator technology program to determine the
various stabilization and tracking concepts which could be utilized to mechanize a precision alrborne
laser deslgnator system with the capability to search, identify, acruire, automatically track, and designate
targets from long stondoff ranges. A survey was made to determine which systems already in existence might
be potential candidates to provide this function and concepts of existing systems were modeled and simu-
lated. Based on the studizs, surveys, and simulated results, it was determined that two basic concepts
for stabilization and many concepts for automatic tracking existed, each concept exhibiting advantages and
disadvantages; no concept was clearly superior over the other., As a result, two systems were selected,
cach with distinccly different approaches to stabilization and automatic tracking.

STABILIZED PLATFORM AIRBORNE LASER (SPAL)

The SPAL {s a day-only precision technology airborne laser designator system configured into a pod
for helicopter mounting (Flgures 3 and 4). The pod is 20 in. high, 11 in. wide, and 60 in. long, with a
20-tn. diameter turrct. The welght Is 326 1b, with an additional 65 1b for the control panel and cabling.
The forward turrcet assembly contains the ntﬂbllizing gimbals and sensors, and the aft pod assemblv contains
power supplies, electronics, and approximately 2 ft¥ of space for futurce growth. The forward turret
assembly may be detached from the aft pod and installed on the nose of an AH-1G Cobra Helicopter. Primary
subsystems for SPAL are LOS stabllization, TV viewing, automatic tracker, laser designator/rangefinder,
and the laser spot tracker. LOS rate stabilizatfon ts provided by a conventional two-axis (azimuth,

clevation) gimbal set., The turrec assembly contains the optical receiving and transmitting windows and
s slaved to the azimuth gimbal axis to decouple wind loads and keep the respective windows in front of
the transaltting and recelving optles. ‘The eclevation gimbal serves ag a one-picce structural platform on
which (s mounted the optical telescope and vidicons, the laser designator, the laser range receiver, and

a laser spot tracker. Target acquisltion {s provided by a closed circuit 525~-1ine, 2:1 interlace, 1:1
anpect ratlo televinton system conclsting of a 2-ficld-of-view (FOV) catadioptic telescope, silicon
vidicons (one cach for the wide and narrow field of view), TV clectronics (including eclectronic enhance-
ment clreults), and a headn-up high brightness monitor for operator viewing. The SPAL gimbal angles can
be controlled fn the manual tracking mode by Inputting gimé ! gicw rate commandas as a function of operator
control stieh dlsplacement or by an automatic tracking mode. The SPAL automatic tracker is a multiple
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adaptive gate, area balance, vid
ad , eo contrast tracker. By operating on t
the TV camera, the tracker gates automatically expand 4 . b o et oofiBual fron

to the edges of the target
target to background contrast rat H . B track the verees comerns
Stomatioatty, io. The tracker commands control the servo to track the target centroid

Figure 3. Stabilized Platform Airborne Laser (SPAL).

Figure 4. SPAL, Helicopter mounted.

Signi{ficant achievements accomplished with the SPAL were: (1) acquisition and automatic tracking of
gtationary and moving targets at 9 km, (2) target recognition of various types of vehicles (based on
operator's performance), and resolution patterns (based on Johnson's criteria) at 5 to 6 km, (3) laser
spot peak-to-peak jitter of 4 in. (measured at the target for designation ranges of 2 to 3 km for automa=-
tically tracked targets, (4) laser terminal homing sccker acquisition and lock-a.., at 4 to 8 km of energy
reflected from target designated by SPAL from a range of 4 to 8 km, and (3) laser designation for techno-
logy terminal homing missile launchea with direct hita.
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STABILIZED MIRROR AIRBORNE LASER (SMAL)

The SMAL pod is a day-~

16 x 72 in. d
systen whicﬁnma:he weiﬁht ° 8 control panel. The primary sub-
e up the SMAL :re :he operator's panel with the 875-1ine high brightness TV monitor, the
» the mirror stabilization with azimuth turret, the multispectral
tracker,
iow iigh; level TV camera with continuous zoom optics, laser, and control électronics.p The mulzzzp::tr:?e
T;ac er doeg not operate from TV video signals but employs a fixed FOV and a mechanical scan aperture
e tracker collects target and background spectral reflectance information in three-color (green, re&,

near infrared) regions and computes a composite error si
gnal used to control th
to center the target in the operator's display. @ servoed scabilized mirror

Figure 5. Stabilized Mirror Airborne Laser (SMAL).

The basic mirror stabilization error was less than 20 prad, well within the LOS error requirements.
However, additional image motion was induced by structural bending in the very long optical bed.

TEST PROGRAM AND PERFORMANCE

A well designed test and instrumentation program is essential to assess system performance and poten-—
tial performance problem areas. It must be remembered that the errors being measured, especially for
stabilization, tracking, and overall pointing, are so small that in many cases the instrumentation resolution
and test-induced errors are the limiting factors. The performance test program should consist of at leust
two levels. Major subsystems following fabrication, prior to system integration, should undergo complete
laboratory performance icsts. The laser should be Lested for all key performance parameter especlally for
boresight drift with respect to its mounting points. If the laser exhibits significant boresight drift in
a laboratory environment, overall pointing error will probably exceed the design specification. The day
and night sensors should also be tested in a laboratory. For daylight viewing sensors, the Amplitude
Kesponie and Contrast Transfer Function should be empirically obtained from the display through the complete
subsystem to the objeccive aperture. For night imaging sensors (FLIR), the Noise Equivalent Temperature
Difference (NE4T) and the Minimum Resolvable Temperature (MRT) should be measured in the laboratory. These
laboratory performance measures can be substituted into target acquisition models to predict expected
target detection and recognition ranges.

After integration of the subsystems and system integration tests to eliminate subsystem interferences
and integration problems, the major subsystem performance tests should be repcated in the laboratory to
insure that no system integration problems exist which would reduce target detection, recognitlon, or
overall pointing performance. Thesc test recommendetions are the results of design and development cycles
on at least thrce technology systems and will result in identifying potentinl system and subsystem prohlems
early., Following integration into the helicopter, the flight test is next performed to measure target
acquisition and designation performance in a realistic helicopter vibrational environment under conditions
which simulate tacrget engagement. The laboratory subsystem and system performance tests, if conducted
properly, can be used to predict and corrclate with the flight test resulta.

Target detection and recognition flight teuts for the SPAL consisted of a sequence of runs where the
helicopter would approach the target array from 9--km standoff range and fly toward the target array with
a glven speed, altlitnde, aspect angle, and maneuver. The helicopter would maintain these parameters until
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the

TE: Ez:gzt ssray was gverflown and then would fly back to the 9-km standoff starting point for the next run.

o mov1§ ; alray usually consisted of the laser target board, an armored personnel carrier (either stationary
g ong with stationary resolution boards (Figure 6). A video tape recorder was mounted in the

AH-1G Cobra to record system video. In
s . addition, system video was transmitted to the
near the target array through a modified 12-MHz bandwidth transmitter.  tintng woe aupere "

tmposed on the video signal and recorded. IRIG-B reference timing was super-~
RESOLUTION RESOLUTION LASER SCORING
EQUIVALENT TO BOARD BOARD BOARD
12 LINES ON THE

TARGET

EQUIVALENT TO
16 LINES ON THE
TARGET

M113 APC

- -
L e e ////f;' P 4;/ ://
/STt1lO!l TARGEY BOARDS (2.3BY 2.3 m)

a3 "

L AT A -

MOVING TARGET

Figure 6. Target array.

A review of the video tapcs from the helicopter mounted recorder and transmitted TV video showed that
with repeatability, che SPAL system can resolve 6 to 8 cycles on a 2.3- x 2.3-m target board from approxi-
mately ,000-m range while flying straight toward the target board at 60 to 100 kt at 100 to 200 ft altitude
above ground level. Military personnel (at least 10 observers) viewing the video tapes consistently
recognized or identified the moving military vehicle as an M113 armored personnel carrier at a standoff
range of 5000 to 7000 m. Most of the observers were able to do this at approximately 7000 m. The SPAL
operator (unfamiliar with the test area) had no problems acquiring the target consistently in the wide FOV
and tracking (manually or autotrack) in the narrow FOV. Both stationary target boards and moving M113
targets were automatically tracked at various ranges out to 9000-m standoff range. The tracking perfor-

mance, especially the ability to maintain autotrack, is highly dependent on the amount and type of scene
clutter surrounding the target.

The SPAL laser designation flight test was designed to measure the ability of the operator and SPAL
system to hold the laser beam on the desired target hitpoint, the laser beam motion around the hitpoint,
and the reflected cnergy from the target. These measured data were gathered as a function of the type of
target (target board, armored personnel carrier, or tank); whether the target was moving or stationary;
the helicopter speed, altitude, and type of maneuver; and the mode of tracking (manual or automatic) in
which the SPAL is being operated. The objective of this phase of testing was not only to obtain accurate
data on the pointing, tracking, and stabilization performance of the SPAL system, but also to determine 1if
and at what standoff range the SPAL performance would be sufficient to be used as an airborne laser
designator in the technology missile firing program. A test range setup gsimilar to the detection/recognition
test was used cxcept that laser scoring cameras and reflected laser energy measurement instrumentation were
required. Laser spot data were collected with a silicon vidicon TV laser scoring camera. The coordinates
of each laser pulse with respect to the center of the target was calculated on a frame by frame basis from
16 mm film made from the laser scoring camera TV video. Laser spot centroid data were also calculated by
another completely independent system using an intensified vidicon which was gated to record each laser
pulse. A processor operated on each frame of video to calculate the coordinates of the centroid of each
laser pulse. A video threshold (adjustable) level was set to define a contour around the laser spot.
Thus, all voltages in the noncomposite video signal greater than the threshold represent imagery of the
laser spot. An algorithm in the processor automatically computes the centroid in X and Y coordinates of
each laser pulse reflected from the target with respect to a desired presct reference (X = 0, Y = 0) hit
point. The process then calculates the statigtics (mean and standard deviation) of a sequence of laser
pulses over some interval of time. The processor can perform this task in real time or on video recorded
with the laser scoring camera, The two methods of computing laser spot centroid coordinate data were used
as checks against cach other.

The test runs were conducted with the helicopter flying straight toward the laser scoring target board
at a nominal altitude of 150 ft at a nominal forward velocity of 100 kt. Some runs were conducted at 60-kt
velocity resulting {n no noticeable difference in luscr spot jitter cven though asomewhat higher vibration
levels were experlenced at slower specd flights. A alalom maneuver (fly-in while banking 30° from side to
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side) was perfotmed to Introduce excessive helicopter tracking motior. During this maneuver, the Jaser spot
jJitter did not increase appreciably in the automatic tracking mode, however, the laser spot was off the
target scoring board a siguificant percentage of the time jn the manuval tracking mode such that statistics

~of the lagser spot could not be calculated. A typical plot of centroids of the laser spot in X and Y coordi-

nates versus time for a 3-sec interval arcund 3 km for manual tracking is shown in Figure 7. The overall
peinting error for manusl tracking was in excess of 125 urad and was not categorized as beiug precision
pointing a5 required by laser terminal homing nissfles. A time plot of laser spot centrolds for the
automatic tracking mede is shown im Figure 8§, This plot represcnts data with "standard dev!atijons” (time
varsing spot motion — stabilization and tracking) of J2 to 1% vrad and "means" (tirme invarlant spot displace-
menl - alning and boresight) of 12 1o 40 jrad at 5000-m standoff range. Tihis represents overall pointing
accuracies of less than 43 prad.

"
n
- e "
[ L]
v =
,’ 3
o]
E < 1 L i 1 1
: 0’_ 1 [ ] F) 3 [ '
a ' H
8 ]
H H
« \ x
< il or
.
TIME iooe! TIML fuacs
oo Ill'
1 B 3 [H]S
z %
; M g
[y = | 3 Jl; ; s D Y i 1 1 N J
4 ‘ 1 ? ) ] .
- &
K 1
X x
> -nf :
*» =11
ab
ey toect b TIME et
Figure 7. Typleal plat of laser spot centroid Figure 8. Typical time plot of laser apot centroid

displacenent versus time fer a 3-kn manual
track run.

at 5-km standoff raage.

LASER SPOT CENTROID DATA ANALYSIS

Laser desipration tllpght tenus tesulled in the accumulation of large amounts of spot centroid data.
Thia elvarly pointed out the need for some compact nmethod fer data management and the reduction of spot
centrold displacement from the deatred hit point {nto a avatem component error budget. Alao, the nced for
a Jdeitalled analysiy of the laser designator's everall pointing performance 1s important from the standpoint
of correlating svstem output perfarmance (laser spot motion) to system operator and internal system harvdware
error sources (servo rate stabllzation, autetracker, gy.cs, etc.). Two methods have been developed to
acizleve this,  The first method §s to recerd signais from -tit{cal test points in the stabilization and
pointing scrve loops and to Instrument the atabilized xig' mounting locations with translational and
angular accelerometers to determine vibrational input distorbances. Then, for cach laser designation run,
the laser spot motion frequeacy and abnomal spot behiavior can be correlated with recorded signal levels to
jdentify tine seurce of Uhe aaotaiy. Thia rethod in very time consuming and costly from the {nstrumentation
and data reduction aspect. A secend, alspicr approach s to make lopfcal assumptions about the behavior
of the laser spot motion and to estimate the pointing system crrov rources from just the laser aspot centroid
aata, This method s much more manageable from the data acquisition/reduction standpoint. Then the first
metiiod van be used only on “he 1solated cases where problems do ocecur or syatem performance exceeds apecl-
fivations,  Priot to decerloing the methed of "Estimating Mointing Syatem Ecrots from Laser Spot Centroid
ata,” g nore desoriptlve definltion must be made of the error categories than previously defined in this
text.

€HROR CATEGORIES

Boresdght eror 1+ Mlely to be the largest conponent and {s defined as the angular misalignment
Letwern Lhe laser beam controfd and the viewing serseor's 108 as defined by a perfect reticle fmaged on an
claine. Tae most cormon source of boresight error {n acquisition and lnser designation systems
onent s s o (translation er tdle) ¢ to thermal gradicnts.  The errors will increase for
svalt with noncoaxial eptles and large piyslcal separatjons between acnsors and the laser. The laryer
separatlon. jmply Jopger optival lever ars. and the lkelibood of additioral relav optics. The errcers will
tond to vary mopetonlcally with tire or cyele as a foactlon of thermal loading, since rquilibrium {a never
Pearhets 0Uher sonreoes are ertors dntrodnced by the tnab!lity to boresight the gensors to rhe laser




--of the misalignment, this error should be categorized as structural stability error instead of boresight
and would be considered part of the stabilization error.

10-9

"perfectly" (boreaighting procedure), sensor raster drift, and internal laser boresight shifts. Time
varving angular misalignment between the laser beam and the viewing senscr LOS induced by structural
deformations due to vibration will tend te be periodic and high frequency. Due to the nature and source

It is assumed that boresight error during a run
{s limited to values which are an order of magnitude smaller than the overall pointing error and can be
considered time invariant for this analysis,

Alming error is the angular misalignment bectween the viewing sensor's L0S as defined by a parfect
reticle imaged on an idcal target plane with respect to an imaginary line from the sensor to the desired
hit point on the target. This error tends to be very difficult to measure; the only point at which to make
the ncasurcment s the sensor's lmagery. Afming error will most likely be on the order of the sensor's
resolution limit, otherwise, the cperator would have the information to aim better, thereby reducing the
aining error. This error i{s causzd by Iirperfect definition of the ideal target point, TV resolutinn,
huran/optizal resolution, and human actuation limitations coupled with the pointing and tracking system's
scrve resjponsc., Experiences have indicated that aiming error is mainly due to system resolving power
linitations when the human is not operating under physiologically stressful conditions. If aiuing is
requitred during auromatic tracking, then cstimation of this new aiming crror or egrimation of the average
aijcing crrer during any target run must separate the manual commands from the purely automatic tracker
{machine) commands. Since different operators perform differently, the countribution of the operator to
overall pointing error duving each test should be estlimated to determine a baseline for operator error so
that realistic system performance can be predicted. An average aiming error over a run should provide the
most reasonable estimate of operator performance. Since the operator is equally likely to aim high as to
ain low, vtc., the average of the run aimlng crrors over many runs for that operator should approach zero
with the nurber of runs. Since the cstimate of the mean atming error of an operator will likely be zero,
a variance cstimate or estimate of the standard deviation provides the only reasonable estimate of (operator)
aiming error,

4
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In previous cfforts, some attempt has been made to separate stabilization error from tracking error.
Thi{s can be done in only an approximate wavy because (1) tracking accuracy depends on the performance of
the rate stabilization loop, and (2) the positioning accuracy of a rate stabilization loop can be determined
only by using a tracking svstem (position feedback) to provide pointing. If 1t 1is desirable to know
preciscly how well the stabilization subsystem or the tracking subsystem is performing during flight test,
then fntermnal systen measurements must be made while laser gpot centroid measurements are made at the
target.  The instantancous teotal pointing error is the vector sum of the aiming error, EA' the stabilization
and tracking error, ES, and the boresight error, F.B.

METHOD OF ESTIMATING ERRORS

Typical data orn the coordinarcs of a lascr spot's centroid at the target board as a tunction ol time
during a single run arcv siown in Figure 8. These data glve an indication of the typical randomness of
centroid mavement. If one is limited only to luser spot centroid data, the following random data analysis
method can 3¢ used to estimate operator error, boreslght error, and stabilization and tracking system error.,
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et the laser pulse times during a run be denoted by t = n'fo with n= 1,....N and To represent.ing the :

pulsc peried. Also, let f, 1 = 1,2,...,1, deaote the run number after the jth beresight operation and by

tiw kth operator. If overall ainming orror by a populatien of operators is desired and it is not required
to cstimate the adilities vf individual operators, then the index, k, can be ignored by letting the index,
J, include data fur all operators. If information atout the variance of operator abilities is needed, then
the estimation should be done for cach operator and the overall operator error computed from the ind{vidual
error.  he latter approeach {8 taken here and the tndex, X, 1s used.
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where arc cocrdinates of the laser spot centroid at the pulse time, n, during run number, i,
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alter boresipht norbier, ¥, perfomed by operator, k.
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These mean estimates include voth aiming and boresight

Since stabllization with tracking 1s a resuiation control preocess which: attempts Y null the errer, its
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This crror is a random variable with 2cro mean; it =ight be simply characterized by the variance:
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Total, single-axis stabilization and tracking error would then be given by one of:
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provided stabilization, beresighting, and aiminy crrors are independent as thev are assumed to be. Bore-
sight ¢rror should be nearly constant betwecen frequent boresightings. That is, the frequency of boresightirg
is determined by the assumption that changus in boresight crror are small compared to the boresight error
ftself.  Since these changes can only be obscrved from lasev spot data, these data must be processed
continuously te determine when to re-bhoresight. The contribution of aiming error to ;1ik over all runs

should sam to zere; that is, the acan of the aiming error contribution to xlj“ should be zoro. Thus, the
- LS
boresight crror for cach boresighting event should be

1 1
1 s 1 < :
s = X - X + X,
Brin 1 2 19k -1 2 Cyrge * Nagge)
1=l i=]
(3)
1 1
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. 2 8 - ; + =
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wierein kAijk ald EAllk are the centributions o aiming crror to ;(jk and ;ljk' The boresight contributions
are denoted by x!ﬂjk and )‘Bijk' As mentioned previously
1
1
1 z *agh " 0
1=]
i
1
i z Yarge 0
i=l
Since the varilous boresighting events, 9=1,2,...J, should not produce a systematic boresight error, a check
on the validity of Chxjh and LByjk or an indication of no persistent boresight problem is
J
.
z Ll‘,xj'-\ )
J=1
Bl
Z pegw 0
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As tmplicfty indicated in Equation (Y%), tie ainming error at vach run could be described by
. = X =X, - X
“AXL Kk nijk 19% bitk

e Y L - Y
“Avigk Ak 11k Biik
This crror {s cxpressed in terms of tiw unavatilable quantities ;BIJK and §Bljk' However, if the borecsight

error does not chiange significantly with time, hon approximately
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d i Notice that, and correctly so, uver the (many) target runs
: 1
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If Eijk and cBka are random variables over many boresighting events, j=1,2,...,J, and {f it has zero mean
over these events (as assumed and tested previously), then the system boresight ervor is characterized by
K J
2 1 R 2
“Bx T IK 2 2 (Cpi)
k=1 j=1
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Since the mean of the aiming error is zero over the manv runs, the variance {s the next best term to use to
. . characterize this error:

K ' 1
i Y y2
: “Ax  LJK Axijk
k=

j=1 1=1
(8)
E . I
4 : 2 .1 )2
i TAy  LJK 2 Z A\ijrc :

: kel J=1 4-1

The (total) system error over many runs, boresightings, and operators should have zero means s0 that there
are not systematic crrors. The variance is the next best way to describe this total error and is defined by
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Tre mean cof all data should be 7ero, otherwise there are not cnough samples, or there Is a systematic errov
whoge source must be determined by other means. In any case, since systematic errors will become known anc
can be subtracted out, the following is obtained:
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This is seen to be the case by the following analysis showm in the Appendix. The .analysis. techniques
described in this section were applied te 4 large lascr spot data base and found to alleviate the Jata
nanagement problem and provide excellent results.

CONCLUSIONS

Analytical and design techniques have been applicd to translate general requirements into hardware
design. The<e tecliniques have been converted to models that have been validated by laboratory and flight
test performance results. Critical desigu areas have been determined and good (and bad) techniques have
identified ror both subsystem and system design and integration. Experimental sensor and system hardware
has been developed and demonstrated to exceed requirements for corget detection, recognition, and lasert
degignation. A number of technology missile firings have confirmed the sufficiency of the designator require-
ments. Compact mathematical techniques have been developed to alleviate problems with management of large
quantities of data and provide excellent estimates of system error budgets.
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APPENDIX
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will be slightly biased unless

This was not done in the preceding develeopment to keep the notatio

In these steps, tiic shorthand rotation has beeun used.

itz bttt

n as simple as



e

RS

P

STRAPDOWN SEEKER TECHNOLOGY

FOR THE
TERMINAL GUIDANCEbOF TACTICAL WEAPONS
y
R:D.Ehrich Lt P.Vergez
Rockwell International Corporation Air Force Armament Laboratory
4300 East Fifth Avenue United Statas Air Ferce
Columbus, Ohio 43216 Eglin AFB, Florida 32548
USA LUSA

SUMMARY

Strapdown or body-fixed seekers with sufficient field-of-view for the terminal guid-
ance of many tactical weapons ar> now approaching state~pf-the-art. Such seekers have a
number of advantages over gimbailed seekers, including increased reliability and unlimited
line-of-sight rate capability. The major disadvantage is that inertial line-of;sight
rates are not directly available for the implementation of proportioral navigation. Tn
form line-of-sight rates, the seeker output must be combined with inertial sensor measure-
ments. This, however, results in a potential instability due to seeker gain errors. This
croblem has been minimized by a dither adaptive parameter identification approach for the
measurement and coarrection of seeker errors. Simulation studies indicate the performance
of such systems —an be comparahle to that of gimballed seekers. This paper will consider
the basi¢ principles and problems involved with mechanizing proportional navigation with
strapdown seekers and present performance results for the dither adaptive technique.

1. INTRODUCTION

Most contempgorary tactical guided weapons employ inertially stabilized seekers for
target tracking and proportional navigation for termirai guidance. These seekers have a
rarrow instantaneous field-of-view, nominally less than +3 deareec. In order to increase
the seeler’'s total field-of-view, the target trackingG sensor is mounted on a gimballed
tlat . which i; stabilized with respect t& inertial space. These gimballed seekers have
the .antage of providing a dircet measurement of inertial line-uf-sight (LOS) rate.
“nerefore, proportional navigation is easily implemented, since it reguires body rate or
acceleration commands proportional to the measured LOS rate. Proportional navigation is
hiaohly accurate far air-to-surface apolications, and recent studies have shown it is
nearly cptimal for minimizing miss distance for these applicaticns. The disadvantages of
inertially stabilized seeker systems are that they: (1) require the fabrication, mainten-
ance a:»¢ calibraticon of a complex mechanical structure; (2) exhibit tracki-g rate limits
which restrict performance envelopes; and {(3) are sensitive to missile accelerations.

Recent advances in seeker technology have increased the field-of-view limits to the
point that it is feasible to remove the gimballed platform and fix the seeker to the
missile body thus eliminating the major disadvantages of inertially stabilized seekers.
txamples ot such seekers are optical and radar correlators, laser detectors with a holo-
¢raphic lens, and radar seekers with phased array antennas. These new body-fixed seekers
are referred to as strapdown seekers. These seekers have two potential payoffs. First,
the elimination cof mecnanical moving parts would increase the reliability of the system,
and secend, the removal of the gimbais could provide a cost savings.

One cf the disadvartages cf strapdown ceekers is that the inertial line-of-sight rates
needed for prcportional navigation are not directly available, This problem tould be
cvercome through the use of a less optimal guidance law, such as pursuit guidance, which
goes not require line-o0f-sight rates. Most Strapdown seekers provide a direct measurement
of line-of-sight -rror angles in seeker or missile body coordinates. Tlheoretically,
inertial line-of-sight rates can be obtained by taking tne derivative of these angles and
transforming them into inertial coordinates using inertial sensors such as rave or atti-
tyde cyros. Practically, if there are even small errors in the seeker measurerents, large
~i56 Cistanies can result or perhaps total system instability. This has been one 0f the
factors, along with limrited field-of-view capabiltity, which has prevented the wide scale
use of strapdown seckers in the past.

Z. BACKGROUNC

.

Beainning in the early 1970's, there has been increasing interest in strapdown seekers
as a result of advances in seeker technology. In particular, radar seekers with phased
array artennras, electro-optical area correlators, and semi-active laser seekers appeared
to be suitable for strapdown applications (References 1, 2). Studies nf guidance laws
and filtering techniques for implementing strapdown seekers (References 3, 4) yielded
concepts which effectively lower the navigation gain to reduce the sensitivity tc seeker
errors. lhis attempt tn ccmpromise accuracy for stability margin led to combinations of
pursuit and proportional navigation. One such concept, Dynamic Lead Guidance, had 3 navi-
gation gain of unity for low guidance frequencies and a gain of 3 to 6 for higher fre-
quencies. This limited the strapdown seeker to air-to-surface missions and still required
relatively high precision seeker elements. This, in turn, kept the cost of strapdown
seekers comparable to gimbalied seekers with some degradation in accuracy.
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Recent advances in microprocessor technology have resulted in low cost computers for
tactical weapons with sufficient speed and storage capability to continyously monitor and
compensate for strapdown seeker errors, while maintaining a high navigation gain. OQOne
such dither adaptive concept was developed by Rockwell International and evaluated under
Air Force contract F08635-77-C-0144. This program, completed in April of 1978, indicated
the feasibility of strabdown seekers for air-to-surface weapons using this parameter
identification approach (Reference 5). Using six deyree-of-freedom digital simulations
of two typical weapon systems, the dither adaptive concept achieved performance comparable
to that o1 > gimballed seeker, Realistic models of seekers, inertial sensors, and system
errors were employed, and relatively low seeker accuracy was required.

A second study, titled Strapdown Seeker Guidance ard Control Technology for Tactical
Weapons {Contract No. F08635~79-C-0187), was begun in May of 1979 and runs through
September of 1Y83. Its objective is to extend the dither adantive concept to air-to-air
weapons. The concept was refined to handle the higher bandwidths and fields-of-view
regquired for afir entagements against maneuvering targets. The performarce of the air-to-
air weapons with a strapdown seeker compared favorably to that of the same weapon with a
yimballed seeker. The refirnements in the concept also reduced the accuracy requirements
of the strapdown seekers, thus potentially reducing their cost. Although developed for
air-to-air applications, the techniques are direccly applicable to air-to-surface weapons.
During the remainder of the contract, a detailed autopilot design will be developed for an
air-to-surface weapon with a particular seeker/airframe combination utilizing the improved
ditner adapntive concept. This paper will summarize the results of these two studies to
gate, and will provide insights into tihe design preblems and solutions developed.

3. BASICT CONCEPTS

The majcr difference between gimballed and strapdown seekers is that those functions
perforred by a mechanical structure in the gimballed seeker are performed electronically
in the strajpdown seeker. Examples of these functions are differentiation to yield a rate
output, transformation from missile to line-of-sight (LOS) axes, and the removal of bady
motion from the seeker output. However, in both svstems an inertial reference is required,
be it rate gyros or an inertial wheel on the inner gimbal of a gimballed .eeker, or rate
or attitude gyros for the strapcown syster. Since the platform of a gimballed seeker must
be physically rotated tc track the target, there is a limit to LOS rate. This limit is a
function of the mechanical torquers and platform mass or angular momentum of the inertial
wheel. For strapdown seekers no such limit exists, making the seeker attractive for high
performance air-tu-air weapons, ~nother major difference is assocjated with fields-of-
view (FGV). For the gimballed seeker 1t is possible to have a small instantaneous FOV and
a large total FOV corresponding to the maximum gimbal deflection. The small instantaneous
FOV has the advantages of low thermal or background noise and good rejection of false
targets. For strapdown seekers, two basic types are possible. These are termed "staring"
and "beam steered” for the purpose of this discussion. Sketches for each type are pre-
sented in Fiqure 1. The starina type, such as the semi-active laser seeker, has an instan-
taneous FOV equal to the total FOV., The beam steered type is much iike a gimballed seeker,
in that it has a small instantaneous FOV or beam which can be moved relative to the missile
body. A radar seeker with phased array antenna is an example of beam steering. This com-
parison of gimballed and strapdown seekers is summarizec in Table I. The major sources
for error in tne line-of-sight rate output are also presented for both seekers. The
methods for gGenerating the LOS rates for strapdown seekers are presented in the following
section.

3.1 Methods of Generating Line-of-Sight Rates

Two basic methcds of generating LOS rate signals from strapdown body fixed seekers
have been uncovered which tend to be seeker hardware dependent. These methods are termed
"bear steering” and "additive rate compensation®” for convenience, although no wideiy
accepted designations seem to exist. They are generally used with "beam steered" and
"staring" seekers, respectively. although this is not necessary {as will be shown in a
later paragraph). The gereral forms for each method are shown in Figure 2 for a single
seeker channel. Beam steering wil)l be describec¢ first since the otner method can be con-
sidered as a special case with fixed beam or FOV with respect to the mis;ile body. The
gecretry o¢ the beam steering method is shown in Figure 3. Notice that =he center of the
beam or FOV can be displaced by an angiefyaayn frorm the missile longitudinal axi1s. The
steering loce (Figure 2' centers tne beam on the target by driving the error angle, €peam.

to zero.  The rate gyro signal, 8;yro., reroves lLody rate inf: .tion from the seeker
output {Ay! by effectiveiy cancelTing the body att *ude compe :nt in ‘bog . In other
wirds, the gyrc agds positive feedback of bcdy att .ude (8y) .o c0mpensaL£ for the exist-

ing negative feedback. It will be shown that unless the gain and phase differences in the
twd paths are small, tne system will become unsteble.

Therefore, for heaming steering, only the radome effect and the phaser shifter linearity

arg dynamics affect the stability of the system with respect to cancellation of the two
body attitude paths. Thus, the sieering loop, which is made up of signal processing and
seeker loop compensaticn, car have lecs stringent bandwidth and linearity specifications.
The intearator 1n the feedback path performs the function of differentiaticn of the input
sigral! and also aids in the control of steady state errors. This concept has the advantage
of a small inrstantanecus FOY which results in increased rejection of background noise and
false targets over staring seekers. & major drawback 1s that it can be applied tn only
certain types of seekers, mainly radars with phased array antenras and ootfical area
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Figure 1. Basic Types of Strapdown Seekers

TABLE §. CCOMPARISON OF STRAPDOWN AND GIMBALLED SEEKERS

STRAPDCWN

GIMBALLED

Rigid!y Mountec to Missiie Boay

Cutout Ccriains Body Motion, iust pe
Remgcved with Gyro

Requires Eiectronic Differentiation
Reguires Etlectronic Transformatiorn from
Missile to LOS

LGS Rate fapabiiity yUnlimited

fStaring: Instant FGV = Total FOV
)Beam Steered: Small Instant FOV,

Large Total FOV

Maisr Error Sources: Seeber and Gyro

Two-Axis Mechanical Structure with Gryo-
scopic Stabilization

Qutput Independent of Missile Body Mution
{Except for Friction)

Yields Irertial LOS Rate by Mechanical
Uitferentiation

Mechanical Transformation from Missile to
Line-of-Sight

LCS Rate Capadbility Limited by Mecnanical
Torquers

Small Instantaneous FOV, Large Tctal FOV

Maior Error Scurces: Gyro Drift, Gimbal
Friction, Acceleration Sensitivity
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1.5

correlators, in which the sersed energy <an be displaced with respect to the detector by
electromagnetic means.

The "additive rate compensation” technique can be applied to any type of seeker., It
. can be considered a special case of beam steering in which the angle between the beam
! and missile centerline {6pa,n) is fixed. The angle is normally zero although the beam

can be canted down ir pitcﬁ if necessary to minimize the required FOV. The naminal cant

angle i3 usually the average trim angle of attack. Notice that the radome effect and the
seeker dynamics must now be considered in assessing the stability effects of attitude
path cancellation. 1he terr “"radome effect" will be used in a general sense to denote
any distortions of the target enerqy between target and detector.

In either method the inertial sensor employed can be a rate or attitude gyro. The =

only difference will be in the errors introduced by the gyro. As previously mentioned,
a "beam steered” type of seeker need not gererate LUS rates using the beam steering
method. 1f the rate gyro is removed from the beam steering méchanized of Figure 2, and
the integrator moved to the forward path, then the team will be centered on the target.
The seeker output will equal Qbeam which is approximately (body for a high gain loop.
Therefore, the seeker output is the same as for a staring seex2r and additive ra*e com-

) pensation can be employed, Since additive rate compensation was a more general canfij-

! uration which could be used regardless of seeker type, it became part of the dither
agaptive concept. Errcrs in the derived LOS rate result from errors in the seeker and
inertial senscr outputs and the processing of thesec signals. Common types of errors and
their approximate megnitudes are the subject of the next section.

3.2 Seeker and lnertial Sensor Models and Ervors

The rajor componert errors fall into three broad classes:

(1) linearity or gain errors: radome, receiver/detector, phase shifter,
gyro scale factor and dynamics
(21 random errors- thermdl noise, glint nr apparent target -
motion, gyro noise :
{3) offsets: seeker boresight errors, gyro offsets

or drift

The other errors, such as cross-coupling, sampling rate, break-lock or blind range can

be shown to be of secnndary importance, except in extreme cases. Most of the various :
seekers studied have common charactevristics and errors such that a generalized seeker E
rmodel could be formed. This model, shown in Figure 4, contains the errors-mentioned
above alang with FOV 1imits and various models for thermal 10ise and resolution or radome :
distortion. Both methods of generating LOS rates, “"additive rate compensation” and
"beam steering” can be simulated, depending on which is appsropriate to the seeker in
question, Typical values for the linearity errors of strapuown seekers range from 1.0
milliradian for resolution and phase shif er quantization, 3.0 tc 6.0 milliradians for
radome distortion at high incidence anales, and gain or scale factor errors cof upn to

: 12 percent. The gain errors are often a function of signal level and location of the -
H *irget within the field-of-view. -

For the inertial sensors, the same three types of errors exist except that the offset
is 1u ceneral a function ¢of missile accelerations. The linearity errors are considerably
smaller for a gyro tkan f¢ a typical seeker, and tne same is *trye of noise sources. For _
example, the magnitudes of these errors for an attitude c¢yrc are: linearity error {13}, )
g-senstive grift {(+.025 degree per second per g}, and ncise (0.1 dearee rms). The rate
Gyro has similar characteristics of linearity ervor {(+1%}, offset {+1. full scale} and
' rcise (1= full scale rms}. In acddition, rate gyrcs have freguency characteristics which

are ustally wodelled es second order dynamics., HKNatural freguencies in the range cf 100
) to 600 redians/seccnd can generally be assumed, while the domping factors vary widely X
from unit to unit and also with temperature. f
' 1.3 Errors it the Derived Line-of-Signt Rate
j Each of tne corponent errors causes a corresponding error in the derived LOS rate.
, ¢lthough the sensitivity to each error source is affected to some degree by the method i-
B ] ¢f generaticn cf the LOS rate. Gain or linearity errors cause components of the missile ;
body rate in the LOS rate, which cause stability problems and errors in the effective
ravigation qain. Random errors in the seeker and rate gyro cause random errors in the
LGS rate with a resuiting loass of accuracy. Finmally, ccnoncnent offsets or biases can
cause cffsets 1n the derived lire-of.sight rate degending on their location with respect
to the derivative retwork., Offsets in the LOS rate also result in cegradation of miss

. distance and some increase in regquired manegverabiiity. .

. The stability problem due to gain ur linearity errors in the seeker is cconsidered the f
N rast serious impedirent to mecharnizing propertional navigaticn. For recsonable naviga- H
i tion gains and syster bandwidths, seeker gain errcrs as lew as 2 to 4 percent can make H

some syster; completely unstabie. The fregquency of the instability is often relotively

high ;e.g., 4 t0o & Hz} meking many .jain correction or parareter estiration concerts

snworkaple. The underlying reasons for the stability probilem can be explained with tae ;
¢f Figure 5. To farr an inertial LOS rate from the seeker error angle, €, and rate

L.
¢ aid ¢
“* gvro csutput, r, tke qyrce output is integrated and added to €. The resuylting LOS angle
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Figure 5. Fformation of Yaw LOS Rate with Rate Gyrc for BTT Weapon

is then differentiated to yield Xr. Proportional navigation is implemented by generating

an acceleration command proportional to the LOS rate X. using a navigation gain (4Vc/1845).

Notice that feedback of body motion, in this case the yaw rate (r), occurs through the 1
; seeker and rate gyro paths. 1f the seeker and gyro are perfect, then: K¢ = Kg = 1.0 and

the two paths exactly cancel. [If the seeker gain, Kg, is greater than the gyro gain, Kg.
then there will be a net negative feedback of bcdy rate which can have a destabilizing
effect on the system. The specific example presented in Figure 5 is for the yaw channel
i of a bank-to-turn weapon at a nominal tlight condition,

7o analyze the stability of this system, assume that the homing loop (Ay/N,) is open,
3s is essentially true at long times-to-go before impact. The static open loop gain fis
o function of the gain difference (Kg-Ko!. This represents a stationary target caze for
. air-to-surface weapons ¢r beam aspect iA air-to-air engagements., The locus of closed
loop poles 1s shown in Fijure 6 as a tunction of the percent scale factor error, i.e.,
Kg-Kg] » 100 percent. HKote that the system becomes unstable for scale factor or gain
errors of greater than +3.38 percent or less thar -1.29 percent, and the frequenacy of the
instability ranqges from approximately 10 to 40 radians per <econd. ¢Even at gain errors
) scrievhat below these critical levels, the system damping may be too low for accurate
' honing,

This extreme sensitivity is a najor problem in view of the fact that seeker hardwaroe
exhibiting errers up to 10 percent is not uncommon. The sensitivity can be reduced by
increasing the maneuverability of the weapon (e.g., the 1ift coefficient, (;,) or by
lowering the system bandwidth. s Figure 7 indicates that if the bandwidth c0u?d be lowered E
to less than 1C radians/second, signiticant increases in the toclerance to errors could he
regiized. The graph indicates the critical seeker scale factor as a function of the
derivative network corner freguency (Wp)., But for air-to-air missions, such bandwidths
make the missile too slugjish for high accuracy. Even for air-to-surface weapons, lower-

. irg the cyctem handwidtn or navigaticn wgain is generally not a satisfactory appreach.

. Anuther effect of seeker gain errors is a change in the effective navigation gain frem
" tne design value {(ligure 8)., ‘However, eaven for seceker scale factor errors as high as o
5 +i) percert, the navigatior gain {s still in the range of 3 to 6. Clearly this effect is
. Tess seriocus than the stability problem considered above.

i
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4. STUDY RESULTS

H A solution to these probiems 1s a dither adaptive concept for measuring the seeker

t transfer ‘urction at a particular operating point. This is accomplished by dithering
the missile bodv sinusoidally in beth pitch and yaw axes, ond corparing the dither compon-
ents in both the seeker end gyrc rutputs., The seeker output is then adjusted to compen-
sate for any discrepancies. Simulation evaluation has shown that the system is tolerant
to relatively large seeker and gyro errors, Such as:

tatic seeker scale factor evrors of #3830 percent
ate gyro scale factor errors of up to +5 percent
seeker error slopes of up to +.05 degrees per degree

5
Y

(i3
(2)
(3

The use of a geometric transformation based on seeker error angles to transform the rate
gyro signals int. line-of-sight axes allows the use of fields-of-view approaching 130
degrees. for air-to-surface weapons with small fields-of-view, this mav not te necessary.
The dither adaptive concept does require dithering the airframe at frequencies above
: 20 radians/second ( ~3 Hz) to avoid stgnificant components of dither {n the ‘nertial LOS
3 L rate. Peak-to-peak amplitudes of 6 to 8 times the resoluticn or noise levels of the
: saeker provide sufficient dither signal-to-noise ratio for proper operacion of the adap-

' tive system. This translates into a dither ampiftude of roughly +0.25 degree for 1.0
Q : milliradian resolution levels. Missile motion of this amplitude has little eftect on
1 ’ maneuverabiiity or range performance and only muderate increases in the actuator rate
requirements. The dither adaptive concept makes the use of strandown seekers feasible
for both air-to-surface dnd 2ir-to-air wearens with accuraecy comraraple to systems with
, g)@ba11ed scekevs.  Agditioral worr s needed Lo apply the concept to barnk-ta-turn missiles

vihich execute roll raneuvers at hich rates. The basic features and operation aof the adan-

, tive concept are described below along with the results of the siwmulation evaluation.

4,1 Features of the Dither Adaptive Concept

The inputs to the adaptive system,are the ,seeker error angles (€ and €5} and the
mi,sile body rates from rate gyros \pb, qb, Hb) as shown in the generalized system block
diagram (Figure 9)}. Alternately, 2ttitude gvros could be employed in place of rate gyros
for the inertial -eference. The outputs of the adaptive system are the derived or
estimated fnertial line-of-sight rates ( yb.AZb) Missile body rates are transformed
into appropriate LOS coordinate systems and then integrated so that they can be compared
Lo and combined with the respective seeker error angle. The transfcormation matrix is in
general seeker hardware dependen*. wWhen conbined with the seeker angles, the incrementai
body motior angles (A8,A.A¥ 0c) yleld fnzrtial LOS angles in the 1.0S axes. After passing
through the notch fiiters to remove residual dither components, and the derivative net-
works to form LOS rates, these signais are trans‘crmed back into body coordinaotes. These
inertfal LOS rates with respect to body aaes ) are then 1in the proper form for
mechantzing proportional navigation with convent?ona autopiiots. This concept has the
! distinct advantage of requiring minimum changes to existiny autepilots desigred to utilize
.f gimballed seerters. The most significant element of the block diagram {is labelled
"Adaptive Hetworks'". It ic these networks which compare the sinusoidal dither componentc
present in the seeker and gyro signals and yenerate the gain correction facters (KV, K, ).

Qe RN

—-—

The nperation of the adaptive networks will be explained with the aid of the pitch
channel block dfagram found in Figure 10, MNotfice that the two input sigrals (By, By) are

s oo bl alithiste i
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cuits are designed to matntain a constant dit
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filtered identically to form signals KB, and KBE which are proportjonal to the arplifudes
of the respective dither components. Tﬁe ratio of these signals is the gain correction
(K1) required in the seeker ovutput to make the gains of the seeker and gyro paths equal,
Thererore, when the two sigrnals are summed, no potentially destabilizing feedback of body
rate can occur. The bandpass filters are employed to amplify the dither signal, while
the low pass filter (w p) rejects the second harmonic of the dither frequency (wg).
Second harmonics can be generated in the transformation of rate gyro signals from body to
L0S axes since these involve multiplicaticns of signals containing dither. Also shown 15
the dither command signal to the autopilot (qp). The automatic gain control (AGC) cir-
ker amplitude on the seeker detector by moni-
toring the dither output of the gyro. B8y maintaining this constant amplitude, a satisfac-
tory dither signal-to-noise ratio is assured.

70 generate a signal proportional to the amplitude of the dither <iynal from the dither
signal jtself, a detection concept based on the Fourier Transform of the signal was
developed. This Fourier Transform Filter Algorithm is shown in block diagram form in
figure 10. For a periodic input, x(t), of period T, the outputs a, and by are the coef-
ficients for the fundamental or first harmonic of the Fourier series of the input. In
this case, the period T will be the period of the dither signal (T = Z”ﬂdu). since the
dither signal is the desired signal and all else is "noise". The gain Ky is then the
emplitude of the dither component of the input, and @, {s its phase with respect to the
reference dither signal., The phase difference between the seeker and gyro channel could
thus be determined by taking the difference between the &, quantities for the respective
channels. However, during the current study, it was assumed that the bandwidths of both

_seeker and gyro areatly exceed the dither frequency, making the phase correction unneces-

sary. If the seeker characteristic is essentially nonlinear in nature, the K, and ¢
become the gain and phase of the describing function for that nonlinea~ity. The rufining
average is showa over "k" periods of the dither, where k = 1 yields the fastest sneed of

respense, but multiple period averagine does previde better rejection of noise and other
disturbances.

The 1ine-of-sight acceleration {X*) correction network was made necessary because the
Fourier Transform yields & non-zero output for ramp type inputs. But the desired output
is zero for any input except a sinusgidal signal at the dither frequency. A ramp type
input can result if the seeker error angle (€zp) has a LOS acceleration component ( A%),
since the tancpass filter in the e¢daptive network is essentially a derivative network.
The cerrection network measures the slope of the input signail by taking the difference
in the average input over two overlapping periods, and adding a ramp of the same siope
but opposite siyn to offset the ramp component af the input.

The performance cof the Fourier filter network is incdicated in Figure 11, which shows
the filter inputs and cutputs during the first second of a simulated flight. Notice that
the output is equal to the amplitude of the input as desired, and that the accuracy is
particularly good if the amplitude of the input does not change greatly during a single
cycle. The performance of the adaptive network for a seeker scale factor error of +10
perzent was computed for one second time intervals with various target maneuvers. The
thevretical steady state adaptive network output equals (1.0/1.1) = 0.8091. The time
history (fiqure 12} indicetes a rise time to 90 percent of the steady state value in less
than one period of the ditner, (T~ .074 sec), with an error in the steady state of less
than 0.5 percent. The steedy state performance {is independent of LOS accelerations
caused by target maneuvers at short range and alco independent of missile motion occurring
after guidance initiation.

4.2 Performance of the Dither Adaptive System

The most meaningiul performance criteria for the adaptive system is the difference
between the derived line-of-sight rate and the true inertial LOS rate. These differences
in general will deurade the ability of the weapon to impact Lhe target. Thercfore, miss
distance becomes anotner useful performance c¢riteria. A comparison of the derived and
true LOS rates for a bank-to-turn weapon in a short range engagement is presented in
Figure 13. fecr this tail-on aspect against a 99 - aircraft target, the L0S rates begin
¢mall and increase as the engagement oprogresses. Notice that the derived LOS rate is
aperoximately equal to the inertial rate except for a dejlay caused by the 40 rad/sec band-
width of the derivative network (i.e., wpggr = 40 rad/sec in Figure 5). The transient
which beqins shortly after 2.5 secoirds of flight is due to the burn-out of the rocket
wotor. The static seeker scale factor error for this case was +10 percent. However,
performance i5 relatively independent of this error as seen in Figure 14. The accuracy
a2 speed ¢f respense of the adaptive networks are not affected by the seeker scale fac-
tor {Kg in Fiadure 5Y until this secker nain becomes so <mall that the dither sianal can
ne longer te adequately detected. For the case shown, which was for a skid-to-turn
vieapon, this eccurs for scale factors of less than 0.Z20. This corresponds tc a scale
factor error of -8 percent, Tris is aimost an order of magnitude greater than the
largesl expected error,

Hut seek~r gain characteristics are not cumpletely linear and therefore have errors
in lccal slope across the field-of-iew. The ability of Lhe adaptive netwurks to compen-
sate for these errors is a function of nissile body rates and the dither treguency, which
centrol the rate o! rhange of the seeker error and the speed of the adaprtive process,
respectively. The high roll rates of some bank-to-turn weapons makes the applicattiorn of
this cvcacent somewhat more diffizult than for skid-to-turn weapons. Therefpore, pecause
of the sensitivity to missile bedy rates, it is difficult to be definitive apout the
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ability of the adaptive process to handle nonlinearities, but error slopes on the order
of .05 to .20 degree per degree have been successfully employed.

Another basic seeker error source is the effective resolution of the seeker which can
be represented by amplitude quantization (Figure 15). This error degrades the capability
of the seeker to detect the sinusoidal motion of the missile body. 1If the peak-to-peak
amplitude (A6) of body motion 1§ divided by the effective resolution (5e¢ ), then this
ratio equals the number of resolution elements averaged in a cycle of the dither. Ffig-
ure 15 indicates that this ratio must be at least 6 to 10 for satisfactory performance.
This plot was generated using a constant dither amplitude (A@) of 0.40 degree peak-to-

‘peak and varying the seeker resolution. A ratio of 8.0 corresponds to an effective

resolution of about 1.0 milliradian, which is within the state of the art for seeker
hardware. To produce dither amplitudes of approximately +,20 degree at a frequency of
40 radians/sec will require body rates of +8 degrees per second. This, in turn,'will
increase the required rate capability of the missile actuator system by a modest amount.

3.5
LO_( L
SEEKER 1
HIMH:ID 2.5
ANGLE EFFECTIVE £
RESOLUTION £,
5 v .
! ¢ z
b
TRUE g
ERROR S LS
L]
ANGLE PN
(DEG) P
a
o 1.(‘-.1
0.3
0
0

Resolution Factor (A6/8,)

Figure 15, Sensitivity to Seeker Resclution Effects

5. CONCLUSIOQNS

The resulis of the two Air Force contracts indicat2 that a dither adaptive concept
makes the yse of strapdown seekers feasible for air-to-air and air-to-surface weapons.
The accuracy of such systems can be comparable to that of gimballed seekers based on sim-
ulations of a number of different types of weapons and seekers. The accuricy required of
the strapdown seekers and inertial sensors is moderate and the increase in actuator rates
to dither the airframe is not excessive. Digital implementation of the adaptive system
appears to be necessary due to the reguired multiplicaticns, divigions, anc geometric
transformations. In addition, the required tolerances on dither freauency, notch filter
parameters, ancd system gains precludes analog mechanization. The concept has the advan-
tage of requiring minimum modifications to autopilots designed to employ proporticnal
navigation with gimtalled seekers. This is due to the fact that the outputs are inertial
line-of-5ight rates.

Future studies will include other aporcaches to solving the problems associated with
strapdown seekers, with emphacis on missile performance in high "g" ergagements, with

current senscr limitaticns and passive seekers. Modern controi and estimation theory,
for example, may yielc¢ a more flexible solution in the long run.

Exicting or near term seeker hardware for air-to-surface migssions includes passive
raddar seekevs, correlators, sersi-active laser seexers, anc¢ imaging infrared seekers. For
2ir-to-air weapuns, the active radar seeker with conformal antenna appears to be the most
appropriate near term confiquration.

The advantages of strapdown seekers over those with two-a«is gimbals should make them
attractive for many applications. These advantaces include increased reliability with the
eiiminaticn of roving parts, unlimited line-of-sight rate cdpability, and the elinination
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' potent ally be lower in weight and cost. This would be particularly true in the 1ong

|
? of errors due to gimbal friction and missile accelerations. Strapdown systems could
i
H
b

term as the cost of electronic components decreases with respect to mechanical components.
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ABSTRACT —

The current approach for guided weapon avionics is to use custom digital computational elements -
connected together with large cables. If these computational tasks can be partitioned into common tasks, .
and if standard interfaces can be defined, it would promote interchangeable missile guidance and control -
components and enhance interoperability. The Digital Integrating Subsystem (DIS) Program is & current ’
Air Force Armement Laboratory effort to establish these standards and procedures. The contractor is General
Oynamics Convair Division.

In the Digital Integrating Subsystem concept, the total data processing requirements of a typical B
standoff weapon are met by utilizing a number of individual microconputers that communicate with each other .
on a serial nultiplex bus - the number of microcomputers being dependent ubon the total data processing
work load of the weapon. Each microcomputer is tasked to do calculations associated with a particular
avionics function. Once the computations are completed, the results are “broadcast” on the multiplex bus.
Each computer also listens for only the data 1t requires on the bus. This serial multiplex bus is referred
to as the "Digital Integrating Subsystem Multiplex Bus" or DISMUX Bus.

The protocol and signal levels on the DISMUX Bus are wel) defined in 8 draft MIL standard. The drart
MIL standard defines the electronic interfaces and also derines the straightforward data structures that
are used for inter computer communication. When this standard is ac ~ted, it will ullow components built
by different manufacturers to operate together with a minimum of ir  face coordination of either hardware
or software.

The sixteen bit DIS computers have up to 64K words of memory, four standard interface cards, and are
housed in 150 cubic inches. /s the maturity of the various avionics ~ubsystems develops, these computers
could become embedded within .he subsystem themselves and no longer ist as individual components.

Connection tc the aircraft store's management bus is via a MIL-..D-1553B interface. Where the carrier
aircraft is not equipped with a MIL Standard 15538 interface, a set of analog/discrete/digital interfaces
peculiar to the signal and data protocol of the host aircraft can be easily implemented in a single input/
output card cf one of the DIS computers. This s®njle DIS computer then transmits any of the aircraft
interface data to any of the other DIS processors which may require information from the host aircraft.

A1l operational software is being written in the Air Force Standard High Order Language, JOVIAL J72.

This paper presents systerm design, details on the interface characteristics, and a progress report on
the construction of brassboard un’"s,

1. INTRODUCTION

Conventional standoff rissiles suffer from many of the same problems which are present in today's air-
craft. These problems relate to the laroe number of cables and wires which are required to transmit the
various guidance signals about the vehicle, and the proliferation of custom computers #ith their programs
written in many different assembly Yanguages. This situation has caused a situation nere it is almost
impossible to have reoningful competition in missile modification contracts. Softw e maintenance is
extremely difficult and it severely hampers the ability to integrate comporents fr .. various NATO countries.
The Air Force aircraft avionics cormunity has addreswed these areas by the adoptiorn of several MIL
standards; namely: MIL-STD-15538, MIL-STD-1588A, and MIL-STD-1750, The basic ccncepts presented in these
aircraft avi.. i¢cs standards can be used as guides by missile avionics desiqners in many cormon areas of
concern.

Inere are, however, significant differences betw:en the aircraft and tactical missiles which would pre-
vert the complete adoption of the zircraft standards by the missile designers. The Digital Integrating
Subsystem (D1S) Program has evaluated these aircraft standards and adapted MII-STD-1553, which describes the
aircraft time division command/reésponse Multiplex Cata Bus, for missile use. MIL-STD-15894, which describes .
the JOVIAL language, is appropriate and has been adopted in its entirety. :

21L-ST0~1750, which describes a governrent-owned instruction set architecture, was evaluated in detail.
However, at the time the Digital Integrating Subsystem contract was let, no contractor found it technically
feasibla to be able to implement the MIL-STN-1750 instruction architecture in the small amount of soace
available fur a federated processor. The use of custom hybrids was deemed inappropriate to the ultimate
developrent of a very Tow cost, easy to compete, federated processcr. For that reason, our selected
aporoach utilized a commercial microprocessor chip that would ultimateiy be available in 2 military version
with appropriate quality levels. At the point in time the MIL-STD-175C instruction architecture becomes




vailable on & single microprocessor chip, the adaptation of the chip into the DIS processors_would be
veasonably straightforward task. When that chip fs available, it will be evaluated for missile yse.

2. COMPUTATIONAL REQUIREMENTS

Tactical standoff missiles being designed today have surprising computational requirements. In fact,
it is easy to find missile designs where the tasks to be done exceed those of the central computer on an
aircraft. This is due to the tasks such as navigation, target location and classification, guidance,
homing, and fusing which must be done without the aid of a pilot. Early attempts at standoff missile
computer design used a single computer to control and monitor the function of several analog subsystems.
As the advantages of all-digital systems becawe obvious, manufacturers expanded and sped up their central
computers to handle move functions.

The ownership of a complex and ultra-fast central computer provides significant benefits for its
marnufacturer at a much higher ultimate c. "t to the government. These machines usually are custom built
for a particular missile, Therefore, spare parts, expansions, and modifications to the computer must be
sole sourced to the designer. Also, it is unlikely that a high order prooremning language (HOL) compiler
is available for this custom computer. If no HOL compiler exists, then it {is mandatory to program the
computer in its custom assembly language. It is very difficult to maintain or modify Someone else's
assembly language program. If that assembly language is not common or familiar to those wnaintaining or
modifying the weapon software, then 8ny cirange must be sole sourced to the original programmer. Even
though it is undesirable from a customer's viewpdint to use assembly language, the use of a central computer
may also necessitate the use of assembly language prograrming due to the limited amount of available
processor time when compared to the large processing load.

A typical central computer may be required to run at two million operations per second or more. To
reach this speed today requires a bit-slice or similar desiagn approach. Most assembly languages developed
for cormercial computers of this type are copyrighted and not available for competitive procurements. An-
other problem is that & high order language compiler that is within 10% of being as speed and memory
efficient as an assembly language program is usualiy very expensive and beyond the capability of either
the government or the industrial contractor to fund for a custom central computer application. Since
different manufactyrers are prohibited, from the copyright infringement point of view, from using each
others instruction sets, each manufacturer attempts to build his own unique architecture. This prolifera-
tion of architectures would also require a proliferation of compilers if the Air lorce attempted to proyram
these multiple architectures in the same high order language. Maintenance of these many compilers would
also be a prohibitive task.

An alternative to the use of a central computer is to distribute the tasks to several independent
computers which may operate at lower speeds. These computers may be tightly coupled where they share
memcry or scme gther component and carry out program tasks in full knowledge of the activity of the other
tasks involved, or they can be loosely coupled over some input or output port and have little knowledge of
the activity, or even the existernce of other tasks.

Loosely coupled or federated computers have the advantage of modular programs which are not affected
by programs in the other computers. A program need only know what inputs to expect and what outputs to
provide. With this modular arrangement, one program can be changed without affecting the other programs.
This separation may be implemented with a central command computer, or it may be implemented with a round-
robin pro%ocol.

Size, weight, power. and cost are critical concerns to a missile which myst be deSigned within the ccn-
straints of range, number carried on the host aircraft, autonomous operation, and the eventual destruction
of the vehicle, For this reason the addition of a command computer with its rather larje command-response
nrogram is not economically justified. Therefore, the federated approach was selected.

Gne 4oal of the DIS Program is to provide standards and specifications for moduiar computers and their
:1terfaces to vrorote the interchanqeability and interoperability of the subsystems used in future tactical
nissiies. {f a comouter has standard hardware and soflware interfaces, then a new subsystem meeting these
stardards can easily be exchanged for an existing subSystem.

3. ACYANTAGES CF DIS

By using the DIS approach te standard interfaces and standard interconnection of federated computers
vie can 3achieve significant bterefits of modularity and interchangeability of companents, This allows us the
npportunity to use cenzonents from cne manufacturer in a missile built by another. Thus, we can have full
partnership with our NATQ ncighbors, with eack country able to contribute the teshnology 1t best knows.
for irstance, a terainil seeker with a DIS interface built in Europe can be easily electrically ard data
strurture covpatible with a missile built in the YSA. If 3 new technology then makes it possible to sig-
nificanily increase the seexers accuracCy, new seekers, built by a manufacturer in & third country could be
easil, interghanged for the previous ones.

The ©1% angroach atlews comsonents previcusly used in g missiie to be used in the design of a new
missile.  Tnis can sianificantly reduce the cost and the Lime reauired for the new design.

Figure 1 shows a configuration of the guidance electronics of a typical long range standoff weapon.
baore we have shoan five computers; the nurber and their function depend upon systems engineering decisions
made at the tive the missile is designed. CQOne of the required concept design studies ~f the weapon will
deterwine the nurber of tasks to be done and the legical grouping of those tasks. This study also deter-
mines the partitioning of the required tasks considering the parlitioning of other similar sized missiles
so that advantajge can be taken of existing comgonents and pgrograms. The partitioning of the tasks shown
Lelos assunes the follewing activities in each corputer. (A key point to rerember when reading each of
the tasks is taat, 1n the 1S concept, the orerating system in every computer 1s the same - only the
avpiicaticn software is depenadert upon the task assignment of a particuldr processor).
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SUP - Supervisor Computer - This computer is tasked with communicating with the host aircraft and

translating ressages going to or from it. The SUP computer alsc handles engine controls, telemetry (if
app1icable§ 2nd fusing functions. In the DIS concept, each airborne computer contains an operating system
that can drive many independent software tasks. These tasks can be set into execution either based an time,
event, or data supplied to the processor. The software in the SUP computer just described wculd include

211 of the software necessary to interface the signal protocol of the host aircraft (usually one task) and
redbroadcast any data needed by other computers on the bus. Other individual software tasks would then
hzndle the other functions mentioned. In most missiles this conputer may be combined with the Digital
Autopilot Cormputer.

INR -~ Inertial Reference (omputer - This computer interfaces to the inertial measurement unit (IMU)
and performs the calculations necessary for the strapdown algorithm., The INR computer operates in con-
Jurction with the guidance and naviyation computer when operating in the Unaided Tactica) Guidance {(UTG®
made which is being discussed in another paper. The software in the INR and GAN computer are dependen' upor
the IMy and the mission type.

GAN - JSuidance and Navigation Computer - This unit is responsible for giving the commands to alter
tne migsile's direction so that a predetermined flight path is made tc the target. This computer also per-
forms the calculations necessary for the Kalman filter used with UTG, In addition to the software
decendencies shown abcve, this software must contain missicn dependent parameters.

HAM - avigation Aiding Management Computer - This computer is included when therc is an update
source to correct the inertial position. [f no update source is to be used, this unit can be removed frum
the bus. The NAM computer is used to perform those calculations wnich are required by the update source,
such as calculating the positicn from time delay inputs from a Global Positioning System (GPS) or
ccrrelating inputs with TERCOM maps. The WAM software is mission and source dependent,

GCip - Cigital “.topilot - This device is sirpiy arother coTouter or a task in the SIP programred
tz issue FIi comiands tc cause the desired vehicle mgtion. The DAF software is d2pendent upon the dynamic
charagcteristics of the rissile.

fach 0f these devices is shown as a separate computer. If a subsystem has its own computational capa-
Lility ard can connect airectly to the bus, this is not necessary. In the tigure we have the termina]
sesker connected that may. Each subsyster cormunicates over the DISMUX bus in exactly the same manner,

Let uS now consider < ral alternative subsysters and their connection to the DISMUX bys,

[f we replace the previous terminal seeker with a new one which also has an update capability, we
simply discornect the old update device and terminal seeker and connect the new device. When the new
scftware 15 l~aded, we are ready to begin checkout of the new configuration.
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If «e have a regquirement to change the type of inertial measurement unit to one which also has its own
computer, it need only have a DIS bus interface unit (BIU).

Probably one of the most significant advantages is the ability to change interface cards and software =3
to interface toc a new type of aircraft. Thus, {f the required information i{s available at the missile 2
connector, there {s a powerful computer already on board t¢ perform the necessary protocol transformation. =}
This flexibiiity aliows rapid transfers of a new weapon to existing aircraft,

A major advantage ot the bus concept not imnediately apparent it the ease of testing of a vehicle built
: around this concept. The ground checkout equipment is simply conne~ted to the bus as one more computer
i . terminal. If particular functions are missing during the test sequence, then the ground checkout system
can be programmed to emulate more than one terminal on the bus and place the missing messages on the bus
to facilitate the checkout of the resi2zining portions of the vehigle. The test set can also be programred
to operate in a totally listening mode simply moritoring the output messages on the bus and relating the =
state of the vehicle to the operator.

"y

During test flights, the telemetry systen car be easily connected to the DISMUX bus and not only
telemeter the various analog and digital cormands within the vehicle but also the data sets from the 3
multiple digital processars as they put their "answers" on the bus. =

Corr e

; i 4. DIS COMPUTERS A

To validate the DiS specifications, a brassboard computer has been developed. The criginal goal of the
DIS project was not to develop a standard cotputer, but the synergistic combinatior of the reguirements and
advances in the state-of-the-microprocessor-art have produced a computer which is very near to the leading
edge of technology.

The CIS computer described here is a 150 cu. inch (2460 C7) unit (see Figure 2) which, if necessary,
could be repackaged to a smaller size for production use in a mini missile, In its present design, which
has no hybrids or custom devices, it can be used for intermediate and cruise-type missiles, remotely piloted
vehicles, and aircraft.

ol 1,

T
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Figure ¢
S
5 ) The driving force behind the design has been the uyse of commercially available parts wii h meet w.litary
] > specifications. The selection of all parts was based on their availatility from at least two comrercial
! snurces.
i
: The corputer is based on the Zilog 18002, 16 bit, single chip "icro-computer. [° car addrecs uyp tno €5Y
d 0 words of metory. The DIS computer volure, including case, poser supely, & irpot/output
] v and ‘ull memory is 150 cu. in. (2450 CC!. Standard /0 cards include paraliel, serial,
L_ ) and 31S rwltipler bus (Bil). Any coTtbination of these cards, including 4 O¥Y cords, say be rlaced in
] 4 /G siots. An enalog to digitel and digital to analog card will be availavle socn.  The cormplete wndt
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dissipates 50 watts of 28 volt power,

When executing a mix of instructions which are typical of missile :uidance, its throughput is 350K
operations per secend. Zilog has committed to produce a 6 MHz and possibly a 10 MMz CPU chip. In fact,
laboratory tests of the DIS computer have been run in excess of 6 MHz at a temperature of 80 degrees C.
When using a 6 Mhz chip, the DIS computer runs at 524X operations per se..und.

The 28002 advantages stem from an expected production of more thar one million devices per year, an
ddditional US manufacturer (AMD), 2 Furopean manufacturer (SGS), and a Japanese manufacturer (Sharp:. a
wide user base, many existing and planned support chips, and & large instruction set (416 instructions)
designed for HOL use. At the time of this writing a free license agreement is about to be :igned which
will grant the US Department of Defense the right to use the 28001 and 28002 instruction set for weapon
systems and their suppcrt systems. This significant agreement will allow other manufactuvers to build
28000 copies for weapons systems. This means that a coamon instruction set can be ysed for the range of
cerputers frem simple 4 or 5 chip devices to the very high specd bit-slice multiprocessors.

§. ALTERNATIVE CONFIGURATIONS

The missile shown in the previous figure appears fairly complicated when compared with many designs
The question then is, "ls DIS advantageous for smaller designs?” Our answer to that cuestion is yes.
Even if only one or two computers are required, the advantages of standard interfaces to subsystems and
familiar prograT vodules are very significant.

The DIS concept has been extended to a Class O machine for just such uses, Where the DIS computer
described in this paper is expected to cost about $5,000.00 each, in production, the Cla.s 0 computer is
designed to cost less than $2,000.00. This type machine would be used in vehicles such as dispensers,
smart borbs, and very small missiles, The Ciass O machine dces not initially have the complete interface
flexibility of a “lass ! or Class Il OIS computer, but the interfaces it does have are of standard format.
with only one computer in a vehicle, it is not necessary to have a DIS BIU for comwnication with other
computers. However, a special internal connection allows a Class O computer to be attached to a BIY or
1553 Bus and thus communicate with any other subsystei or launch aircraft. Even though we have stripped
down our Class 0 computer to its bare essentials, it is stil] able to be made totally compatible with
other guidance subsystems.

The Class O corputer uses the sare CPL and is coTpletely software compatible with the DIS Class I and
Class i computers.

6. STANDARD IKTERFACES

In order to facilitate the interchanze cf ssbsystems and computers, the BIS utroject 98 also develapina
standard interface specifications. The following represents an outiine of these interfaces. Copies of the
specifications may be cttained from the authors.

The parallel interface ailows the transmission of 16 bits of information to or frcm the computer in
parallel tran.fers. randsnake signals allow the perinheral device to notify the cowputer of the need to
trancmit data and signals which allow the ceomputer or the peripheral device te irdicate data reception.
Data transfers can proceed at the rate of up to 250,000 transfers per second.

Tre serial transfer interface has similar handshake signals to the parallel irterface, but data is
transferred as a seria! bit stream. This transfer of 16 data bits and a parity bit may proceed at a rate
of upb to 40G,020 tits yer second.

The direct meiory access (2) iaterface allows transfer of 16 bit data words directly to or fror
Temory, without proc2ssor interventior after initiai cetup. Tnese transfers can occur at a rate of up te
£)9,00C transfers per second.

The MIL-3TD-15538 interface i¢ intended for use in data transfer to and from the carrier aircraft.
This existing ! "' Standard is 1andarea for use in all future LS military aircraft. Tt is also contained
in the proposec MI!L-S7E-17860G for aircraft steore's marageament interfaces. ©Gata transfers through tris inter-
face teke the form of 1€ bit da:e words with 2 synchronization bits and one parity Lit. Serial transfers
sccur at a 1 MHz rate. There is extensive handshakira and command-response protocol.

3

The 515 serial multipiex interface ic s mivar n word Structure tc that of MiL-ST0-1533B, but the
protucol 1s different. Each umit or the bus follcwas tke end of transmission fror the preceding known unit.
Tn effecs, each bys interface unit (BIU) knows who it foliows (see Figurc 3). When a BIU decodes the end
6¢ transaissicr from 1ts sredecesscr, it then transmits, Fach BiU's order of urarcmission consists of a
beginring of ressage word, up to 32 data words, and en end of transmission word. If a given gIU has
ressages frer more than one task, (each task normaliy has its own Leginnirg of message word) then a new
beginnirg of wess3age word may he embedded in the string of data words. When the GIJ has completed the
transmissisn ¢f 311 125 ~essages or the —asirwm of 32 words, it sends an end of traasmission (E0T; wecsaae.
5 opart of this ED7 i the nunber of the BIc whizh sert it. Each 3IU connected to the bus is prograwmed (o
respond to the preceding BIU numher . When a 51U receives its preceding TOT St it triggered to respond.

16 it dees not have data to send, it simply transrits an EOT with ats nurher ir it, thus trigyering the
next BIU. Ay this scheime eech BIV cunnected to the bus is given an opportunity tec transmit during each
rcund ¢t tna conrected units. Since the date transmitted cr the bus is already processed, the bus is
rormaily 1ighted lgaded (<5} in every application ana’yzed o date.
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A message transmitted Ly one BIU may be captured by any of the computers nn the bus (see Figure 4).
knen a program or subsyster is chanjed, other programs need not be changed so long as the new program re-
quires and produces the same types of data. For example, the midcourse update subsystem may be changed
from tactical TERCOM to GPS so long as both systems require inertial reference inputs and both output
geographic position.

In the presert laboratory and brassboard systemc, a firmware program on one fux interface card (not
CPU interactive) checks to determine if each 81U on the bus transmits in sequence. If one BIU does not
respond for any reason, tnen this supervisory BIU restarts the loop. Each BIU performs without processor
intervention to place desired messages in merory before interrupting the (PU.

This scheme, referred teo a¢ round-robin-passing-protocol, was developed through a joint effort of the
frmament Laboratory and the Charles Stark Oraper Labs. It has been validated in laboratory tests at
iglin AT8, and is now being tested in flightworthy units by the contractor, General Dynamics Convair
Livision. General Qynamics has found the implementation of the DIS round robin passing protocol to be
extremely strzightforward and easy to learn. The implerentation of the bLus interface unit takes only about
35 electronic components. Teste to date indicate an essentially error free environment is easily achieved
on the direct coupled DISMUX bus (2arly BIU 1ngic designs exhibited a bit error rate of less than one in
ten tc the eleventh transmitted bits)

Round -robin protecol hac been shown to be more efficient than command response.  This 1s important
whea .evigation data are being transferred. More efficiency is also achieved by eliminating the need for
a carputer 1o run the executive progrem. RKound-robin protocol is also more advartageous than contention
schemes because of its near 100 percent probability cof nessage reception.

An even rigre relevant point regarding the round-robin passing protocol is that the housekeeping and
ti=ing prollems associated with developing ous controller software are completely eliminated. Since each
rrocessor outsuts enswers, when computed, orto the Lus for reception by any desired user, the using pro-
gram always has access to the latest pessible cata since it will usually be in a "wzit" state awaiting
receipt of the latest data set. The operating systems in each individual computer provide the double
bufferirg betweer the bus interface unit message decoding function and the application program using func-
tion. Ho task in any computer has to be interrupted to transmit data tn, or to receive data from, another
application task. This {5 a significant software development (and missile integration) advantage.
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7. SOFTWARE g
A1l the software for the DIS computer is being written in JOVIAL J73 according to MIL-STD-1589A, This : jg
includes a JOCIT compiler husted on an 1BM 360/370 and the operating system in the DIS computers. The T =
Tinking loadeir and ascembler are hcsted on a diagnostic station based on the POP 11/34. A JOCIT cede . 3
generator for the 11/34 (RSA-11M} is also provided. A code generator option praduces 28000 code which can ¢

' be loaded through a commercial 78000 develgpment station,

i The CIS project 15 closely following the deveiopment of ADA, the new standard HOL. The DIS computer
is one of the fir<: targets for the Air Force ADA compiler,

" The operating system of the DiS computers is as relevant to the federated computer concept as are the
other elements mentioned previously. The operating system for the DIS computers handles al) interrupts,
processes all data requests (both intra computer and inter computer), schedules the multiple tasks within :
a computer {(up tu 256 separate tasks), and formats all of the input/outout messages going to and from the ;
input/output cards. The operating sy:tem also includes the software naressary to interface with the i
} monitor software resident con the ground checkout station so that, while an airborne task is in the process i
| ¢f executing, memory calls can be nbserved and/or moditied, a capability which is absoluteiy necessary when

i developing real tiTe operationai software. The monitor software {n the 00S in conjunction with the operating
] systeim can also start, stop, single step, and observe any of tho registers in the Z8000 microprocessor.

[

8. STATUS

The Air Force is now under contract to General Cynamics to produce 25 flight aualified DIS computers ;
for use in a flignt demonstration test program., Units are also beinqg procured to use in hardware-in-the- :
lesp simylations ir the Arsacent Labecatory's simulation 1ab,  Two cowplete diagnostic stations will also
te celivered. These units are scheduled to be delivered over a seven month pericd starting in July 1980.

oo . b e 2

] . ;
The contract also includes JOVIAL code generaters for the OIS computers and diagrostic station to he E
f delivered in November, and a complete operating system and linking loader to ba delivered at the same time. é
L :
: The specifications for the standard interfaces, the DiS system and the OIS computers have been pub- :
. Tished. E
ji

i
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9. CONCLUSION

The Digitel Integrating Subsystem is attempting to facilitate the modularity of tactical guided weapon
electronics through the use of standara interfaces. These concepts are now being tested. This project
should simplify future design and mocifications of missile electronics, and promote interoperability of

subsystem components.
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" INDUSTRY LOW-COST INERTIAL GUIDANCE SYSTEM DEVELOPMENT

by
Warren K. Stob
Le~r Siegler Inc, Grand Rapids Mich
and
- Dr. Thomas K. Wu
U.S. Air Force Armament Test Laboratory, Eglin AFB, Florida

SUMMARY

The necessity for an adverse weathevr, standoff launch and leave capabrility in both
powered and unpowered guided weapons has led to development programs for a low cost iner-
tial guidance subsystem by the United States Air Force (USAF). The subsystem,
initialized via a prelaunch maneuver seguence to permit transfer alignment and inertial
sensor cailbration, is used to provide midcourse inertial guidance to a terminal acquisi-
tion basket or it can be used with periodic updates provided by other subsystems such as
Glebal Positioning System (GPS), Radiometric Area Correlator (RAC), cr Terrain Contour
Matching (TERCOM) for improved accuracy on extended range missions.

This paver describes the history of the Low Cost Inertial Guidance System (LCIGS)
concept. development and the design features of the Industry LCIGS conficuration.

HISTORY AND INTRODUCTION

TwO programs were initiated by the Air Force Armament Test Laboratory (AFTAL) in
1976 after previous surveys revealed that, although many missile guidance systems were
avallable, none met the USAF performance and cost goals reguired for the next generation
of standoff tactical weapons.

The first program, Tactical Inertial Performance Requirements Analysis (TIPRA),
identified the requirements for a variety ot tactical missions and quantified the iner-
tial sensor performance reguirements for a Low Cost Inertial Guidance System (LCIGS).
{1, 2] The second program was the award of a contract to the Chavles Stark Draper Labora-
tory (CSDL) to provide a nonproprietary baseline LCIGS design incorporating low-cost
wndular concepts with a Production Unit Cost (PUC) goal of $10,000 in F.Y,'76 dollars.
CSDL also provided a baseline design for test equipment which permits rapid factory
calibration and simplified depot level repair of the LCIGS.

CSDL. chose to implement the LCIGS in a strapdown system configuration using mature
single-degree-of-freedom rate integrating gyros and force rebalanced accelerometers of
modest performance characteristics {1-to-5 deg/hr and 100-to~200:g9 turn-on to Lurn-un
repeatability), The Xey feature of this baseline design included the utilization of
imbedded microprocessors for sensor control, modeling, and data processing. Thiv feuture
permmits the use of multi-sourced sensors in the same gystem without impacting either
electronic or mechanical interfaces or data processing. Thus, each proprietary instru-
ment j5 specified to meet a normalized sensor module interface so that the highest cost
elements in the system may be procured competitively.

The CSDL LCIGE Program was completed in 1979, 'rhe results of the program included a
complete set of design specifications, a brassboard system configured for the GBU-15
glide bomb, and a set of Peculiar Support Equipment (PSE}, [3, 4)

In 1979, AFATL initiated a program to demonstrate digital weapon guidance technolo-
gy. Tne core of this demonstration is the Midcourse Guidance Demonstration (MGD) Program
which will deinonstrate an all-digital weapon concept. Within this context, LCIGS repre-
sents a central avionic subsystem providing basic functions for an integrated weapon
system. The various associated AFATL subsystem developments and studiee that include
elements of this overall weapon concept are: Digital Integrating Subsystem (DIS), Radio-
metric Area Correlation Guidance (RACG), Tactical Global Positioning System Guidance
(TGPSG), and Unaided Tactical Guidance (UTG).

To support MGD, the LCIGS Program entered the second phase of development in 1979
with the award of a competitively determined contract to Lear Siegler, Inc. (LSI) to
validate the CSDL baseline concepts and Jdeiiver five systems tor lahoratory and flight
tcesting.

successful transition of the CSDL LCIGS technology and its aggressive PUC goals to
the Industry LCIGS Program required the retention of several design concepts. These
included use of digital gyro torquing; inertial sensor interchangeability; use of mature,
low risk inertial sensors; sensor control and compensation via microprocessors; and com-
patibility with rapid system test and calibration features via the CSCL-developed PSE,




The transition was accomplished by a complete review Of the design specifications
and drawings for both hardware and software provided by the CSDL contract and by close
coordination with the Industry LCIGS Asscciate Contractors for the UTG and DIS Programs
(Mclonnell Douglas. Astronautics -~ St Louis, and General Dynamics/Convair - San Diego,
respectively).

The transition also included added considerations to provide a modular design ap-
plicable to multipie weapons, use of MIL-agpproved parts, inclusion of a totally integral
. power supply and parallel autopilot output, incorporation of current technology micro-
| : - ‘processors, a strong emphasis on low cost through application of advanced but demonstra-
: ted production techniques, and increased multiple source procurement of inertial sensors.
A system design is now complete which maintains all features of the brassboard configura-
tion in 25% less volume and 30% less weight while incorporating the inteqgral 28 VDC power
supply. A comparison of the basic design features are provided in Table 1:; a functional
block diagram of the Industry LCIGS is shown in Figure 1,

This block diagram illustrates that the Industry LCIGS rerains a distributed pro-
cessing architecture in two basic module functions. Within the gyro locp, angular rate
is sensed, digitized, and preprocessed by the gyro processors imbedded in each of the

1 three gyro channels. The gyro channel output, partially compensated 06s, is transmitted
’ to the service processor via a two-way parallel bus structure where the data is addition-
ally corrected: formatted, and transmitted serially to the external DIS or PSE. In the
accelerometer loop the acceleration is sensed, digitized via the analog-to-frequency
¢ (A/F) converters, stored in accumulators, and transmitted directly to the service proces-
1 sor for processing similar to that of the gyro channel.

The service procesgsor, as the sccond basic processing module function, collects the
inertial sensor data, and provides corrections to this data based on s~ised temperatures
and on electronics thermal characterization information sftored in Electrically Alterable
Read-Only Memory (EAROM). The corrected :9s and iVs are output at a 100-Hz rate over the
serial data channel. Additionally, the service processor outputs uncorrected ae¢s and 2Vs
at a 400-Hz rate for autopilot use, communicates with the gyro processors to initialize

. the system at power turn-on or reset, interprets and implements commands from the DIS or
: Peculiar Support Equipment (PSE), and controls sensor heaters for optimum warm-up and
thermal stabilization.

The EAROM data base permits use of multi-sourced, moderate performance inertial
sensors by allowing storage of specific correction terms and error coefficients for
design parameters and empirically determined performance characteristics, This key
feature of the LCIGS development provides system performance accuracy previously uncbtain-
' able from inertial systems utilizing sensors of thig cost and performance classification.

The Industry LCIGS which hag been designed for production is shown in Fiqure 2; a
typical complement of inertial sensors which may be used are shown with it.

ol b

ORI RO

; Table 1 - LCIGS Configurations

; Item CSDL LCIGS LSi LCIGS
X Volume 506 in3 (8.3:) 375 in3 (6.11)
: Weight 23.25 1lbs. (10.5Kqg) 16 1bs. (7.3Kg) é
'i Power - Hcaters 115V, 400 Hz: 1000 watts 115v, 400 Hz: 500 watts F
., - Operating Missile Inv.: 80 Watts +28 VDC: 75 watts :
| Thermal Design Forced Air Convection and Conduction &
,' Conduction L
gi Angular Rate Input +150 deg/sec. +150 deg/sec. :
Acceleration Input 1109 £10g )

Output Resolution

Serial @ 100 Hz 2 3 sec. : 3.3 sec.
x * Cyr ’
- AR 1 cm/sec. PRT 1 cm/sec.
' Parallel # 400 Hz None 3.3 sec. )
|' ¢.25 cm/sec.
Circuit Cards 13 8 H
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Flgure 2 - LCIGS with Typical Inertial Sensors

MFCHANICAL DESIGN DETAILS

The structaral design provides maximum sensor performance during dynamic environ-
Tents while maintaining functional modularity. The achievement cf the desired high
degree of modalarity in the design is itlustrated in Fiaure 3, A rigid aluminum castina
with an integral mounting flange provides the praimary structural element. The inertiai
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Figure 3 - LCIGS Structural Explosion

sensor modules are attached on one end of the structure; the electronic cards are con-
tained within the structure as illustrated. Minimum repair and assembly time is accom-
plished by utilization of the plug-in assemblies.

Each of the three interchangeable gyro modules contains a rate integrating gyro-
scope, a thermal sensor, a module heater, and normalization electronics reguired to

provide a standard electronic interface to the system,

The accelerometer triad modula contains an orthogonal set of linear force-rebalanced
accelerometers, thermal sensors, and a heater. It is installed on the structure adjacent

to the Z gyro module,

The LCICGS electronics are packaged on eight printed circuit cards. The circuit
allocaticon for each card was selected to optimize overall system size, functionality, and
cost. The cards contain integral heat sinks and use either glass-epoxy or laminated
aluminum core construction as dictated by thermal and reliability design criteria. 1The
cards are interconnected with other system modules via a mother board located in the
bottom of tne electronic compartment. The card functional description is provided in

Table 2.

THERMAL DESIGN

Key elements in the attainment of syetem performance goals include pre-launch ther-
mal control for optimum inertial sensor error estimation and post-launch compensation of
sensor outputs via the microprocessor. Ambient of -54°C to +71°C are gpecified for LCIGS
with significant changes during 3 single period of operation. Most missiles have no
environmental control system and limited power available during the free flight phase.
These factors dictated the design of a fast warm-up mode with heaters using aircraft
power during captive flight.
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Table 2 - Circuit Card Function Allocation

Card Function
Al Gyro Torquer Electronics (2 Gyros)
A2 Gyro Torquer Electronics (1 Gyro), Torquer Common

Logic, Gyro Pick-off Excitation and Output Sample/
Hold (3 Gyros).

A3 Gyro Processor (3 Gyros)

A4 Service Processor, Parallel I/O.

AS Service Processor, Serial 1/0, EARCM

A6 Accelerometer A/F Converter (3 Accels.), Converter

Accumulators.

AT System Timing, Spin Motor Supply, Temperature Sensor
Muitiplexer.

PSI rower Supply

To optimize the system warm-up characteristics, a 234-ncde thermal model was gen-
erated., By simulation, using this model, the optimum size ani placement of heaters wa3
determined and the cooling characteristics during the post-launch period were defined.
As a result, the heaters on the inertial sensors are contrnlled by the service processor
to obtain a nominal 60°C LCIGS temperature within 15 minutes in a -54°C ambient. 1In high
temperature environments, adequate cooling is provided conductively through the primary
structure. Use of only MlL-approved parts provides adequate thermal margin for system
reliability over all tempevature extremes, Several features of the thermal design con-
cept are noteworthy.

a. Elimination of a cooling fan. The selected mechanical configuration and the use
of aluminum-cored electronic cards as determined by the thermal model permitted
increased capability for conductive cooling of the electronic assemblies. 1In a
+55*C ambient, the maximum circuit card temperature at the time of missile
launch will not exceed +85°C.

b. Multimode heater control. Optimization of the transient response of the system
is obtained by incorporating low range ({-54°C to -20°C), mid-range (-20°'C to
+20°C), and high range (+20°C to +55°C) heater control algorithms in tyie service
grocessor, The fprocessor samples the actual temperature of the X gyto and the
system ambient at approximately 10-second intervals and uses a predictor aigo-
rithm to control the power applied to the sensor heaters. This concept mini-
mizes power consumption and provides both coarse and fine thermal control of the
critical elements without the use of trim heaters previously employed. Provi-
sions are also i1ncluded to allow application of heater power without operation
of the inertial sensors. This feature allows improved thermal stabilization of
the LCIGS prior to iritiating the transfer alignment sequence. [

Even with this improved thermdl control technique for limiting the dynamic range of
operational temperatures, precision temperature compensation of the inertial sensor out-
puts is applied continuously to achieve the ultimate performance.

The :zervice processor, using temperature data from each inertial sensor and it's
corresponding electronics, and the measured inertial sensor thermal sensitivities, com-
putes the bias, scale factor and loop gain ccrrections. These corrections are updated
every 10 seconds. No correction algorithms are valid for the complete LCIGS operating
temperature range but maximum compensation accuracy is obtained when the sensor and elec-
tronic temperature is between +10°C and +65°C.

INERTIAL SENSOR CHARACTERISTICS

Charles Stark Draper Labs (CSDL) prepared a generic procurement specification for
the LCIGS inertial sensors. The specifications were based on the performance require-
ments determined in the TIPRA program, and were compiled by a survey of vendor-supplied
data on available components that demonstrated both performance and a volume production
cost history. These generic specifications are summarized in Tables 3 and 4.




.

Table 3 - Gyro Specification Summary

Characteristic

Units

Welaht

Input Power

Drift Rates

G-Insensitive: Absolute
G-Insensitive: Turn-on Repeatability
G-Sensitive: Absolute

G-Sensitive: Turn-on Repeatability
Random

Ccmmand Rate
Continuous
Maximum (z Sec.)
Accuracy: 'rurn-or Repeatability
Run-Up Time
warm-Up Time
Environmental
Temperature (Operating)

Temperature (Non-operating)
Vibratioa

Shock
Magnetic Fields

10.5 oz (300 grams)

26 VAC, 800 4z, 2§ Mtr,
"8 VAC, 2.4 KHz PO

100°/h

4°/h

25°/h/g

4° /h/g
0.15°/h (1:)

80°/s
150°/s
300 ppm

30 Seconds (Max.)

5 Minutes (Max.)

-20°C to +100°C

-62°C to +95°C
MIL-E-5400, Figure 2
MIL-STD-810, 0.04 g2/Hz

30 g's, 11 ms
10 Gauss

Table 4 - Accelerometer Specification Summary

characteristic

Units

weight

Input Power

Bias: Absolute

Bias: Turn-on Repeatability

Scaie Factor Accuracy
(Turn~On Repecatability)

warm--Up Time
Environmental
Temperature (Operating)

Temperaturce (Non-operating)
V.bration

Shock
Magnetic Fields

3.5 cz (100 grams) (Max.)

15 vDC

300 ppm

1 Minute (Max.)

-20°C to +90°C

-62°C to +90°C
MIL-E-5400, Figure 2;
MIL-STD-810, 0.04 g2/Hz

30 g9's, 11 ms
10 Gauss

i
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Within a basic class of sensors, however, design details of the various vendors
result in small but significant variations in both cost and specific performance charac-
teristics. To demonstrate sensor interchangeability, the Industry LCIGS will be tested
with sensors from three different established vendors:

Gyroscopes: Lear Siegler, Honeywell, Timex
Accelerometers: Lear Siegler, Sundstrand, Systron-Donner

Extensive testing is in progress on the sensors from these vendors. The purpose of these
tests 1is:

a. To establish the degree to which the sensors meet the specitied performance and
reliability requirements

b. To determine the parameter coefficients to be utilized by the LCIGS processors

¢. To 1dentify any significant performance differences which may allow selective
procurement for the most cost effective solution to future mission reguirements
within the framework of the LCIGS configuration

d. To provide a standardized method to evaluate available sensors. For this pur-
pose relevant tests such as gyro drift are being conducted in bnth analog and
digital closure loops to establish correlation. This will allow analog mode
acceptance tests by various vendors that will assure specified performance when
the gyros are operated in the digital rebalance mcde.

The testing of a large number of sensors over a long period of time is being accom-
plished by using commercially available Data Acquisition Systems (DAS). The systems,
with specially prepared software programs, allow simultaneocus tests of multiple sensors,
automatic data reduction, printout of test results, and automatic control over the test
eguipment. A DAS and rate table for gyroscope evaluation is suown in Figure 4. The
tests being performed on a minimum of three sensors from each vendor are shown in Tables
5 and 6.

Figure 4 - Gvroscope Test Station
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Table 5 - Gyroscope Tests

j ITEM MEASUREMENT
1

1. Mecharical Inspection Dimensions, weight, seal integrity.
! 2, Electrical Inspection Torquer, Pick-off and spin motor

H impedance, circuit DC resistance,
i insulation resistance, dielectric,
magnetic flux leakage.

3. Warm-up Chacacteristics Record output each 90 seconds for
1 hour at +10°C.

4, Spin Motor Tests Starting and running power, run-up
and coast times.

o 5. Polar Axis Tumble Record gyro output at | degree in-
tervals at an input rate of #90
deg/min; plot output and calculate
bias, mass unbalance, and : of
deviations from curve fit,

6. Cog Test Determine drift repeatability after
multiple controlled (+ displacement)
inputs are applied.

kb il

Torquer Scale Factor (TSF) Record at rates between +1 and +150 |
deg/sec; compute TSF and second and
third order non-linearity coefficients.

8. Drift Rates Determine bias and mass unbalance valvues
and repeatability using standard 6-posi-
tion tumbies.

P [P

9. Drift Randomness Record output once/sec for up to 5 hours;
compute X, < , best fit trend line and ¢
of departures therefrom; compute powev
spectral density.

10, Temperature Coefficients Perform selected tests at 9 temperatures
between -20°C and +90°C; calculate scale
factor, bias, mass unbalance, and axis E
alignment coefficients.

. 1, Vibration Sensitivity Sinusoidal inputs at S5g, 20-2000 Hz;

: Random inputs €0.04 g¢/Hz, 20-2000 Hz:
determine g¢ coefficient and overall
vibration sensitivity.

B R A N R N T

12, Magnetic Sensitivity Determine magnetic sensitivity to
external fields of 10, S0, and 100 gauss.

, 13, Shock Verify retention of performance stabili-
ty after 18 shocks {30 g, 11 msec).

14, Long Term Stability Determine performance stability of pri-
mary parameters over a 4-month period.

LiL )
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Table 6 - Accelerometer Tests

TEST MEASUREMENT

1. Mechanical Inspection Dimensions, weight, seal integrity.

2. Electrical Inspection Insulation resistance, dielectric,
magnetic flux lz2akage.

3. Warm-up Characteristics Record output in 1 g position each
-36 seconds for ! hour.

4. Two-Position Tumble Compute bias and scale factor from
multiple tumbles at 15 VDI, 15.75 vdDC
and 14,25 VDC.

S. Threshold & Resolution Determine input required to produce
508 of predicted output at both 0 g
and 0.707 g, nominal.

o, 36-Position Tumble Compute bias, scale factor and second
anG third order non-linearity coeffi-
cients.

7. Temperature Coefficients Perform selected tests at temperatures
between -20°C and +90°C, compute
temperature crefficients.

8. Hysteresis Compute scale factor and bias hysteresis
after various temperature exposures in
non-operating mode.

9. Vibration Sensitivity Sinusoidal inputs at Sg, 20-2000 Hz;
Randor inputs at .04 g<4sHz, 20-2000 Hz;
determine overall vibration sensitivity
including vibropendulousity coefficient.
10. Magnetic Sensitivity Determine magnetic Sensitivity to
eterral fields of 10, 50 and 100
gauss.

1. Input Range Apply +10 g via centrifuge.
12. Shock Verify retention of performance

stability after 18 shocks (30 g, 11 msec.)
13. wng Term Stability Determine performance stability of
primary terms over a 4-month period.

ELECTRONIC DESIGN DETAILS

Design of the Industry LCIGS electronics was initiated after a review of t.e CSDL
drawings, and an analysis of the deficiencies recorded during brassboard testing was
completed [S]. Design changes were made to incorporate military-grade components, micro-
processor capaolility unavailable to LCiGS at the time of brassboard design, an inteqgral

power supply, and an autopilot output. A simplified electrcrics block diagram with elec~
tronic card allocation 1s shown in Figure 5.

Figure 5 - LCIGS Eleclronics Diagram
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Power Supply

The new self-contained power supply is a switching mode driven inverter type with
an operating frequency of 50 KHz. The input section receives +28 VDC from an external
source, provides filtering, and contains .four-power field effect transistors (FETs) to
switch the input voltage through the primary of a power transformer. The outpr. section
consists of multiple secondaries on a power transfcrmer to provide the necess.ary inter-
nal oOperating voltages, Each output is full wave rectified and filtered. A separate
bifilar wound secondary on the +15V cutput winding provides power and feedback for the
power supply control section. The control section generates the pulse width modulation
signals for the input section power FETs, The control circuitry also monitors the input
line and makes instantaneous pulse width corrections to minimize output voltage varia-
tions.

The power supply alsc ccntains overcurrent shutdown circuitry to prevent damage
during integration and testing with other subsystems,

Tests on the power supply breadboard confirm operation to specified limits over the
complete temperature range with input voltages of +18 VDC to +35 vDC. Cperation at

nigher input voltages 1s limited by power discipation and attendent thermal considera-
tions,

System Timing
The <cystem timing electronics uses an 8.448 MHz crystal oscillator and low power

schottgy-type 1logic to provide various timing and synchronizat:i:on signals rtequired
withln the system. The timing diagram is illustrated in Figure 6,

844 8 KH2

—T0 PSE

76 8 KHZ

B8 48 MHZ —& T0 A/F CONVERTERS

192 KHZ
TO GYRO YTORQUING
ELECIRUNICSIGTE])
y 192 KHZ 15 SPIN MOTOR 4ND
PICKOFF SUPPLIES

TO PICKOFF
SUPPLY

M SYNC
GATE T0 A/D CONVERTERS
T SYNC
T———1 —————=10 GTE

TO S$PIN MOTOR
SUPPLY

400 HZ TO GYRO

PROCESSOR

PROCESSOR

Figure 6 - LCIGS Timing Diagram
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Spin Motcr Supply, Temperature Multiplexing

The gyro spin motor supply operates directly from the LCIGS power supply rather
than the missile inverter/converter. The spin motor supply is a push-pull driven trans-
formercoupled inverter providing an B800-Hz, 26-volt square wave source for the three
gyro spin motors. The suppiy also includes circuitry which, when externally commanded,
determines motcr operability by sensing back EMF during a 10 ms interruption of the
motor excitation.

Temperature sensors are iscated on each inertial sensor, on each gyro torguer elec-
tronics assembly, and on the accelerometer electronics assembly. These provide 10
inputs to a l6-channel analog multiplexer and a current to the voltage buffer ccndi-
tioner. Other inputs 1nclude power supbly voltages and various built-in-test (BIT)
responses.

The multiplexer output is fed to a 10-bit analog-to-digital (A/D) convertexr which
15 a part Of the service processor. The converter outputs are used in conjunction with
the EAROM stored coefficients tc provide temperature corrections to the inertial sensor
ou.cuts, and as BIT to determine operational status.

Accelerometer A/F Converter

The three accelerometer aralog-to-frequency (ASF) converters and respective accumu-
lat~rs are contained orn a 31ngle circait card. The design retains the basic features of
the CSOL brassphoard but mechanization with a nonproprietary hyrid constant current
source allowed a 4U% reduction in the physical size,

The converter, iliustrated in Figare 7, is a pulse-rebalanced integrator in which
the 1ntegrator output :& maintained withle pre-set limits by application of precise
rebalance pulses to the summing point of the integratror. The rebalance pulses, which
ate preciswe in current and duraticn, vepresent the true integral of the accelerometer
analog output. The pulses are accumulated 1in an 8-bit vp/down crhunter whick is read by
the service prccessor.

An AF iniiibit command which disables the rebalance circults 1s issuec by the service
processor during the counter read period to ensure that all pulses are read., The chan-
nel scale factor 1s 0.25 cm/sec/pulse.

_—_—L—sz—q M + PULSE QUTPUT
LEVEL UP/DN COUNTER TG SERVICE
ACCELEROMETER »—-LU’/ DE TECTOR _PULSE OUTPUT 0 ot = cROCE SSOR

CAL AAA 4
CURRENT
+ /- CURRENT |REBALANCE
SWITCH CONTROL TIMING
76.
1 L LOGIC lg——76.8 XN
CONSTANT
CURRENT
SCURCE

TEMPERATURE é;;;;%

Figure 7 - A/F CGONVERTEFR

Gyre Torg.inag £lectronics (GTE!

The ayro torguing electronics (GTEj), illustrated 1n Figure 8, filters, amplifies,
and digitizes the gyroscope pickotf output at a 2.4 KHz rate. Th» digitized signal, a
10-bit A/D output, i¢ read by the gyro processor which computes an 8-bit torque command
each sampling period. The GTE, in response to this torgue command, selects one of the
two current ribalarce modes, steers an H-bridge switching circuit, and applics precise
rebalance current pulses to the gyroscope torquer.
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Review of the (CSDL GTE design, including brasshoard test data and its performance
analysis (5] revealed gyro scale factor linearity errors of 8J to 800 ppm in the range ]
of 30 to 120 deg/sec. Tests on a breadboard version of this design concept by LSI
confirmed these errors, which are due to the effect of pulse rise and fall times. Even
larger errors exist at the lower input rates typical of those encountered 1in
Scorsby-type motion. One potential solciion to this problem, within existinag processur
capahility, would be to characterize the scale factor of each gyro module. This solu-
tion would, however, require extensive and costly testing of a gyro module with a speci-
fic GTE over temperature, and it would inhibit sensor interchangeability since the
. non-linearity is dependent on precice matching of the gyro normalization electronics and
° GIE to a specific gyroscope. 4

o
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The LSI GTE design utilizes a precision dual-level (8:1) constant current source f
operating in a Pulse Width Ternary (PWT) mode. The design minimizes the sensitivity of 3
gyroscope and electronics matching and eliminates the need for temperature characteriza-
tion to maintain scale factor er:ors within acceptable limits,

T
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In the design, each 416.7 us torquing cycle is divided into 80 increments of
5,208 uvs duration. Since a 1 ns equivalent error in pulse rise and fall time during a
5 us pulse represents a large scale factor error, the gyro processor algorithm commands
lower current (1X) and extended duration (41.66 vs) pulses. This reduces the error
from the pulse rise and fall time to approximately 25 ppm. At input rates up to approxi-
mately 16 deg/sec, the low current extended duration pulses are commanded. At highet
rates, the processcr commands the higher current (8X) ifor the standard 5.208 s pulse

3 curation.
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1 " The gyro processar, by the gyro torque command word, controls the number of time
’ increments the constant current source is gated to the gyrou torquer, the curtent polari-
ty, and the current level cf 1X or 8X.

s, i

'E The GTE uses components with very low tempevature coefficients for precision refer-
ence and current sensina and drives a dummy resistive load, located in the normalization
electronics, during periods when the qyroscope is not being torqued.

Gyro Processor (GP)

[} M . .

The Gyro Processor (GP) card contains three separate and independent microproces-

. sors which share a common clock driver and a paraliel bus for communication with the

- ? service processor. The gyro loop functional block diagram, shown previously in Figure

i 8, 1illustrared that the gyro processor is integral to the closing of the total gyro
: loop. A functional diagram of the GP 1s shown in Figure 9.
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The G®, in conjunction with mode commands and loop response data from the service
processor, establishes the mode of operation and loop response characteristics., Inputs
to the GP include the digitized gyro pickoff information from the torquer electronics
card at 3 ¢.4 Kie rvate and loop gain coefficientc from the service processor sgampled at
10-seconds intervals.

Upon command from the service processcr, the gyro processor operates the gyro loop
in one of three modes: initialization, self-test (BIT), or the normal operating mode.

In the onerating mode the control loop i1mplements the same processing equation as
rhat used 1n the brassboard {3]. The equation is:

. r
T = Kyt + Kpo 4 K3/ o dt

wnere T = the rorque command to the yyro torquing electronics;

and Ky, K3, and K3 are the proportional, rave, and integral gain coefficients.

Tne rate gain coefficient, Ky, is temperature compensated by the service processor.
This compensation reduces limit cycling which was a problem in the brassboard LCIGS when
gyvroscopes from different vendors were used, The control loop has been implemented with
4n 80-#z bandwidth with a damping factor of 0.3-0.6. The torquing command is an B8-bit
word transmilted to the ayro torquing electronics at a 2.4 KHz rate,

The design 1s based on the use of the INTEL 8088 m'croprocessor which has a 16-bit
internal architecture and an 8-bit bus structure., The processor also contains a 2K byte
Proarammnable Reao-Only Memory (PROM) for program storage and constants, and 256 bytes of
Ran:i sm Access Memory (RAM) for variables and scratch pad memory. The memory capacity
anc ex1sting processor utilization levels ave shown in Table 7.

Table 7 ~ Gyro Processor Utilization
[ MEMORY CAPACITY UTILIZATION
I RAM 25€ 135
|
i PRCM 2048 1200

Time available 15 utilized 75%
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Service Processor

The service processor communicates with the missile system navigation processor

across a bi-directional serial data interface (500-KHz bit rate). The output I/0 struc~-
ture is shown in Figure 10.

SERIAL PERIPHERAL BLOCK (SPBLOX
MISSILE ! ) LCIGS

NAV
PROCESSOR PERIPHERAL SERIAL {PSER]}

DATA QUT

COMPUTER RECEIVE (CRX)

RECEIVE-TRANSMIT 7C1LOCK (RTX CLK)

COMPUTER TRANSMIT {CTX)

DATA IN

SERIAL COMPUTER BLOCK (SCRLOK)

COMPUTER SERIAL (CSER)

DIGITAL PARALLEL PERIPHERAL BLONK (PPBLOK:
AUTOPILOT
PROCESSOR

PERIPHERAL PARALLEL (PPAR)

COMPUTER PARA:r LEL (CPAR])

Figure 10 - LCIGS/Missile Processor Interface

A variable length block transfer protocol is used. The discrete SPBLOK (see Figure
i6) and the pulse PSER signal that the LCIGS output must have priority servicing, The
missile processor must respond after each PSER by clocking out two bytes of data plus
parity using the CRX discrete and the RTX-CLK clock signal.

The missile navigation processor seguences block transmissions to LCIGS by signal-
ing *hc SCBLOK discrete and pulsing the CSER signal. When the LCIGS is ready to accept
the data transmission, PSER will be pulsed with the SPBLOK discrete reset. The missile
processor will then clock two bytes of data plus parity to the LCIGS with the CTX dis-
crete and the RTX-CLK clock signal.

The service processcr communicates with the Digital Autopilot Processor (DAP)
across an B-bit parallel data ; :terface. The cervice processor signals the DAP with the
PPBLOK discrete and pulses the ""PAR signal when data is ready for transmission. The DAP

can then ciock out raw sensor data ( :: x,y,z and 3V x,y,z) using the CPAR dlacrete.
This data trancfer accurs at a 460-Hz rate,  This high rate parallel ocutput is reguired
for stability ¢! the inner lcop missile control system.

Oueput transmissions from LCIGS innlude the preprocessed and formatted scnsor data
( ~ x,y,z and "Vx,y,z) at a 100-Hz rate. Other output data includes gyro g-siensitive
drifts,” output axis coupling, anisoinertia, and aliqnment parameters, as required. The
misgile processor may also request specific LCIGS data (e.g., memory status!, commands
the start-up seguence, and initiates BIT functions,

The PSt functions theough this 170 to implement test and calibration of the LCIGS.
After calibration, the PSE can command the service processor to load the EAROM with all
of the new characterization data used to model the <ensor errors,

The service processor, illustrated in functional form in Figure 31, is also mecha-

nized with the [INTEL 8088 microprocessor. Programmable read-only memory and random
access merory are also used.

Remaining hardware components include serial 1/0, patallel 1/0 (autopilot), FEAROM,
and a 10-bit A/} converter,
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Figure 11 - Service Processor Functional Diagram

The memory capacity and existing processor utilization levels are shown in Table 8.

Table 8 - Service Processor Utilization

MEMORY CAPACITY UTILIZATION
RAM 1024 750
PROM 6144 3500
EAROM 384 300
Time available is utilized 70%

PECULIAR SUPPORT EQUIPMENT (PSE)

System level test equipment for LCIGS, designated PSE, was developed by CSDL in
parallel with the brassboard LCIGS design, The PSE is designed to provide stand-alone
capability to support factorty calibration, factory acceptance, and field maintenance
requirements, The design of the Industry LCIGS PSE maintained all features of the CSDL
PSE. Limited physical and electrical modifications were neceesitated by changes in the
1nterface (integral power sdpply, and parallel output).

The new LCIGS PSE nardware conflguration is shown in Figure 12, The magnetic tape
system 1s A Digi-Data 1730 MAXIDEX featuring 9 tracks witn a 45-inch-per-second tape
speed and B800-hyvtes-per-inch packing density. It provides a mass storage media for all
PSE test programs and LCIGS test data, The Burvoughs SII 1240-200 Display is a micropre-
cessor-based flat gas plasma panel featuring 480 alpha-numeric characters in 12 rows with
a maximum data rate of 1000 characters per second. This display and the keyboard are
used 1nteractively by the operator to initiate and progress through the test ceguences,
A DECWRITER, the master control d=vice for the RSR~-118 operating systemn, can also be used
te 1nitiate tesl programs and provide a hard copy of the test results,
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A PDP-11/34A-ME computer provides execution and control of the PSE test programs
and LCIGS data reduction programs. It also controls the PSE/LCIGS data interface,
keyboard, Burroughs display and the magnetic stripe reader/writer. The computer is a
floating point processor with 64K words of core memory and 1K words of cache memory.
Cycle time is 1 uvs and 250 ns for the core and cache memories respectively. All
computer software has been coded in Fortran using the RSX-11S operating system. The

software includes algorithms to provide LCIGS performance testing in both attitude and
pseudo-navigation modes.

The magnetic stripe reader/writer provides the interface to a 1024 byte magnetic
stripe card which contains tne system identification and inertial sensor characteriza-
tion data. These data, essentially the same as that containecd in the LCIGS EAROM, are
used by the PSE to verify the EAROM contents and are updated by the °SE at each LCIG3
calibration or repair. Card information includes a system identifier, a vendor identi-
fier and serial number for each inertial sensor, calibration and thermal characteriza-
tion data, and sensor dynamic compensation parameter.

The LCIGS calibration software developed by (SDL, emphasizing minimun demand on
operator skills, has been retained in this PSE configuration. The program uses the
LCIGS interactively oy using six-position accelerometer data to establiish the reference
frame for gyro calibration. Additional positions are used for the entire system calibra-
tion with a goal of obtaining accuracies of 0.1 deg/hr and 100/ :g in 30 minutes.
Diagriostic programs are also included that monitor LCIGS self-tests or initiate special
tests to enhance fault isolation to a replaceable module.

MAGNETIC
STRIPE
READER/WRITER
MAGNETIC
TAPE SYSTEM

DISPLAY AND

KEYBQARD
DECWRITER T
PSE 1/0
L
POWER
SUPPLIES

PDP 11/344A
COMFUTER

REMOTE
TERMINAI

Figure 12 - LCIGS Peculiar Support Equipment
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LIFE CYCLE COSTS (LCC)

USAF studies have shown that the decisions made during conceptual and advanced devel-
opment programs basically define the Life Cycle Cost (LCC) of equipment ([3]. Essential
to the successful transition of the brassboard LCIGS concept to Industry was the reten-
tion of the Production Unit Cost (PUC) goal. The PUC goal of $10,000 in FY '76 dollars
for a 2000-unit production cun at 1000 ur ts per year was a key factor in defining the
basic design concepts. The PUC factors used in the CSDL brassboard design were thorough-
1y reviewed by LSI to determine if current technology allowed cost changes within the

framework of the LCIGS concept. The review validated the significant contribution of the

inertial sensors to the overall system cost ard re-emphasized the necessity to procure
only those sensors with proven performance and cost history. Multiple source ptocurement
cf these sensors provides PUC credibility by using price information on a normalized
specification from estabiished vendors. Additional cost factors, which are limited to
the Tndustry LCIGS, include design changes to improve system applicability to a broader
range of missiles (integral power supply and elimination of a form factor necessary for
the CBU-15 Glide Bomb), and elimination of commerical grade electronic components,

In the design evaluation phase, the basic system modules were 1identified and cost
targets were established to provide each designer a tool for evaluatina alternate
approaches. The Design-To-Cost (DTC) and LCC disciplinus were combined to emphasize the
reality of "total cost" considerations. The design review of each Industry LCIGS module
considered contributions from Reliability, Maintainability, Logistics, Packaging, Manu-
facturing, Quality Control, as well as the actual Mcdule Design Engineer, to assure that
design trade-offs were accomplished and that the design selected represented an optimum
balance between cost and performance., As the system design matured, previous cost tar-
gets were updated as necessary to attain the system PUC.

The current PUC estimate for the LCIGS configuration is summarized in Table 9 by
major categories. The values shown for the CSDL brassboard are obtained from Reference

[5) and include costs of military grade components. All values are adjusted to FY '79
dollars.

Table 3 - Category Cost Allocation FY '79 Dollars

CSDL LCIGS INDUSTRY LCIGS
PRESENT GOAL
Gyro Modules (3} $6,002 $5,900 $5,480
Accelerometer Module $3,915 $2,860 $2,700
Electronics $3,936 $4,600 $4,260
Assembly & Test $1,879 $2,560 $2,040
$15,732 $15,920 $14,480

The evaluation ot Life Cycle Costs must include consideration of Reliability and Main-
tainability factors so that the Operation and Support (0 & S) costs can be determined.
The Irdustry LCIGS reliability prediction based on MIL-HDBK-217B and Ref [6) is showr in
Table 10. This prediction was used with other necessary acquisition and deploym:nt
parameters in the Air Fcrce Logistics Command Life Cycle Cost Model. The model for the
LCIGS program assumes an all-up-round maintenance concept with missiles returned to a
Depot for repair, and a quantity of 18,000 missiles for a ld-year petiod. The results
show that 0 & S costs are less than 4% of the init:al acquisition costs.

The Industry LCIGS is also reqguired to have a Mission Completion Success Probabili-
ty (MCSP) of 0.9B00 under environmental conditions of a +55°C ambient, one year storage,
and wission operating time of 1.6 hours. The predicted MCSP is 0.9859.
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% Table 10 -~ LCIGS Reliability Prediction
I

NON-OPERATING OPERATING
. SUBASSEMBLIES FAILURE RATE (x 10'9) FAILURE RATE (x 10-6)
! '
? Gyro Torquing Elec. (A1/AZ) 273.727 25.068
; Gyro Processotr {(A3) 80.604 72.890
g Service Processor (A4/AS) 7 214.947 109.742 g
' Accel. A/F (A6) 122.625 9.559
Timing (A7) 133.185 9.0106
Power Supply (PS1) B2.844 5.915
Gyros 435.513 155.0934
! Accelerometers 89.820 25.860
Misc. System 105.150 40.064
t Total 1,538.415 453.202
MTBEg = 2207 Hrs.

PERFORMANCE

The LCIGS performance requirements have been establlished by a series of Air Force-
funded studies to determine the lowest cost inertial guidance system that will provide
sufficient missile guidance accuracy in an aided-inertial midcourse guidance mode. The
Tactical Inertial Performance Reguirements Analysis (TIPRA) programs performed by MDAC
and Honeywell quantified the inertial sensor performance reguirements for planar-wing and
cruciform-wing GBU-15 Glide Bombs, and for a powered standoff missile, A prelaunch
transfer alignment and calibration maneuver consisting of 5.5 minutes of level flight
with half-$ turns was used. Post-launch confiqurations using updates from Radiometric
Area Correlation (RAC), Global Positioning System (GPS) as well as autonomous strapdown
inertial were analyzed with inertial sensor performance vanges of 0.01 mg to 100 mg and
0.01 deg/hr-to-10 deg/hr turn-on-to-turn--on repeatability for accelerometers and gyros
; respectively. A Kalman filter was used to estimate the missile strapdown inertial tilt
) errors, azimuth errors, velocity errvors, and sensor errors, The conclusions reached
i included the following [1,2}:

1) A 3.5-dey/hr gyro and a 1| mg accelerometer are adequate for all RAC missions,
the shorter range cruciform-wing GBU-15 mission, and GPS-aided missions with
break-lock ranges less than 10 nm.

2) Gyros in the 0.1-t0-0.5 deg/hr range with a 1 mg accelerometer are adequate for
longer range missions and GPS aided aiissions with early break-lock.

3) Higher gquality accelerometers (0.2 mg) are required if significant lateral
) maneuvers are anticipated.

ot 0 ittt bl sl o on s bl gt i v o 4 et e e

' 4) Key sensor parameters are: Gyro g-sensitive dvift, gyro random drift, gyro
| scale tactor error, gyro dynamic rectification error, and accelerometer bias.

S) For unaided missions a precision aircraft navigation system such as GPS/INS is
neceded: a 1 nm/hr INS 15 adequate for RAC missions with a2 pre-launch RAC fix.

Additional studies [7] conducted by MDAC optimized alignment and calibration tech
nigues for LCIGS considering other powered and unpowered missiles with ranges up to 25(
nm. Various transfer alignment maneuvers were analyzed by covariance analysis techniques
and a 39-state variable real-w>rld model. The conclusions of this study included:

1) A 5.5-minute axial acceleration aircraft maneuver, illustrated in Figure 13,
provided the best transfer alignment and calibration accuracy.

2 2) A 15-state Kalman filter provides performance nearly the same as a 39-state
optimal filter and 15 recommended with the axial acceleration .:aneuver.
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Flgure 13 - Aircraft Axial Acceleration Maneuver

LSI 1is currently performing studies to determine the LCIGS autonomous navigation
performance due to the effects of a cruise missile flight profile, flight times exceed-
ing 10 minutes, fast reaction alignment and calibration, and low ambient temperatures.
Table 11 reflects the error model beiny used to characterize the system for thLese
studies,

Table 11 - LCIGS Error Model

VT BN ~ TNEASHIAIES AN 1

ERROR TERM STATISTICAL MODEL 1: VALUE
Syro

Fixed Bias (turn-on) (deg/hr) Random Constant 2.0

Random Bias (OA t ) (deg/hr @ 1 hr) Random Walk (rate) 0.15

Random Bias (1A * ) (deg/hr ¢ 1 hr) Random Walk (rate) 0,38

Random Bias (Oh t ) (deg @ 1 hr) Random Walk (angle) 0.0042

Random Bias (IA ' ) (dey a1 hr) fandom Walk (angle) 0.0072

Scale Factor Error (ppm) Random Constant 150.

g-Sens. Drift (along IA) (dea/hr,/g)| Random Constant 2,0

g~Sens. Drift {(along SA) (deg/hr/g)| Random Constant 2.0

Nonorthegonality (sSec) Random Constant €0,

Accilevor . ter ;
Fixed Bias { .g') Random Constant 100.
Random Bias { :@'s; + = 1 h) 1st Order Gauss- 15.
Markov

Scale Factor Error (ppm) Random Constant 150.

Nonorthogonality (gec) Random Constant 20,

The launch alrcraft naviaation system is a GPS/INS with 20 feet (6,1 m) 1: posi=~
tiyon accuracy and 0.2 ftt/sec (0.06 m/s: 1 - velocity accuracy. The alignment profile is

the axlal acceleration iranpuver of Figure 13; the missile post-launch profile consists of
a flight at 80C ft, sec (244 m/s) with a 60-deagree turn at 9560 seconds., N l6-state Kalman
filter was used with covariance analysis tecnniques to obtaln the expected performance.

Figure 14 1llustrates the anticipated LCIGS performance for a 10-minute flight.
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The figure shows that excellent performance can be obtained from the basic LCIGS configu-

3 X cation. Performance over extended flight times, shown in Figure 15, shows that the
Industry LCIGS thermal design and inertial sensor characterization provides essentially 3

the same LCIGS performance for external ambient temperatures as low as -54*C for flight =

times less than 25 minutes.
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Figure 16 shows the anticipated performance when a fast reaction missile launch is
necessary. The alignment profile is 10 seconds of +0.5-g axial acceleration followed by
10 seconds of unaccelerated flight; no calibration of sensors is accomplished because of
the very short maneuver time. The transfer alignment is accomplished with a GPS/INS and
the alignment accuracies chtained are shown in Table 12, .

Table 12 - LCIGS Fast Reaction Alignment Accuracy

Tilt: 1.5 and 1.0 min.
Azimuth: 6.7 min.
Velocity: 0.07 ft,/s (0.02 m/s)
Position 20.0 ft (6.1 m)
40
12t e 20 SEC FAST REACTION ALIGNMENT
354 FROM GPS/INS
ol 10} s MISSILE VELOCITY 1S 800 {t/sec(244 m/zec)
25 g
20
e
:Iﬁ 14
woise
1040
|
ost 2
ol o - _
0 4 6 8 10
MISSILE FLIGHT TIME ~ MIN
) 2C a0 60 80
DISTANCE ~ NM
0 20 a0 60 80 100 120 4G 160

DISTANCE ~ Km

Figure 16 - Fast Reaction Missile Accuracy With LCIGS

Additional simulations are being performed using the USAF Standard (F3) INS as the launch
aircraft reference system. The LCIGS performance over more complex profiles with various
arding system accuracies during missile flight ic similarly being analyzed. Laboratory
tests by LS1 and subsequent laboratory and flight tests in the UTG and MGD programs will
complement these simulations and demonstrate that LCIGS yields highly accurate missiie
guidance at a very low cost.
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UNAIDED TACTICAL GUIDANCE FLIGHT TEST

by
Lawrence D. Perlmytter
McDonnell Douglas Astronautics Company
St. Louis, Missouri 63141
USA
AND
C. Keith Fitschen, Major, USAF
Air Force Armament Laboratory (AFATL/DLMM)
Eglin Air Force Base, Florida 32542
USA

SUMMARY

The Air Force Armament Laboratory has developed a low-cost midcourse quidance technique suitable for
standoff tactical weapons. The technique uses the launch aircraft navigation system and Kalman filtering
tc align and calibrate a weapon-contained, low-cost strapdown navigation system. Post-laurch, the strap-
down system provides unaided inertial guidance along the midcourse trajectory. The strapdown inertial
sensor chosen to implement this form of guidance is *he Low Cost Inertial Guidance Subsystem (LCIGS).

LCIGS is a modular strapdown package which uses embzdded microprocessers, single-dearee-of-freedom ayro-
scopes, and pendulous mass accelerometers. LCIGS has been desidned and built for use in tactical weapons
and features digital torgque loops for the gyros and temperature compensation of all six sensors. Studies
have been conducted to project system performance, and the results indicate that through the alignment and
calibration process the predominant LCIGS sensor errors can be reduced by an order of magnitude. A flight
test program has been structured to demonstrate performance. The first system to be tested consists of a
brassboard LCIGS, a McDonnell Douglas Model 771 computer which serves as the quidance grocessor, and the
Completely Integrated Range Instrumentation System (CIRIS) which performs the aircraft precision navigation
function for transfer alignment. In a second series of flight tests the brassboard LCIGS will be replaced
with an Engineering Model LCIGS built for the Air Force by Lear Siegler, Inc. The Central Inertial Guidance
Test Facility (CIGTF) at Holloman Air Force Base is the responsitle test organization providing grourd

test facilities and a C-141 aircraft. This paper describes the Unaided Tactical Guidance concept, the
system hardware and software to be tested, the LCIGS and the pre-flight calibration features incorporated
into 1ts support eguipment, unigue laboratory testing to te performed on the system, and the planned

flight tests.

1. INTRODUCTION

A requirement exists for an autonomous, all-weather, jam-proof, quickly targeted midcourse guidance
capability for use in tactica) standoff weapons. Many forms of midcourse quidance have been forwarded as
viable candidates for meeting this requirement, but each has one or more operational limitations. Pure
inertial quidance has always been an attractive option for midcourse quidance, but the cost of high accuracy
gimballed inertial navigators has precluded their use in “throw-away' tactical weapons, and the inaccuracy
of low-cost strapdown inertial navigators has prohibited their use unless pocition-aided by some external
source. The primary cause of the inaccuracy in these strapndown navigators is gyroscope and accelerometer
sensor errors. Recent studies irdicate tnat through a careful inflighkt alignment and calibration precess
the predominant sensor errors can be reduced by an order of macnitude. This performance when coupled with
a precise position and velocity initialization, projected to be availavle from the tactical weapon-rarrying
aircraft through hybrid LORAK cr GPS irertial systems, makes unaided strapdown inertial navigation a viable
midcourse guidance candidate for tactical weapens.

Tne “ir force Armamant Latoratory injtiated a series of programs in 1976 to investigate the potential
of low-503t strapdown inertiai guidance.” The Tactical Inertial Performance Reauirements Analysis (TIPRA)
studies” '~ determined the gyroscope and accelerometer sensor quality necessary in a strapdown navigator to
perform tactical weapon guidance when the navigator was position aided (Radicretric Area Correlation or
Global Bogitioning System position aiding), or unaided. The Low-Cost Inertial Guidance Subsystem (L{I65)
program '~ with Charles Stark Oraper Laboratory (CSDL) produced a desijn and brasshpard hardware for a
low-cost, non-proprictary, strapdown inertial sensor that uses singie-degree-of-freedom gyros, pendulous
mass accelerometers, and current microprocessor technology. The performance specification for the gyres
and accelerometers was estabiished through the TIPRA studies.

The CSOL non-proorigtary design formed the baseline for a follow-on LCIGS program with industry. This
program, in,usiry LCIGS™, is an on-going effort to build “ive engineering model LCIGS' for captive and
free-flight purposes.

S
In parallel aith the L0'5S effort, the Unaided Tactical Suidance (LTG) st.;dies"8 were conducted to
determire the optinum airborre alignment and sensor caiitratien technique for LCIGS. An LCIGS sensor error
model, developed by CSCL from their testing, was used in the work. These studies formed the basis for the
Unaided Tactical Guidance Yalidation {(UT6V) fiight test program which is an or-going effort to deimgnstrate
ungided inertial guicance in a realistic manner. Thi: flight test grogram and the system hardware and

softwere impleTentation wili te descrited in detail in this paper.

in another Armament Laboratory program, Digital Integrating Subsystem (U!S)g, the processing capability

for ¢ weapon syster is being developed. This program wiil produce the specification for a federated set
of microprocesscrs comrunicating together through a multipiex bus: the hardware irdlementation of tre
specification wili aiso be a program cutput. In 1981, the DIS, LCiG5, and software neces ary to perform
unaided tactical guidance wili be integrated into a testbed missile ad free-flown in a midccurse guidance
demonstratien.
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2. Unaided Tactical Guidance Concept

The cost of high-quality qimballed inertiai navigators may preclude their use in tactical weapons.
Strapdown navigators with low-cost sensors are an attractive alternative provided the desired performance
can be attained. As low-cost sensors typically have large turnon-to-turnon bias shifts a significant per-
formance benefit can be attained by inflight sensor calibration. The in-flight initialization, alignment,
and calibration technique is illustrated in Figure 1.

AIRCRAFT
NAVIGATION
SYSTEM
INITIALIZATION DATA AIRCRAFT
(POSITION. VELOCITY. ATTITUDE | VELOCITY AIRCRAFT
- 1 WEAPON
\ MISSILE VELOCITY &
LTER
STRAPDOWN DYNAMIC KAELsrm:mn
NAVIGATION
SYSTEM CORRECTIONS TO NAVIGATION
f PARAMETERS & SENSOR ERROR ESTIMATES
CIGURE . Airborne Alianment,/Calibraticon Concept

The strapdewn navizater Y¢ indcialized with cyrrent position, velocity, and body attitude information
from the aircraft navigation syster:. Thereafter the system keeps current its cwr navigation solution.
The Kalman filter estimator contains an error mode! for the missile navigator which mathematically descrites
critical strapdown gyro and accclerometer error terms. This error model 15 driven by the trajectory dv-
natics oS sensed by the strapdown system. Periodically during the mated €light the Kalman filter samples
aircraft and rissile velocity and computes velocity, alignrment, and sensor corrections tc the stra.diown
svstem. These corrections are fed back to the navigatior orocessor and incorporated. The estimation
process is iteratad until weapon release. To erhance observability of dominant errors, aircraft maneuvers
can de perforrmed.

The Unaided Tactical Guidance studies weve performed to determine the untimum transfer alignment and
caiihratior technigre for a specific strapdown inertial measurement unit, the LTIGS. The sensor error model
used for the stucdies was provided by Draper Laboratory. Gyroscope errors included: bias - .5 DEG/HR,
rardem walk ir rate - .1 CEG R at ] hour ror the level gyros ard .25 DEG/#R at 1 hour for the vertical
gyre, scale facter - 150 PP%, gravity sensitive drift - 1 PEG/HR/5 for the input axis and .8 DtG/HR/G for
the spin axis, ana non-ortiecimality - 130 sec. Accelerometer errors included: bias - 100 uG, scale
tactor - 1SC PP¥, and non-orthogonality - 20 sec. The launch aircraft was assumed to be equipped with
apcroximately a one nautical mile per hour navigator augmented with a Glebal Positioning System, This
kytrid ravigator provides a smcothed accuvacy of 20 feet {6.1 m) lo ir position ard .2 ft/sec (.06 r/sec)
ic in velocity. The purpose of the GPS augmentation was to provide accurate missile positior and velocity
initialization at launch. Three planar postlaunch trajectories, approximately 10 minutes in length, were
used to determine system CEP. Study variables were the Kalman filter error state ard the launch aircraft
maneuvers during the alignment/calibration phase, Side issues studied includea the effects of wing flexure
on measurement error, the effects of time deiay uncertainties in rissilte and aircraft velocities, and
gQravity anomaly effects. Covaeriance anaivses was the major study tcol.

The studies determined *tkat for missions with relatively benian post-launch trajectories, i.e., mininum
tyrning, tne most effective airlraft calibration maneyver was straioght and level flight with two periods
of acceleration, specifically,

53 secords wirss level

B¢ axial acceleraticn far 10 te 25 seconds

210 secands winjs leved

.59 axial deceieration for 16 to 20 secords

laurch

Tre velocity inccament peovided by the acceleraticon is fmportant, but the snaie of the pelses or
duration s not oritizal. This maneuver alloss goud estivetien of levcl-gyro bias duriag the perinds cf
Tevel #1igr e welodity changes are rade primarily to allos azizuth calitration. Also observahle
rarts of the profiie are certair gvro g-sensitive drife terms.
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The suboptimal Kalman filter that provided overall best performance for the study scenario was composed
of 15 states: 3 velocities, 3 tilts, 3 gyro biases, 2 gyro g-sensitive biases, 3 accelerometer biases, and
one accelerometer scale factor. Measurements were made using 3 axes of velocity and a S5-second measurement
interval. The simulations indicate that using the chosen aircraft maneuver and the 15-state filter, gyro
bias errors can be reduced by an order of magnitude. The CEP for planar trajectories approximately 10-min-
utes in length is 500-700 feet (152-213 m).

3. LCIGS and Support tquiprent

Tne brasshoard Low-Cost Inertial Guidance Subsystem (LCIGS), built by CSDL, is described in detail in

References 4 and 5. LCIGS is a modular strapdown inertial sensor subsystem which features the use of
- embedded microprocessors and low-cost single-degree-of-freedom (SDF) gyroscopes and accelerometers (repeata-

bility 1-5 geg/hr and 100-20C micro-g). The block diagram of the system is shown in Figure 2, and a picture
of the hardware is provided in Figure 3. Five microprocessors {Motorola M6800) are used, one each per gyro
module, ane per accelerometer triad {velocity reference module) and one in the service module. The service
module processor's electrically alterable read only memory (EAROM) provides storage for the LCIGS system
data tase. EAROM is ypdated via the PSE following system calibration.

The gyro modules each consist of a gyro block assembly, a gyro torque electronics (GTE} card, and an
instrunent prccessor card. The low-cost SDF integrating gyros used in the brassboard are Timex 1G-10s.
The GTE conditions the gyro signal-generator output and provides the digitized signal to the gyro instrument
processor. This processor implements a third-order control loop algorithm and returns the torque command
to the GTE. The GTE applies a precisely controlled constant-amplitude current to the gyro magnetic torquer.
The GTE has been cunfigured in a ternary pulse width rebalance mode for most of the work to date; however,
the logic is reconfigurable for other modes via an instruction from the processor. The qyro processor alsc
compensates the accumylated i6 torgue count with temperatured-compensated bias and sca]e factor increments
provided by the service processor.

FIGURE 2. LCI5S Sistem Mechanization

The valocity reference midule {VRM) consists of an accelerometer triad, a velccity refevence elec-
tronics fVRL; .ssemil,, and an instrurent pricessor.  The acceleroreters in the "CI5S brassboard are lhe
Sundstrand A 1200 urits wricn are gas-filled, quartz-hinged pendu1um instruments. An analog torque-te-
halance foop s integral tc tre urnit. The accelerometer out out voltage, which is procortional to accelera-
tion, is an input tc the voltage-te-frequency (v /F; converter in the YRE. The \/F output fregquency is

o irna te acceleration. The VM processor accurulazes tne YV/F courts and applies temperature-coT-
as and scale factor Increrents prowidec by the service usrocessor. {Separaie corpensation
coefig 1an> are ma3iptained ‘or the acceleroreters and the V/P),

Tre service rodule processor performs system executive functions, outputs on-off commands to a trim
heater and bloser to effect temperature cortrol, and implerents sensor compensation rrocessing functions,
The service processor's LARTY meinory stores the following items: sensor bias and scale factor compensation
data includ? ng temperature sensitivity coefficients, sensor alignment angles, gyro g-sensitive ¢rift, gyro
dyna=1g coupling terms {gvro cutput axis couplirs iy anisoinertial drift}), and temperature control law
pararTeters. ihe ser;ice processor computes the teTperature-compensated bias and scale factor corrections
that are applied in the irstrumert processors. These computations, based upor [AROM coefficients and
scnsed temperatyre data, are executed using the hardware multiply capability of the service module. The
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i coefficients for the cross-axis type compensation (e.g., g-sensitive drift, alignments, and dynamic cou-
1 pling) are passed to the nevigation processor where the compensation is implemented using the appropriate
: ads and aVs.
i
; 1 The brasshoard LCIGS will be flight-tester the first phase of a two part test program. Following LR
H this set of tests the bracsboard LCIGS will b- laced with an engineering model 'CIGS, described in =
1 reference 6, and further flight tests conducte ‘he configuration discussed in this paper uses the brass-
board.
£ : =
1
i ?ﬁ
§
e
E
%
3
3
E
A ' %
FIGURE 3. LCIGS Hardware (Covers Removed) é
3,1 Support tquipaent Test Capability =
! The Peculiar Support bLauinrent (PSEY | developed by the fraser Laboratory, provides the stand alene
3 capabitity Lo support LCIGS ravigation performance tests, calibration functions, and diagnostic tests.
) e obrective of the UTAY proaras is to determire the effectivenese 5f tne PSE in performing pre-flight
sersor celioration.  Accordingiy, ST test caratilities are described in this section and the planned Phi-
) effectiveness tests are described under TRST PIAYS,
|: The fectory Sellaft tests arve ravig L perioriance tests using a simplified alignment and navigatinn
wotanizating, fhese {aboratory tests st of @ J-nesition aligruent made {(Autocai} followed by naviga- - 3
tien unser stagic ooditions or dascret itude charses. lor navization unger Scorsby roticen, a 2
! I-peiition Autocel mode is osed for elig rt. Tre avtocal program estimates inevtiat censor errcs using %%
Toast-aateres curye £ty of sy te ool velecity cutnpts of a simplified Yocal-level naviaation algerithm. 3
Tre dneriiad error o esti Aqvre tias and g-sensitive drift, cccelerometer bizs and scale factor) are 3
altiie SenLar Lo fucing the raytaation phase,  Tne roscltierg navigatior performance provides 3
3 medsare 90 the cite. NN SITERESTIT A of S angating, & oty ealtice date processinag pro- g
Caire far s caiibratioe aed ian phacos, Hz inertial cata (05 and
. poe y ah oo, Then, ‘ troces,ed 21 and navigaticn progrars.
. T Trashiingna Bratasa proavodure grsided Lo detornine She todiguing parameters s
I: poractaes desensitie driit, scale factar, and nisal voatel arcelermieter bias, scale factor, and
) avnalinament . tor Lhe tyll calibration pencedure, riw sersor data is accumuiated ic gach of tw-lve static
iositient and three dus positions.  The dvndvic seguenze emplovs conctant retes about eacn axis, in
Uarn, dn orger L ge's wwoayrn soele factor ard wgseligeacnt. Thr coftware atso supnorts cartial
. alihr gl pragendnee josatrans an be ogsed Dieatead of thelvet G0 agieleraretar andule =
. Pt -asty aligment ic Lol calilration,  Aisa, a five-cotitinon (static onl,! j
t G e e g oottt derns need Lo be re-gaiitrated. i
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The Field Calibration procedure permicts the calibraticn of gyro stati: and dynamic error parameters
using test equipment with very loose tolerances. The test procedure assumes that the LCIGS accelerometer
misalignments have already been accurately determined using conventional techniques. The gyro parameters
determincd by Field Calibration are bias, g-sensitive drifts, scale factor, and misalignment. The PSE
collects and stores inertial sensor data during eleven static positions and during six 90-degree rotations.
The tope containing the fnertial data is then processed via uncousled Kalman estimators to obtain the
polynomial coefficients of the sensor output data. These coefficients are used in an algorithm that deter-
mines the gyrn static and dyraric parameters using two or more passes.

4. Software _

As part of the Unaided Tactical Guidance Validation (UTGV) flight test programs, the software necessary
for navigatiun and tran-fer alignment had to be developed. McDonnell Douglas {MCAC), the UTGV contractor,
chose to use FORTRAN fo- a1 appiications coftware and some portions of the executive software. The Higher
Crder Language (HOL) apolications software 1s organized into strapdown, navigation, and filter modules as
shown in Figure 4. Tni, structure is designed Ln minimize control logic and inter-module data communica-
tions and to facilitate the extension of this software to distributed processing systerm {e.g., the Air Force
Digital Integrating Subsystem). A1l three applications modules contain an initialization sectiun and a
compututional loop. The computational loops contain at least one buffered data input request which queues
on data availability. Control is passed among these modules by the scheduler as a function of priority and
rurrent data availability. The strapdown module has top priority; it queues on LCIGS inertial input data
at 100 Hz. The navigation module has second priority; it queues on the transformed inertial data output
by the strapdown task at 10 Hz. The Kalman filter module has lowest priority; it queues on navigation data
cutput and CIRIS reference navisation data at 1 Hz. Buffered feedback data consists of: navigation frame
rates sent from navigation to strapdown at 10 Hz: position and velocity corrections sent from the Kalman
filter to navigation at .25 Hz (nom.nal;, and tiases and tilts sent from the Kalman fiiter to strapdown
at 0.25 Hz {nominal).

4.1 Executive Software

The executive software provides multi-task scheduling services, inter-task communications services, data
input/output ond formatting, clock maintenance, and operating system services required by the HOL. The
task schedulirg system provides for priority-based multi-tasking {i.e., time sharing). Tasks are scheduled
by interrupt handiers or executing tasks upon occurrence of a significant event. Typical external events
are LCIGS inertial dats input and CIRIS reference data input, whereas typical intarnal events are transformed
inertial data available and filter corrections availabie. A ready task is scheduled by being added to that
queue appropriate to the task priority level. Each queve operates on a first-in-first-out (FIFQ) basis.
If the task being added is higher priority, the current active task is preempted, and the new task is
initiated. This provides for fast response to time-critical processing requirenments. The executive pre-
serves the necessary operating environment of the task being preempted (e.g., the current location counter,
registers, and status word), and restores the operating environment of a task being restarted.

FIGURE 4., Software Mechanization
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The task communication services provide for buffered data message passing betweer two tasks, or between
an interrupt handler and a task. This approach eliminates most of the real-time data interlock problems

- -associated with asynchronous processing. The buffering technique insures the time consistency of data

within a message, and allows the "stacking” of inputs to a task to eliminate short-term real-time con-

" straints. Two service functions are provided: SEND and RECY, SEND physically moves the message buffer
from the sending task to either: 1) the receiving task input buffer, 1f the receiving task has been queued
on recelipt of the message, or 2) dynamically allocated system storage in memory. RECY transfers messages
from dynamic storage to the receiving task input buffer (if the message had already been sent), or enables
the direct transfer by a subsequent SEND (this ic referred to as message receipt queueing). If an input

<. - .message is unavailable at RECY time, the receivirg task has the option of: 1) an immediate return with a

““status parameter indicatiny the unavailability, or 2) of being preempted until the message becomes available.

Thic option is a parameter of RECV calling sequence. SEND is responsible for rescheduling any receiving
task waiting on the message sent.

The input/output interface software performs the following functions: data input and output, data ccn-
version to and from MOAC Model 771 internal format, measurement of arrival times, and the calculation of
veffective” times of input data. The [/0 interface software utilizes the task communication services to
SEND input data to the appropriate processing functions and to RECV data ror output from various processing
functions. The 1/0 functions provided are LCIGS 1/0, CIRIS input, OCP 1/0, and DAS output.

The executive software alsc includes system service functions. Clock maintenance service is provided
to support a programable count-down clock which measures current time within 10 microceconds: a FORTRAN
run-time library is provided; and various supervisor calls are implemented to provide linkages between the
executive and the applications software.

Built-in test functions are included for flight readiness checks. These tests include: LCIGS test,
CIRIS test, OCP controls and displays tests, and the DAS test. For the LCIGS tests, each gyro is
sequentially torqued to a programmed null offset position and then back to a null position; whareas
accelerometers are checked passively by monitoring reasonableness of the measured accelercmeter outputs.

4.2 Strapdown Module

The strapdown module performs dynamic compensation of the LCIGS inertia) data, implements a quaternion
algorithm to determine attitude, and transforms acceleration data to a local-level navigation frame (East,
North, Up). LCIGS inertial data compensation is performed for the following coupling-type terms:
g-sensitive gyro drifts, anisoinertial gyro drift, ayro drift due to cutput-axis anqular acceleration, and
misalignments of gyro and accelerometer axes. These terms are computed at a 100 Hz rate using pre-flight
error coefficients stored in the LCIGS EAROM memory. (Note - LCIGS fnertial data is compensated within
LCIGS for temperature effects cn bias and scaie factor prior to transmission). The inertial data {5 alse
compensated for errcr terms determined by the Kalman filter dyring the in-flight transfer alignment/calibra-
tinn maneuver sequence.

A quaternior. representation is used to define body attitude relative to the navigation frame,
q = \zqws'leHq
where

ag inertial attitude rate (in body axes)
v, C navigation frame rate (in navigation axes)

The navigation frame rate consists of earth-rate terms plus vehfcle transport terns (i.e., velocity dividea
by earth radii). The inertial attitude rate (w,), sensed by LCIGS gyros, is highly dynamic; whereas the
navigation frame rate (v, ), computed in the nav?gation module, ts a rclatively small, slowly changing
variable. Therefore, a senera]ized third-order 100 Hz quaternion algorithm {5 used to compute

4 ==zqw8

and a first-order 10 Hz update is used for the frame rate term,

9 7 a-fyyaat

The 100 Hz LCIGS velocity increments are transforred to the navigation frame at 50 Hz using the trans-
formaticn matrix cempuled fron the quaternions 3t the =aidooint of the interval. The navigatior frame
velocity increnents are accuiylated over a 0.1 second interval and then sent to the navigation rcdule.

4.3 lhavigation Moduie

Tne navigation module comuutes current position ard velocity using a seodetic earth medel. Velocity
¥5 integrated intG positior at 10 bz using trapezoidal integrition. MNevigation frase retes (v,) are
computed and fed back t¢ tre strapdown modile. '

The navigation module alse verfores cyecici suppert functions tor the kFalman filter, This =odule
comm tes those elenents ot the Yalman filter system dynamics matriy (I -matrix) that vary ranidly with

vehicle attityde wgtion. Trese elevents, wiich involve terms containing accelerations (A0, A, A ) ard

the direction cesine watris 7Y, are accurulated at o & @iz rate and averaged over a one-s8cond intervai.
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4.4 Filter Module

A conventional 15-state Kalman filter {s employed to process three-axis CIRIS velocity measurements at
a ncminal rate of 0.25 Hz during a transfer alignment/calibration maneuver sequence. The Kalman filter code
has been optimized via sparse-matrix techriques, partitioning, and symmetry considerations and is §ompat1b1e,
with single-precision floating-point processing, The filter mechanization, based on the UTG study’, includes
the following states: valocity (3), attitude ?3). gyro bias (3), g-sensitive drift {2), accelerometer
bias {3), and axial accelerometer scale factor (1). During the naviaation phase, the filter 15 augmented
with three position states. These states facilitate flight test navigatior performance analysis (i.e., com-

pare actual position errors to filter variances), and provide a growth capability for midcourse position

update systems.
The state transition matrix (¢) is propagated usiny the system dynamics matrix (F} as follows,
o' = {1 +F at)e
where the time interval is nominally cne second. The covariance matrix oropagation algorithm 1;,
Pt = sPs +Q at
where Q f¢ the driving noise matrix. For LCIGS, driving noise must be added -to the attitude states (3) and
ayro hias states (3) to reflect the random characteristics of the low-cost gyros {(i.e., randorm walk on
attitude and random walk of gyro drift).
A filter tuning feature called “turn compensation" is included to enhance fiiter performance during
alignment turns without impacting wings-level performance. (Note - a wings-level axial acceleration
alignment maneuver was recommended in the UTG studies). Additional driving noise is added to the attitude

states during turns to compensate for unmodelled gyro scale factcr and nonorthogonality errors. The com-
pensation algorithm is,

aQ (attitude) = C1“x2 + CZ (Ei%-‘?-)2
where

Cl‘ 62 = constants

wy = x=gyro (axiai) output

¢ = roll angle

V= yehicle velocity

A delayed obtservable mechanization is used to incorporate Kalman updates. The Kalman gain (K), computed
at. the effective measurement time, is propayated to the measuremcnt-inccrporation time via the appropriate
state transition matrix,

This feature permits Kalman corrections to be efficiently incorporated into the state long after the
effective measurement time and minimizes processor throughput requirements by permitcting Kalman aperations
to be spread out. 1t also preovides growth capability for midcourse update applications (e.g., terrain con-
tour matching) where the measurement is delayed.

5. System Test (onfigurations

The UTGV test configurations consist of a flight configuration for operation tn the C-141 aircraft and
a laboratory configuration for intortace and software development. The flight configuration consists of the
LLIGS, guiaance processor, an operator controi panel. and a power control and conditioning unit. It inter-
faces with the Completely Integreted Range Instrumentation System (CIRIS) for transfer alignment and with
2 data acquisition system.

5.1 Flight Configuraticn

The fiight configuration is shown in Figure 5. The LCIGS <trapdown inertial package provides incremental
sensor data, &V's and ~0's to the MDAC Model 771 navigation processor in response to a commang from the
navigation processor to initialize and start the transfer of 1.ertial data. The LCIGS data is compensated
via temcerature-corrected hias and scale facter coefficients prior to transmission. Sencor data compensa-
tien is completed in the navigetion processor wl.ich incorporates the coupling-type teras, e.g., g-sensitive
drift, arisoinertial coupling, outvut-axis coupling, and misalignments. The cecefficients for these terms
are trarsmitted from the LTIGS CLARCY remory during inftialization. The navigaticn processor performs
executive functions and implements strapdown navigation and Kalman fiiter algerithms to effect transfer
aligniert and uraided navigation. The navigation processor alsu perferms system inteqration functions via
digital interfaces with LCIGS, the CIRIS reference navigator, the operator control panel (0CP), the CIGTF
data acauisition system, and the Silent 700 printing terminal. The CIRIS serves a dua)l function: (1) per-
forms the function of a precision aircraft navigation system whicn is required for UTG missions, and (2) pro-
vides tne scoring reference for f11ght data pertormance analysis. CIRIS transrits a data block containinc
attitude, position, and velocity roferenca data. The complete data set is used by the navigation processar
to initialize the strepdown navigation system, whereds a velocity maten is used for transfer alignment.
The JCF applies power tc the system and sequences the navigation processor through pregram loading {from a
Tektronis tape cartridye], alignment, navigaticn, and test modes. {iisplays are provided for menitoring




é
P

system performance data, failure conditions, and the operating mode. The CIGTF Data Acquisition System
(DAS) is the primary means of recording flight data, however the Silent 700 printing terminal will be used
for quick-look data output during all ground tests and during C-141 flight tests. The power control unit
{PCU) conditions aircraft power for the LCIGS and the 771 processor, routes unconditioned power to the
LCIGS heaters and blower and to a blower for the 771, and converts single~ended LCIGS signals into double-
ended signals for interfacing with the 7/71. A picture of the flight hardware is provided in Figure 6.
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. FIGURE §. TGV Flioht Configuration

FIGURE 6. UTGY Flight Hardware
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5.2 Laboratory Configuration

The laboratory configuration provides the basis for navigation equipment interface development and
navigation software testing. The laboratory configuration features a switch box to provide the capabiiity
to switch LCIGS deta siqgnals from the (SOL Peculiar Support Equipment to the HModel 771 processor without

gyrc power interruption. This capability facilitates software development and PSE-effectiveness evalua-
tions.

The laboratory configuration is shown in Figure 7. The MDAC-built equipment (heavy lines) operates in
conjunction with the CSOL-built I.CIGS, PSE, and remote terminal. The PSE provides a stand-alone system

- level test capability. For stand-alone operation, LCIGS i5 connected to the PSE via the remote terminal

which routes power to LCIGS and converts LCIGS output data from single ended to double-ended signals. This
conversion to double-ended signals is required to allow transmission over long labcratory interconnect
cables. The PSE, described in Refererce 4, consists of a Norden PDP 11/34 minicomputer, digital 1/0, a
DEC-writer hard copy console terminal, and a magnetic tape for mass storage of both PSE test programs and
system test data. The minicomputer implements the following functions: 1) navigation pe-formance tests
using a simplified alignment/navigation mechanization, 2) three calibration procedures (Traditional
Calibration, Field Calibration, and Autocal’ along with EARUM data base management, and 3) diagnostic test-
ing for fault isolation of I.CIGS hardware a~d software.

18- &1
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DATA {PSE)
-—
LA J
POWER .
s -—- - ad 1
LCIGS s
N I
onta | swiTcH v OPERATOR
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T PANEL (OCH)
4
v
| NAV PROCESSOR | PRINTING
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- AIR FORCE FURNISHED

D - MDAC FURNISHED —

FIGURE 7. UTGY Laboratorv Configuration

The MDAC switch box prevides the capability to electreonically switch LCIGS data signals from the PSE to
tne WDAC Model 771 navigation processor without interruption of the PSE-supplied power to LCIGS. This allows
a comparison of LCIGS inertial navigation operation with either the PSE or Model 771 without turning off the
LCIGS gyros and introducing lacge gyro bias shifts. This provides a cross check of processor hardware,
interfaces, and software. 1t facilitates the evaluation of PSF effectiveness, an objective of the UTGV
program,

6. Test Feculiar Hardware

As discussed in the system tect configuration section, the UTGV test program will interface the LCIGS,
a guidance processcr. operator control panel, and a power control unit into a system. This section describes
the urocessor, digital interfaces, and operator contrel panel used for the test program. Eventually the
LCIGY wil) be interfaced with the Dicital Irtegrating Subsystem (0IS). The software developed for the UTGY
prearam will be izplementec in DIS and a free-fiight midcourse quidance demonstretior program conducted.

6.1 Hhavigation Frocessor

Tne MCAC Model 771 is a ruggedized, high-sneed, 16-bit cenarsl purpese processor built by Mclonnel
Douglas Astronautics-tiuntington Geacr (YDAC-HB). The model 771 is currently being applied to the Joint
Tactical Inforration Distribution System (JTICS) terminel processor where flignt tests in an £-3 pod are
planned. 1t is also the selected processcr for the MDAC-HB Advanced Lightweight Torpedo (ALWT) pregram.

The Model 771 is nasea upon the M 2900 logic ferily and emulates the popular Perkin-tlmer (Interdata}
£:16 commercial minico~puter. It provides & large instruction set, ircludina fixed and sinale-precision
floating point aritminetic, and instructions for byte, logical, shift ard input/output operations. A hardware
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iniplementation is used to provide the capability for high-speed single-precision floating point operations.
This capability is highly desirable for executing the HOL code in general and the Kalmar filter code in
particular. The single-precision floating point word is 32 bits (21-24 bits of mantissa depending on the
data). The 771 has 16 gereral purpose registers (15 useable as index registers), and eight single-precision
floating point registers. Input/output 1s based on a unibus-type architecture, and 16 hardware priority
interrupts are provided (expandable to 64). A 32K 16-bit word memory 1s used.

The 771 has a cycle time of no more than 267 nanoseconds. RAM memory, with an access time of 240 nano-
seconds, is used. Approximate instruction timing with this fast memory is as follows:

Floating Point - Add/subtract 3.0 microsec.
Multiply 8.0 microsec.
Divide 15.0 microsec.
Load 2.8 microsec,
Store 1.2 microsec.

Fixed-Point (memory to register)

Add/subtract 0.72 microsec.
Multiply 5.04 microsec.
bivide 8.83 microsec.
Load/Store/Logical 0.72 microsec.

Double precision floating point arithmetic is emulated in the software. [ts use is restricted, for
efficiency. to adds and subtracts, and is only used where necessary (e.g., in quaternion, velocity, and
position integrations).

6.2 Digital Interfaces

The LCIGS/771 interface orovides for bidirectional serial daca transfer between LCIGS and the Model 771
at a 250 XHz bit rate. A variable length block transfer protocol is implemented with hand shaking in both
directions. The line protocol allows LCIGS to interrupt any incoming trcncmission from the Model 771 in
order to transmit time critical inertial data to the 771. The 771 interface provides interrupts to the
software for each word received from or transmitted to LCiG

The CIRIS/771 interface is a one-way serial communications from CIRIS to the 771 at a 2.4 MHz bit rate,
in 1 Hz data blocks of 24 1é-bit words. The data blocks are surrounded by a data envelope signal line.
The clock is provided in the CIRIS UART (Universal Asvnchronous Receiver-Transmitter). fue to the high
transmission rate and lack of inter-cemputer handshaking, incoming CIRIS data is buffered in FIF0s in the
771 interface electronics. Interrypts to the 771 software are therefore provided only at start and end of
DIOCK.,

The QCP/771 interface vrovides bidirecticnal serial comunications ot a 250 KHz bit rate. The 771
interface, under software cocrtroi, nitiates transfer in botk directions. Inout from ths OCP is one 16-bit
ward containing the current positions of all switches and contreis. Qutput to the OCP consists of three
16-nit words to drive 211 Vights and displays. The CCP lizhts and displays are held constant to the data
Yast received from the 771, Tne 77] scftware will service both input and output at 2 Kz, although input
and gutput does not occur 2t the same time. Thne trarsmission clock and 811 shift counters are previded
fron the 770 interfeze side.

The 77
progessor (771 and CA
Prosrsions are nade for
Vimer the Das s net cenn
software.

its cwn o conventent speed accordingG to currert processing demands.
al rvecording srobiens pack to ine 771 (e.q.. ead-cof-tape reached}.
71 oanterface witl autonatically provide the preblen signal to the 771

G.3 Uperater Contral Panel

The fuerater Control Farel, +in Tigare §. provides centrgls for nrogram 10ad, meode select,
relerence navigator select, end test/dispias select. Uisriavs 3re jprovided for monitorire system per-
forrance cata, taiture conditions, and operating mode. The NP woge cetect rotary switch contrcls system
powor Lo the 771 processer and LOIGY fremaved when in the OFF posisicn}, enables computer progran loading,
i orerating mud Gpereting nndes consizt of TEST, standby {STGV), transfer
aligrient (5N, ard unaides navigatiorn (N TIST rode rroviaes five built-in-tes*s which are irga-
viaualiy selectable via tne test/

display seiect thumbsneel.  The tests are intended to verify system fligit
reaginess and suppiexent fanit isotation to the module level.  Staadhy mode provides a nonoperational state

viiich effectively reiriticiizes fiiter parareters betweer runs anc disables flignt recording. ALK mode
can be ertered either fror 5TOY o NAY sode.  Irn the )atter case, filter carameters {e.a., biases! are not
reinitialized.  This capabiiity is provided to allow multigositior static lah a'ignmerts {NAV rode car be
celecteda during repesiticning Vi order to aveid faulty reasureqent data,. The reference navicator select
Seltch i uses by the 771 seftware to determire which reference data to use, Cl%1S or constant laberatersy
{a% mode} wata. flight recording ig autonatically started in ALN and NAV redes.

The sia-digit system pertormance display is contrclled Ly the test/display select thumbwheel in all but
TEST mode. (In TEST mode, the display is controlled by specific test requirements.) Examples of selectable
parameters are: mode time, position, velocity, and navigation errors,

Extersive and cortinunus error condition renitoring is provided to supplement the built-in-tests., An
error light is provided, aiong with a two-digit error cnde display. The following are examples of monitored
error corditions: LCiGS overheated, LCIGS and/or CIRIS transmissions overdue, navigation errors exceed
tolerance, and LCiGS senser failures.
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7. Test Plan
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FIGURE 8. Operator Control Panel
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The test objectives of the UTGV program are:
1) A determination, through systen leve! testing, of the magnitude of LCIGS sensor errors.

2) A determination of the effectiveness of the peculiar support equip.aent (PSE) designed for LCIGS in E
performing pre-flight sensor calibration. E

2) A determination of the effectiveness of the 15-state Kalman filter in initializing and aligning the
system and calibrating the LCIGS' sensor errors.

4) A determination of the rost effective aircraft maneuver for making the LCIGS sensor errors observ-
able.

5) A determination of system accuracy over tactical weapon trajectories up to ten minutes in length.

The test plan calls for an in-house laboratory test phase at MDAC and a Holloman AFB (HAFB) flight test

y hase. The in-house tests are primarily concerned with system validation and special PSE Effectiveness
tests using the switch box capability of the lab test configuration. The llolloman test plans include
laboratory tests and C-141 flight tests. Flight testing will emulate as closely as possible the Unaided
Tactical Guidance study scenario. The CIRIS is very similar in accuracy to the GPS/Inertial system used

in the studies. GBerign weapon-like trajectories will pe flewn by the (-141 to simulate post-launch dvnamics
ard a variety of alignment maneuvers will be tried to determine which allows best sensor calibration.

.

7.1 Laboratory Tests

Following system integration and software debugging, in-house testing will be conducted at MDAC to
validate system navigation performance and inftially assess PSt etfoctiveness. These tests will employ both
the laboratory test contiguration and the flight test configuration sreviously discussed fSection 5). Tre
laboratory configuration wili be used for sottware validation and F3t effecti.encss testing because the
switch box feature allows the processing of LCI3S outputs to be done in either the PSE or the 771 which is
useful for comparative analysis.

The CIGS navigation system performance will be validated in-house through multiposition transfer 21ign-
ment and navigation runs using labt reference (e.g., zerc velocity) as the alignment measurement. The tests
++i1) be performed on a two-axis tilt/index table with five minutes allotted for each position in a transfer
alignment sequence and 10 ~inutes for the navigation phase. The following i3 3 listing of the tests:

a, Static transter alignent and static navigation




v

-During these tests, position, velocity, attitude, and sensor bias estimates are printed on the Silent 700

b. Static transfer alignment and two-azimuth navigatiun

c. Two-azimuth transfer alignment and two-azimuth navigation

d. Static transfer alignment followed by navigation with the LCIGS dipped from the alignment position.
e. Transfer alignment with dip and navigation with dip

f. Static transfer alignment and navigation with Scorsby motion

terminal for data analysis,

PSE effectiveness will be determined by a series of in-house tests utilizing the switch box capability
of the laboratory configuration (Figure 7). These tests consist of a PSE calibration/navigation sequence
followed by a transfer alignment/navigation sequence using the Model 771 orocessor. The gyros will remain
powered throughout the entire test so that gyro error estimates and navigation results from the PSE and 771
processor are comparable. The following specific tests will be accomplished.

a. A PSE l-position Autocal will be followed by a 10-minute PSE static navioation run. A static
transfer alignment and navigation will immediately follow. The navigation results and filter estimates of
gyro tias will be compared with the PSE navigation results and PSE estimate of gyro bias.

b. A PSE 3-position Autocal test followed by a 10-minyte PSE navigation run with a S-degree dip will
be performed. PSE gyro error estimates and position and velocity resulis will be recorded. A transfer
alignment with dip followed by navigation with dip will then be performed and the results compared with PSE
results,

¢. A PSE l-position autocal test followed by a 10-minute PSE navigation with Scorsby motion will be
performed followed by a static transfer alignment and navigation with Scorsby motion. The gyro estimates
and position and velocity errors will be compared.

d. Gyro bias and the three acceleration-sensitive drifts will be determined for each gyro using the
5-positicn PSt traditional calibration. A test will then be conducted using a series of transfer alignments
to provide estimates of gyro bias and output and spin aris acceleration-sensitive drifts. The results will
be compared.

7.2 UTG Flight Testing

System performance tests will be corducted by CIGTF at Holloman AFB. Three types of testing are
planned: laboratory, ground, and fiight. Ouring laboratury testing, the navigation system and the PSE will
be evaluated using tables with 3-axis and rate capability. Ground tests will be used to revalidate the
system prior to flight tests and to evaluate the system under Scorsby motion. During flight tests, the
system will be installed in a C-141 aircra’t equipped with CIRIS to evalyate navigation perforrance in a
flight environment.

Laboratory tests will be used to determine the effectiveness of the PSE in calibrating LCIGS and to
determine, through system level testing, tha characteristics and magnitudes of LCIGS sensor errors. Figure
9 shows the laboratory tests planned and the objective of each test.

Ground testing wil) be performed to validate syster operation orior to flight testing and to collect
additional performance data. Tests include: static alignment and static navigation, two-azimuth alignment
and two-azimuth nc.:gation, and static alignment followed by navigation with Scorsby motion.

~ summary of the planned C-14]1 flight tests is presented in Figure 10. Transfer alianment maneuvers
include acceleration’deceleration, half.S turn, and rudder-only turn maneuvers. The 10-minute navigation
profiles con.: t of straight and level, turn, acceleration, and descending trajectories. Transfer alian-
ment sequence are repeated at least six times, and the navigat-on profile, with a specific alignment, are
repeated at irvast three times for statistical evaluation purposes. From the data collected on these
flights, a determination of the effectiveness of the Kzlman filter in initializing and aligning the system
anc calibrating LCIGS sensor errors can be made. Additionally, the most effective aircraft maneuver for a
gi.en post-launch navigation profile and overall system CEP over various tactical weapon trajectories car
bee determined. Data analysis will be performed independently by both MCAC and CIGTF personnel. The CIRIS
1 osition and velocity outputs, time-taaged and recorded during flight, wiil serve as the absolute reference
tor the analyses.
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LABORATORY TEST
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FIGURE 9.

CIGTF Laboratory Tests
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IGURE 10. CIGTF C-141 Flight Tests

THANSFER ALIGNMENT (6 MINUTES) NAVIGATION PROFILE (10 MINUTES)

ACCELERATION/DECELERATION
& STRAIGHT AND LEVEL FOR 3MIN AT

. TRAIGHT AMD LEVEL

250 KTAS {463 kmitr) 2. TURN {60“ TURN AT 300 BANK AT
® AT 3MIN ACCELERATE TO 350 KTAS 1 min)
1649 kmhir) 3. ACCELERATION {ACCELERATE TO

® AT 35MIN DECELERATE TO 250 KTAS 350 KTAS AT 1 MIN}

(363 kn-hir) 4. DESCEND A7 1000+ T-MIN i305m, min!
® STRAICHT AND LEVEL AT 250 KTAS
(463 km i}
ACCELERATION -DECELERATION
® SANE MANEUVER SEQUENCE AS 1. TURN (600 TURN AT 30C° BANK AT
ABOVE 1 RAING
e CIRIS AIDING OF AIRCRAFT NAVIGATOR 2. ACCELERATION (ACCELERATE TO
}_ TURNED OF¢t 350 KTAS AT 1 MIN:
COORDINATED HALF 3 TURN
o STRAIGHT AND LEVEL FOR 3 MIN AT 1.STRAIGHT AND LEVEL
350 KTAS (649 kean.hrd 2 TURN G60° TURN A1 300 BANK Al

® 450 TURN AT 30U BANK 0.5 MIN? HESIEYY
e . 900 TURN AT 309 BANK ti MiN:
® 450 TURN AT 30° BANK 0.5 MIN}
& STRAIGHT AND LEVEL (1 MIN)

COORDINATED HALF S TURN
® SAME MANEUVER SEQUENCE AS

STRAIGHT AND LEVEL

ABOVE 2 TURN 160 TURN AT 30° BAMNK AT
o TUHKN COMPENSATION INHIBITED 18N
—
EXCESS RUDDER TURN
@ STRAIGHT AND LEVEL FOR 3MIN AT | 1. STRAIGHT AND LEVEL
350 KTAS (639 kmhr) : 2 TURN 609 TURN AT 300 BANK AT
e 450 TURN AT 1.5 DEG'SEC HEADING N

KHATE WITH EXCESS RUDDER
& 90V TURN WITH RUDDCR
450 TURN WITH RUDDER
STRAIGHT AND LEVEL «1 RUN?

8. Conclusion

The nardwar-- and 3oftware described has beer integrated to form a fliaht-ready sysiem. The Laboratory
testing descritcd in Sectiorn 7 will conmence in May 80 and the system sent to Holloman AFB ir mid-June 80
for fliant test. The flight testing of the brassboard LCIGS system will be completed in 0ctober 80 with
engineering model LCIGS systen flight test to follow shortly thereafter. In Gctober 81 the UTG concept
will be free-filown in a midcourse guidance demonstration.
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ABSIRACT

The optimal guidance laws proposed tor air to air missiies are generally based uscn a criterium
involving the miss distance and sometimes the energy consumed for manoeuvering.

sl il b o B

These auidance ltaws lead, assuming @ linearization around the collision course, tc proportional
navigation in the simpclest case, and tc the well known four state law, if additicnal refinements are
intreduced.

However, these results assure impiicitely small perturbations around tr. collisicn course, or a
relatively lonc range firing ; this is not the case with air to air dogfight missiles, specially with
Targe off-boresight launch corncitiors and snort firing ranges. 3

bl Il

The e¢im cf tre study which has been underteker wes to derive an "opti.al” guicance law (taking
into account the flight time anc the consumed energy in the “cost" function), without naving to assume
lirearization, 1.e low ott-boresignt conoitions wilih respe.t tu the coilis.on path. A conditicn cn
risy disiance is set by imposing 2 constraint con the final state missile to target range. The study
has been conducted assuning a censtant speed missile, wnich hes led to a closed forme analytical expres-
sicn for the guicance law.

O Y R A L T T

However, this solution imposes to know the final state ; in order to solve difficulty, we have
cevelopped an algorithm tc mecharize the guidance law.

The recy'ts cbtaired with the optiral guidarce law have teen compared to the ones obtained with
' corventicral prenerticnal ravigations {true P.N and pure P.N).

. The resylts shew that the ¢plarmal guigance law derived in this study is always converaent, even

: in firirg conditicrs wrere T.P.h. fails {lar~~ off boresight) ; however, it seems that P.P.N. leads to
vary conparsble results, provided the gain is adecustely adjusted, without the complicatior of neading
the fina! state krewledge.

Cae e = e
) 1. INTRACUCT 0N .
) Les Iois ce guidage cptimales classigues, {four state law, pav exemple), supnosent quc le missile E
| est tiré au voisinage des concitices ce collision, E
1 . . . N . : . -
t Or, dans e nontreux cas, les missiles age combat rapproché futurs seront tir3s avec un fort depoin-
i taae 1rytial par rapport @ ces canditions.
Pour tenter ge réscucre ce probiarie, nous avons étudié une loi de navigaicn "gptimale” pour un ="
. missiie evoiuant dars un plan, & vitesse consterte, mais sars hycoihdse simplificatrice sur la direction =
de SON veLtenr vites e, E
Le triterc Zrestirsaticor ¢hols concerne le tenps de wvol el 1a corsomraticn d'energie, : *
.
1 .

4

Dans le cax d un rissite évaluant & vitesse constante et dispesart d'un temps ce réponse en accélé-
3tion laterale infininent ccurt, une formi;lation anal,tique de cette 101 de guidage onptimaie a pu étre
«xlicitée.

r
| e

hews avens ensuite ¢éfini un algeritrme de résciution en vue d'une mécarisaticn Je la loi. On peut
aitst Ltiliser cette lei sur un vedfle plan prus réaliste (missile orésentant des saturations de manocu- =

ahilité, Cisle mgnoeunrante! .

i e 1 1
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2. CINEMATIQUE ET EQUATIONS D'ETAT

Supposant que la cible et lv missile évoluent dans un pian, la géométrie relative de ces deux mobiles
est définie par la figure suivante
A 4

3 S — ot £ i i

T
1
T
H - B - LI
Ay
1
0 X
Avec
: 0XY  repére inertie! de référence
1
1 position de 1a cibie
.-
¥ vectesr vitesss de le <itle
i ¥y mcdule de la vitesse de la citle
YT angle {OX, Vy) défirissant la directior ce la vitesse de !a citle par rarport au repere ine:tiel.
1
a. accélératicn ce la <icie rercale au vecteur vitesse
M position du missile
. Ky Yy coordonnées du missiie dans le repére OXV
- ot . -
- Vi vecteur vitesse du nissile
i Vi moGule de la vitesse du missile
t i - . . . . . N . . - . -
i F“ angie {0X, v,) défirissant la directicn de la vitesse du missile par rapport au repére irertiedl.
a,, accélération du missile, normale au vecteur vitesse.
! r=¥T distance missile - cible
) n angie {OX, MT) déefirissant la uirection de 1a <dreite missile - but par raprert au repére inertiel.
\
|3 Er supposant que
. - La vitesse vy du nissile est une constante
d
. Lle missile est commandé en accélération perpendiculairemert & $a3 vitesse
B . Le temps de réronse du rnitssile & cette commance est nu!l.
Les cauaticns d'état cu systere peuvent s'ecrire
. '
'y b L r’.-' : A
| 0= s v.._-sn\r?_‘f.‘ ) -V b‘“(?‘gv)
e 1

caci AV N
= V,A\_-35n,.rl:_{,_j._\ln LI
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3. POSITION DU PROBLEME ET SOLUTION

Compte tenu des hypothéses effectuées, 1'état initia! du systéme est défini par

ro K f?" )rﬂo

Cet état inivial étart défini, on se propose c'atteindre la cible en minimisant le critére

Y
Jotg ok [ 4T

en «'imposant une contrainte sur la distance missiie-cible finaie
- r(‘l'\=r{=f

Cette distar uvent etre choisie aussi petite qu'on le désire, on s'impose donc d'atteindre la

- gible,

On pent aoter aue 13 minimisaticn du terps oo v est particulicrerert importante pour la survie
du tireur alcrs que 1a distance de n2ssage riantlye pratiguenent pas sur 13 trajectoire cdu missile
lorsau' it est tiré avec un fort dépointuge initial et 3 une distance raisonnable de 1a cible : i1 nous
semble donc particuliérerent judicieux d imposer 12 distance de passage tout en minimisant le temps de
vol.

Le pretierme pose est classigue @ 13 cemmarnde s'obtiernt en résclvart les £quatiocns ne Pontriaquine.
Cette résciution a €1é menee & bien dans e cas oG 13 vitesse ou missile est constante.

Cette cormande optimale satisfait 1'éguation

Q, = (\ 2 V_" . {(osq(')‘ :“L{ \}- ms](.?'—,l"—\}
ey < : ¢
— 1

BER T [s:nifu .-Tn‘\)]

avec

Un peut remarquer que cette commande $'exprime en fonction de 1'état final, ce qui pose le probleéme
particuiicrerert delicat d'exprimer 1'é€tat final en fencticn de 1'état initial.

a. HEZANISATION Db LA LTI

4.1 Pnetion du problem:

Afin d'utilise: la loi de¢ guidage précedemment défirie, 11 convient de calculer 1'état . o en
fonction de 1'¢tat imitial.

La dershade de la cibie étant difficilement mesurcabie & bord d'un missile, nous avons suppes: , que
lo Cible veiast en bogne droite 4 vilesse wonstante.

Dans ce tes, ley directions finales de Va droite missile but 9 ) et de la vitesse du missile (f}f

svat Jefinies py~ 1oy deus ¢quatiens impiicites sulvantes

~ A\ e . . ~
- T, T T35i.
\ln‘ R AN l‘ « T (\nr“._ 5 T =y

(3,‘ ~\n, SNy st LTI A L

ave

r.oodr tanie fanale vaponee

o e e 4 TR
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JJ
ey
W oawr .
Yo, = V,...\:' 220 {Asng_e Blcose Yoy,
- - I 4 S
t \I_P,
Ur note que
K, est unc fonction cibiptique cenpléte de lére espéce
ks une fonction e!liptique incompléte de lére espice
[ une fonctieon elliptiue ceapléte ce Zeme espece
La ane tonction elliptique incompléte de Zéme espece
<
Lane ces congitions, le systeme des deux cquations prend la foone
. : \
"\ F\A'o-r}c .hc ,f.«‘ .'h N =0
S . .
AL y 0
Lo oyul pers tnegriquenent e arcaler, en fuorction des cuoditions initiales, ‘f,“, I'“ , et derc la

coemande.

T o at tgoe, e caleal necesaite un algerstme 355 complexe, et ce ¢lautant plus, gque e systéme
el eden ent dietved pegd aveir pigsieurs solutions,

“ AR KRR calenl de Petar Al en tanctien Ge Petat o initial

s et toadt el atany e el g les sndtaon, b e bt an eftei e ur bala, e prolisinaire
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.g18ce d un classique algorithme de Newton.

Une fois 1'ensemble des solutions localisé, la convergence vers chacune ues solutions s'obtient
On calicule alors le critére J pour chacune des solutions par la feormule :
—
J= V_i‘.k.\l“ . ?(K,_Kz\}.[1+_\:’r"‘_,( €03 24,) ___F;__. Ei_Ea)l
3

La comparaison des différentes valeurs obtenues pour le critére permet alors de sélectionner 1'état
f1nal correspondant 3 14 commande optimale.

4.3 Guidace en boucie fermée

Dans le cas ot des perturbati.ns non prises en compte dans la 1o% de guidage interviennent {satura-
tion de la commande, dérobade de la cible ...}, les conditions finales correspondant & la commande
optimale changent : i1 favt donc calculer 1'etat final au cours du vol & intervalles réguliers.

fans ce but, on utilise 1'algorithme de Newton en réspolvant le systeme ayant pour conditions
initiales les conditiors de 1'irstant courant et en utilisant comme sclution approchée, celie obtenue
au nas précedent

o
o

TMULAT 10N

5.1 Introguction

Afin de comparer la loi de guidage précéderment définje aux 1ois de navigation classiqgues, un
mod2le cinématique plan 2 été nrogramme sur calculateur numérique.

Les lois de guidage utilisées pour i3 comparaison sont

L3 navigation proportionrelle "pure™ (PPN}

ap~ AV, 1
La navigation proporticnnelle "vraie” (1. P N
apa.2r .0

03(n-Tn)
Les comnaraisons ont été effectudes sur des cas ve tir
arti-paralléles 0§, = 180° -
p 1= 180" et T 20
avec vitesse cihle Ny = 400/
i
et une vitesse missile :‘/,;600«\/s

Par ailieurs, afin de tester la lui de quidage cntimale face & des perturbations non prises en
compte 3u niveau de la ciéfiniticn de Ya loi, les phénomeénes suivants on été introduits dans le modéle :

Saturatien de la compande

férobade de la «it:

6.2 Résultats de simulation

5. 0L 1 Lomparatison ¢ 32 10 Co 500370 optimale ovel des 161+ ¢lassiguos (PPN et T PN

Sunposart ung it b non wnceuvrante et oun temps de réponse nul pour le missile, on démontre que 3
rivigation propartiornelie, awed un coeificient réduit de 3, et optimale du neint ¢o vue minimisaticr
Vo dictance de passage et de 1 énergie dépensée lorsqucr arnuie le caefficient de pondération affect

Vienergie depersec.

te denanstratiion sypposast Qee le missite sott tire ay veisirage de le «ellision, i1 reys 2
g(mhis ntérescant de womparer notre lei &0 quidange optimale 3 13 nevigation proportiorrelle v vie (VP L)
pour un (2 de tir ne s'elcagrant pes trop do la cellision neyenne (f planche nt i),

four un cuefficient de pondération £ = 1070 | des tra1ectu1ves de Ta loi de guidage oftimale (J.G.L
el de la navigation proportiennelle sont confoncues {cf plancke n® 1),

Loy, reamande, sent par ailleyrs trig vonsines icf planrup n” 1% de méme que les temps de vol (8,09 ¢
pour e, contre £,06 05 pour 1a TOFNLY et les crmiteres (12,5 s pour les deus Tois)
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Ce résultat montre, du moins 3 notre avis, la qualité de 13 loi de quidage proposée et nous autorise
a poursuivre son étude.

Lorsgue 1'on s'éloigne un peu pivt des conditions de ccllision (cf planche rn® 2), la commande de la
Yci de quidace optimale , obtenue avec un coefficient de pondération k =10 %, s'&loigne de celle obtenue
avec une loi de quidage en navigation proportignnelle “vraie" dotée d'un coefficient réduit a = 3 (cf
planche n® 2).

Par contre, en utilisant une loi de guidage en navigation proportionnelle “pure” avec un coefficient

‘A =4, on obtient une trajectoire et une commande trés voisines de celles de la loi de gquidage optimale.

Lorsque 1'arale initial entre la vitesse cu missile et la droite missile - but dénasse 9C° {cf
planche r” 3) la lo' de guidace en navigatiorn proportionnelle "vraie™ est mise en cAfaut.

Gtilisant toujours un critére poncéré par un coefficient k = 1077 et pour le cas de tir presente
surr 1a planche n” 4, on obtient un terps de vol oe 30.8 s et un critére de 61.1 s.

Des résultats tres voisins en ze qui concerne 13 trajectoire, la ccmmande (cv planche n® 3}, le
temps de vol (3l.& s) et le critére (61.1 ) sont obtenus en utilisant une 1oi de guidage en navigation
proportionnelle "pure” de gain A = 2.

troutilisant un czin A = ©, on abtient une trajectoire bezucour plus tendue Ly = 16.5 5} dont on
peutl ce demander §1 eile correspond & une trajectoire optimaie.

_(‘__ - - . - N -
Utilisant upr coefficient de pondération ce 10 7, on obtient en effet une trajectoire optimale trés

veisine de la trajectoire terue avec un qgain A = € ict vlanche nt 6%,

Le fait, 10 trececterre eptimale ¢st o encacree bar 10§ Courbes cbtenucs pour A = 4 et A = 6
Vosemple dow bien que 1o 19 o quidaje eptirate soit tres veisire o'ung Ici de navigation propor-

ticaneiis purd Jont on S2urait adapter le gein 4 au cas de tir si on veut garder 1'éguivelence avec une
Wiooptimiseée peur un coefficient de pondératicn k constant.

TooLoosersaty N le Se b2 ior ae aucdae wntuidle o des oerturdzlions

U peut se poser le probicme de 12 sensibilite d2 la ici de quidage optimale & certaines perturcaticns.

HOuS Aavons CONC INLrCUUIL Cahs e audCic Jhe satuistion do Ya comiande 3 406 miG? et une dérchade de
1a ¢ibie de 30 nis?.

Un peut rappeler a ce sujet gue ta 1oy de quidage a ete mecanisee en Supdsant une citi volant en
igne creite.

Cn constata encore une fois sur la plancre n® 5 gue Jec lois de guidage untimales et de navigation
proportionnelle "pure” sont trés voisires et gu'elles réagissert toutes les deux trés bien aux perturbations
intreduites.

6. CONCLUSICN

Far rappert aux loie de cuicdage optimates ciassiques, celle que nous prorosans i¢i est donc originale
pius dlun titre

Clhie ne sunrene mas que 1o missile voie 2u voaisinange oes comditions de cellision.
e it antervenir dans son critére dleptimisation le temps de vol du missile el V'energie
Deng e

La distange deoprasagqe est impnses (oeme ure contrainte sur les conditinns finales
Les narticutamites seibivot, o priget, particulicrement interessantes pour le guidege des missiles ae
~hat rapprocr

fopostos it nous avons verifie 1intérér de cette ot ¢ui donne des résultats trés veizing de la
Bd.vatign Brej-a tiennei e "oy T Vet en et oan veisinegse des wondilion, de cellicion,

[ S A FTN NP PR widcatioes s b vavigat o reeapeatt conne b e Turaie” pout 6tre miise on detaat
et Pante ot e 1y lon et e avparait A cingr b
comhande sTesprme en fencticn de
de 1a lpi de guidage optirmale

iC est mathovregsemeet Uiy 2itfn i e a meeaniner

T'etal Tieal, v ¢S5t Conc congdyil o Cher by unee 1o simnle s¢
etudice 0.
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ons obtenus semblent montrer que la loi de guide je optimale se rapproche

Les résultats que nous av
{onnelle "pure”, & condition, toutefois, de savoir choisir son gain A en

d'une 101 de navigation proport
fonction des conditions de tir.

Une expcitation systématique de la mécanisation que nous avons mise au point devrait permettre

d'atteindre ce resultat.

yre par )a recherche d'une loi sub-optimale dérivee de la loi trouveée,
\'étude des performances sur 13 limite courte d'un domaine de tir.

Cette etude devrait se poursui
mais plus simple 3 mécaniser et par

.. o
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CLASSICAL VERSUS MODERN HOMING MISSILE GUIDANCE

F. William Nesline and Paul Zarchan - 3
Raytheon Company, Missiie Systems Divis‘on
Bedford, Massachusetts 01730

ABSTRACT

Modern guidance systemns are generally accepted to yield better performance than classical provor-
tional navigatien systems, However, it is rnot always recpgnized that this better perfoermance carries
with it certain costs in improved components or additional instruments, This paper cemparesta modern
guidance system, MGS, to a classical proportional navigational, PN, homing missile guidance system in
terms of performarce, robustness, arnd casc of implementation, Quantitative first crder miss distances
are compared te show that MGS has the smallest miss if component tolerances can be met, but as com-
ponent tolerances or measurement errors degrade, MGS degrades faster than PN until, at relatively
large component or mieasurement errors, PN has less miss distance than MGS,

INTRCDUCTICN

During the 1940' s modern contrel theory was used in theoretical studies of clesed form: guidance
laws for interceptor missiles, It was shown that PN was an optimal solution to the lincar guidance prob-
lem in the sense of producing zero miss distance for the least integral square control offort with a zero
lag guidance system in the ahsence of target mancuver. (1Y This important result gave credibility to the
use of muedern controi ti:cory as a tool that many analysts have used te derive nussile gaidance laws, 2, 3.8
Although much nas been written concerning the mathematics of guidance, little, af any, has appeared n
the open literature concerning the practicai implementation of a modern guidance system, MGS,

Proportional navigation has been in use for ever three decades on radar, TV, and IR homing nmussile
aystems becausc of 1ts effcctiveness, 159 Although PN was apparently know:s by the German scientists
at Peeneminde, no application using PN was reported, (7) It was first studies by C,. Ynan and others
during Wcrld War I at the RCA Laboratories under the auspices of the U, S, Navy i, it was extensively
studied by Benrnett and Matthews at Hughes Aircraft and iniplemented 1 4 pulse radar system? and it
was fully developed by H. Rosen and M. Fossier for a continucus wave radar system at Raytheon Com-
pany. The latter development included a closing velocity multiplier to compensate the guidance law
dynamically in flight for changirg engagement geometry., After World War I, the U.S. work on PN was

declassified and first apprared in the Juuinal of Applicd Physics, (10} 1
PP ep H

The purpose of this paper is to compare both classical and modern mcthods of guidance in terms of 1
performance and implementation, Both guidance philosophivs are reviewed and typical inplementations
are discussed, Finally both metucds of puidance are compared in terms of performance and sensitivity
to errors 1n implementation.

Proportional Navigation E

Preportional navigation, PN, is a method of guidance in which the missile acceleration is made
proportional to the line of sight rate. The geometry of an idealized intercept in which the missile and
target are closing on each cther at constant speed ic shown in Figure 1, Here movement of the missile E
and target causc the line of sight to rotate through 2 small angle, ), indicating & differential displace-

L
et i it 3

fuly

~

m

ment, y, betweer target and missile perpendicular to the reference, The PN guidance law 18 an attempt B
to mechanize an acceleration command, n., perpendicular to the line of sight according to

n = NV (1)

where N' s the effective navigation ratic, V. ig the closing velocity, and A ir the line of sight rate,

The vffecetive navigadon ratio determines both the trajectory and acceleration history of the missile,
For a zero lag guidance system, PN will result in zero miss distance {yitF)=0] due to heading error or
target mancuver for any N' {assuming infinite isgile acceleration capabilityl, This phencemenon is
clearly demonstrated for the head-en case in the normalized trajectories shown is Figure 2, Althoughk
relative target-missile displacement during the flight incrcases with decreasirg N*, all flights result in :
zeru miss distance, The efiective navigation ratic influences the acceierations needed to produce 2ero
misse distance., Normalized missile acceleration histories duce to both disturbances are showr in Figure 3,
Here missile acceleration 1s monotonically decreasing ftexcept for N 22Y far a neading error disturbance
and nxnotonically ancreasing for a target mancuver distrubance,  Figure 3 also shows that increasang N
sitnmitzes the maximan accoelo raticn due to target mancaver but maximizes the masumom acceloration
due te heading oroor, In practice the navipation ratio = held fixed wath aceeptable values 30 8o Y
actermined by noise, radome and tarpget mancuver considerations,

A typical implementation of a PN guidance system is shown 1 Figure 4 where an inertially stabilized
secker s used to measurce the buresight ¢rror, ¢, This signal, which is properticnal te the line of sight -
ratv, 18 Jow pass filtered to obtain an estimate of the line of sight rate. The tume constant, Tpa, of the
nersce fiter can Le fixed, as in this imiplementation, or time-varying to acceunt {for the range dependence
of the nvasuremenat neise. The closing velocity can cither be estunated, as in IR applications, or
measured by a doppler radar, as o radar homing applications.  The resualting acceleration command
which is proporticni L to the hine of sight rate estimate 1s apphlied te an acceleration autopilot that moves
wing or tail contral surfaces so as to develep the commanded acceleration,

Copvright 1979 by F, W, Nesline and P, Zarchan
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Qther pnidacce concepts such as those used an meoder:s gaidancee systems can best be understoud by
studying proportional navigation, It can be observed from Figure I that PN 18 mathematically equivalent

to
neT NV = NV G e 0r T v ) o
g0

The expression an the brackets of Yo i21 cepresents the miss distance that waul? resclt tin the absence
of target mancugvert il the magsile mocde v fuartier corrective accelerations and 1s referred te as the
soro effort miss, 71N, Thorefore PN Can be thought of as a guidance law in which acceleration comne.
mands are isgued inversely proncrtional to the square of time -tc-ga and directly proporticnal to the
YA, I target manvuover, np, 1s considered, the ZEM changes and a new gnidance law knows augmen -
ted proportional navigation, APk, results
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3 ] =
E i This guidance law is compared to PN, in terms of trajectory and acceleration histuries, for the case of :
4 1 a mancuvering target with the resalts displaycd in Figure 5, Although beth guidance laws achieve zero —
miss distance, the trajectory and acceleration histories are vastly di{ferent, The information concer:.- :
- i ing target mancuver enables APN guidance to use up less acceleration capability than PN while keeping
3 I it ¢closer to an intercept course, In addition the APN acceleratior history is monotonically decreasing
1 : unlike the monotonically increasing history of PN, It can be shown that for N'=3 APN is optimal in tae
- N sense that it achicves zero miss distance utilizing the least integral square control effort (..ce Appendix C).
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A simple form of a Kalman estimator can be derived by considering the two most important stochastic
distrubances in a guidance system, random target maneuver and glint noise, The resulting Kalman filter
is stationary and represented by transfer function

~ 1+ 2s/w + iszlw 2
Y- ° 2 < (7)
Y'Y 1w 2siw + 258w %+ s0lw O
o [¢) )
with characteristic frequency, W given by
= 1/6
w, = (¢5/¢N) (8)

where &5 and @, are cstimates of the spectral density levels of the target maneuver process noise and
glint measurement noise respectively (See Appendices A and B for derivations via Wiener and Kalman
filter formulations). Taus the characteristic frequency of the filter increases with increasing process
noise and decreases with increasing measurement roise,

A typical implementation of a modern guidance system appears in Figure 6, Here the line of sight
angle is reconstructed from a seeker measurement of the boresight error and by integrating the rate
gyro measurement of the secker disn rate. This angle is then converted to relative target-missile
position, y* by the multiplication of the range mecasurement. The signal 1s then gsent through the Kalman
filter in order to obtain estimates of the necessary states for the implementation of the modern guidance
law, These states are multiplied by control gains, which are functions of the estimated time to go and
autopilot bandwidth, in order to generate an acceleration command. This command is applied to an
acceleration autopilot in order to develop the commanded acceleration.

Seekes and
Signal Reconstruction

Optimal

Kalman Filter Guidance

Autopitot -
Airtrame n
with -T—
Bandwidth w

Figure 6 - Medern Guidance System - MGS

In summary the implemrentation of MOS requires scine additional inl:.rrnation wnich is not required
by a claasical PN gmidance system. Fstimates of range, meaaurement and proceas noise staiistics are
needed for the implementation of the Kalman filter while egtimates of time-to-go, guidance system band -
width and riissile acceleraticn are needed for the implementaticn of the guidance law,

Both classical aned modern gaidancs methods are new compared in cerms of performance as measured
by the rmea (root mean square) miss distance, The comparison 1s made utilizing the linearized, but real-
16tic model of the kinematic homing loop snown in Figure 7, Here autopilot dynamics are represented by
a first order transfer fuaction and only the two most important stochastic error sources are considerad,
namiely glint noise and rarndom target maneuver, The seeker, nelse filter and guidance dynamics have
bren previcusly presented in Figures 4 and 6. In this case the Kalmar filter of MGS is optimal since it
is perfectly matched to the “real world ™ 1n that it has an exact dynamical model of the system along wath
perfect knowledge of the measurement and proccss noise statiatica, With thia methudology any deteriora -
ticn in MGS performance will be caused 3solely by the guidance law,
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Figure 7 - Kinematic Homing Loop

imbedded «n the MGS zuidance law 1s a dynamical model of the actual system,  If this model is
mnaccurate or if the t, estimate 13 lacking or inaccurate, MGS perfcrmance dogrades, I the cstimated

time to ge, tg,, is considered to be a simple function of tgo @s shown in kq. i9),

T =At_ 4B 9)
Bu Kv

then the irfluence of bias errors, B, and scale factor errcrs, A,
investigated, Typical miss distance results, shown in Figure &,
rapid performance dugradation of MGS, In fact, negative bias errors lead to guidance system instabili-
ties of MGS., PN performance, superimposed on Figure 8 is not scrsitive to these crrors, For this
exarnple PN achicves a miss of 4, 3 ft. Therclore if the required miss distance was less than 4, 3 ft,

only MGS could racet that specification and then oniy if blas crrors could be kert below 0.2 s and scale
factor errors were between 0068 and 1, 35, If the reguired mmiss were greater than 4,3 ft, PN could meet
the specification, but MGS could only micct tae specificatier af bias and scale factor errors could be kept
below the values of the curves in Figure 8. Cf coursce, PN doces net usc these quantities at all and there-
fore is not seansitive te such errors,  In sumimmary, the imolementation of MGS places requirements not
only the alpgorithn: fur calculating tﬂ . but alsc on the apecial fiitering needed to estimate range and

«

1+ MGS system performance can be
icate that crrors in® . result in

range ratce,
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Modern Cuidance System, unlike Proportivnal Navigation, atternpts to compenasate for autopllot
dynamics hy the use of a dynamic lead term in the missile acceleraticn command. [n order to implement
thie concept, MGS requires an accurate measurement of the achieved missile acceleration and a1 esti-
mate of the autopilot bandwidth, Wap. If this mcasuremcent is perfect and if the dynamic model within
N.GS is perfectly matched to tne "'real world', optimum performance can be oltained., However, if for
example, we assume that missile acceleration is measured perfectly, but the estimate of autopilot band-
width is in error according to Eq. (10}

LR T,
- )

A

W AP C“’AF‘ {10}
then the influence of scale factor errors, C, on MGS system periormance can be investigated., Figure 9
shows that system instabilities result if the scale factor falls below 0,6. As before, PN performance is
not sensitive to this crror gsource. In this example, for miss distances below 4,3 ft, only MGS can meet
the requirements if the scale factor is greater than 0,6, If the required miss distance is greater than
4.3 ft, PN can always meet the requirement, but MGS can only meet the specification if the scale factor
is greater than 0.6, In summary, the implementation of MGS places requirements on allowable errovs
in dynamic modeling,

@
L

RMS MISS (FT)

N
i

{
|
b - e — — — —~ =P\ 1
l

L MGS

n

Hpp/Map

Figure 9 - Irrers in Sstimating System Dynamics Can Lead to MGS Instability

The nonhemispherical shape of the missile radome causes distortion of the incoming radar beam,
As the radar beam pasees through the radome a refraction effect takes place and the net result is an
error in theangle of the apparent target.  The radome crrer slope, R, 18 a measure of the distertion
taking place and is a functicn of the gimbal angle, among other things, Y The guidance systern designer k:
attempts te specify the manufacturing tolerances and the limits ¢n the permiussible v. riations of R, Thia E
¢rror source 18 part..ularly imrportant at high altitudes wiere the missile turning rate time constant, T,
is large, This time  onstast in conjunction witn large radome refraction slopes can causc guidance sys-
tem instability, It n, therefore, of considerable practical importance to ace how PN and MGS perform-
ance degrade 1o the presence of radome slope crrors,  Typical high altitude perfermance results for
both guidance systems are shewn wn Figure 10, The results yadicate that the PN guidance system has £
crere of atelerance to radome crrors than does MGS,  In this regard PN is more robust,

Figure 10 uelicates that tine MGS timplemeatation is micre sensitive to negative radqome slopes than
pusitive slopes. Ina practical design, the seeker stabilization loop gain could be adjusted to bias the
radenne, thus msuaring only positive slopes, 1t s for this reuson that the allowable radome slope
sre -f an important Measure than the average radome slope. in fact, the allowable radcme slope
Fanpe 18 one dtcportant measare used i puidance systern desipn to specify manufacturing tolerances on
the rademe,  The average ring miss distance duce to a radome slope range ¢an be calculated {rom the
informaticn provided in Figure 10, Typical results showing the sensitivity of both guidance systems to
radome slope vange g displayed an Figure 11, This figuare shows that when the rademe is taken inte
vonsideratien, MCS can only offer supericr miss distance performance if the allewable radome slope
range 1s less than 1,075, Ctherwise PN yields smaller average rms miss distances, Nevertheless, f
woradome sbope ranpe less than 0,075 can be met, MOGS yicelds less miss distance,

18

e e e

Finally, missile acceleration saturation, one of the mest ioiportant guidance system nenlinca rities
in the nerformance comparison, 5 considered,  Soce MOGS prodicta interoept using estimates of tayrgoet
accvleration and measarements of missile acceleration, it requires Jess acceleration than PN to kit a
mancuvering tarpet,  In Figure 12, where rims miss is plotted versus the missile -to-target acceleration
ratio for both guidance systern implementations, 1t is evident that PN requires a larger acceleration
advantage over the target than MGS o achiesve a o cific niiss distance, For example, to achieve an
RMS miiss of less than 7 ft, PN reguires a 5 te | aceeleration advantage over the target whercas MGS
requires only a 2, 3 to 1 advantage.,  Tins reduaced acceelerdtion vequirements extends the missaile’ s zone
of eficctiveress against mancavering targets and is the major advantage of MGS over PN,
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SUMMARY

X A mode:n guidance sydtem and a proportional navigation guidance systern designed to meet the same
‘ - miss distance specification yield different implementation of subsystems, and each subsystem must meet
] ' a different set of requirements, A mcdern gu.dance system imposes more severe requirements on
: radome refraction slope and on knowledge of the system dynamics, but it does not require as much maxi-
mum missile normal acceleration tc intercept an accelerating target, U the miss distance specification
is extremely small, only MGS can do the job. Thus the additional instrumentation and subsystem require-
ments 18 the price that must be paid to meet severe miss distance requirements, If the miss distance
specification is such that both MGS and PN car do the jcb, then instrumentation specifications can be
relaxed in favor of more missile normal acceleration capability, When sufficient missile acceleration
i is available, PN offers the least stringent instrumentation requirements, Thus, if component tolerances
can be met, MGS has the smallest misa distance, but as component tolerances or measurement errors
degrade, the perfermance of MGS dearades faster than that of PN until at relatively large component or
measurement crrors, PN has less misg distance than MGS,
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APPILNDIX A
WICNER OPTIMAL FILTER =

The disturbances crtering the guidance system are considered to be white glint noise with spectral =
density @y and random target maneuver. In this paper the maneuver is considered to be a step function -=5
whose iritiation time is uniformly distributed aver the flight time. It can be shown {12! that integrated =
white noise has the same autocorrelation function as this miancuver process, The optimal filter with
transfer functicn, t,, can be derived by either Wiener or Kalman filter theory,

The Wiener filter formulation is based upon the diagram of Figure A-1, Tre problem s to find tlg ==
N 3

o 2
which will minimize the integral of the mcean square error signal minimxzt:f e dt .

r==---9 ;
! NOISE |} E
' 3
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[ ro , E-
. o i =
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Us - White Noise with Power Spectral Density ‘i’s E
Un : White Noise with Power Spectral Density ?N -
Yy - Actual Target Position

Y1* - Measured Target Position
¥ = Estimaied Target Position

Erior in Estimate

Figure A-) - Wicerer Filter Formulation

The eptimal trarsfer function, ., can be found fron: the explicit solution of the Wiener-Hopf integral
cquation

oo ] Wg
o - + . - Al
(Wgrw )" | (oW ) (A-D

¥

wrere Wgand ‘\VI\ are the spegiral densities of the signal and noise, | -VS+\\'_\*—‘»L represents that part which
kas all its noles and zeroes in the left half plane, (Wg*Wy )" represen's that part which has 211 its peles
ard zeroes in the right half planc,  The cxpression [+ )5 is the componenat of {-1 which has all s poles

m the left half pline, In order to obtain [+ 1, we expan” [+ ] in partial iractions and throw away all the
terms corresponding to poles in the right half plane, From Figure A-) the output apectral dersities of
the signal and noise, Wg and Wy can be expressed interms of the inpat spectral densities, $g ard N
ard the Shaping network transfer functior as ’ I

. %5
“S B Ts-(" {A-23
W, =¢

N N (A1

Thcerefore
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i _ 1/6 (p-5)
] . w, = (¢SI¢N)
i
: then Eq, (A-4) can be factored
st tioastw oastie festro B iasiue istie fsdio N (A-6)
: WgW, = F =ty ™) )
Therefore 3 3
H 2
, (1°25 Jo_+28% 1w 2481w )
! (W, +W )* = ¢ o o o (A-T7)
S N S 53
2 .3 3 iA-8)
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: W W) = -2 ° 2
Substitution of Eqs. iA-2), iA-T'and ‘A-6)into (A-1) yiclds
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The expression in the brackets i Eq. {A-9) can be expanded by parvtial fractions yielding
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Substitution of Eq, ‘A-12)1 intc 1A-9) yields the optimal transfer function
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APPENDIX B
KALMAN OPTIMAL FILTER

The seme transfer function can also be obtained by the Kalman formulation. The state and measure-

‘ ment equations can be derived from the plant, shown in Figire B-1, ard are
I,.___-..;-r ____________________ -_-__-1'._-..—___-:
| PROCES 1 MEASUREMENT
: [ 4 T [} |
t NOISE | LAN 1 NOISE )
i ! ! ] U )
: | . 1 o i
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t | ' 1
) | ! | ]
i | I | | R —_— |
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Us - White Noise with Power Spectral Density @s
U, - White Noise with Power Spectral Density ¢N
Y4 Target Acceleration
Y;  Target Rate
: \L Target Position
Y.* Measured Target Position
- Figare Be1 « ialman Filter Formulation
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. =100 -] yp [t N
YT = i T N
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Yt
‘ ‘ z = E . Z + Vv
Y
’ { I'he Kalmian fiiter cquation as
]
LI .
M A A
Rep Xekiz-nf) -2
where the Kalian gains, 5, are determined from the followw g matrin Riccdtr cquations
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Q=< |000 jand R = &

lO 0 ‘I’S

Recegniting that the covariance matrix, P, 1s symimetric, the scalar cquations representing the steady

state solution (P = Q) can be written from (B-4) as

v

Py 2P ¥y

12 TPy

Pyt 0@y
(B-7)

= Oy (Pyy + Byy)

13~ Pay &y

P12 P13 =Py ¥y

After some alpebra, tne sclutions to Eg. (B-7) can be substituted into Eq, (B-5) yielding the steady state
Kalman pairs

; 1/6
K 2(¢SI¢N)

1
Xo= K, ® Z((t)s.’!DN)U3 (B -8}
K, <¢S/¢N)”Z
Defining
wo T {¢S.-'¢N)”° fR-

2w
o
2
li = ’.w‘o
3 iB-10)
@
(V]
The Qlter vgqaations aye ebtawesd by sub ututing My, (B-10) nto Hg. (B-3) yvielding
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APPENDIX C
MATRIX APPROACH TO MODERN GUIDANCE

Gptimal guidance laws are generally derived on the basis of modern control theory., The linear
model of Figure C-1, in which niissile dynamics are represented by a single lag, is used for the applica-
tion of modern control theory to the guidance problem, In this case we are interested in deriving a
guidance law which will aciieve zero miss distance while nunimizing the irtegral of the square of the
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APPENDIX )
SCALAKR APPROACH TC MODERN GUINDANCE

The Senwartz Incquality can also he used in the derivation of eptimal guidance laws,  For the same
problem consgidered in Appendin C, we can express the system state vector of kg, (C-2) at the terminal
tine according to the matrix suderpus.tron integra!

t.
F

x (\F) = ‘E(Qi“—g)ﬁ (t) +f ‘D(lF-A)Q(A)nC()\)d)\ D-1)
t

Where § ts the fundanental patrine b 1 0-10actually represcnts 4 set of scalar equations {or cach of
the Auferert states,  For the gatdance problem, the first state 1s the object of cur control ansd cas be

sapressed as

t

o Y )
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Applivation of the Scewarte Inegualiy vields
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Thertegral of the sgiare of the acceleration can be manimized by ansareg that the eqnality sign of
1

Eg. 12-51 holds.  Accerding to thie Schiwarts lneguality, this occurs waen
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iemonstrate the newer of Fg. ()-8 in sclving for optimal gaidance laws the example of
1s reconsidered, The fundamental matrix can be found from Fg. (C-5)to be
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OPTIMAL CONTROL AND ESTIMATION FOR TERMINAL
GUIDANCE OF TACTICAL MISSILES

Tom L. Riggs, Jr., 1Lt, USAF

Air Force Armanmnent Laboratory
United States Air Force
Eglin Air Force Base, Florida

SUMMARY io help meet the demanding requirements of the madern air-to-
air engagement, the U.S. Air Force is conducting basic research
to develop advanced guidance laws and estimation techniques
for application in future tactical weapons. This research has
developed numerous candidate high performance guidance and
estimation techniques. In addition to providing an overview
of the program, this paper will present an example of the most
simplistic guidance technique developed and compare its per-
formance to proportiornal nuvigation.

INTRODUCTION

The modern air-to-air missile engagement is the most demanding tactical weapon
scenario from the viewpoint of the terminal guidance law. This is due to a number of
factors including short engagement times (neminally, 2-5 seconds) and rapid, drastic
changes in the kinematics of the scenario. Further, trends in operational requirements
indicate that future air-to-air missiles will have to have a high probability of kill
under total sphere launch engagement conditions and a launch and leave capability when
emploved against a wide variety of highly mancuverabie, intclligent targets. Present
day alr-to-air missiles emplcy proportional navigation (pro-nav) guidance laws in the
terminal nmode. In fact, this class of missiles has cenployed variations of pro-nav for
more than twentv-five yvears. There are several reasons far pro-nav's tenure. First,
pro-nav is very cffective in guiding missiles that are launched under restricted
congitions and are intercepting low maneuverability type aircraft. Second, pro-nav is
relatively easy to implement on-board the missile using of{f-the-shelf hardware. Third,
unt:l recently, it was not feasible to inccrporate the on-board comruters that would be
required te implement more complex guidance laws. However, proportional navigation's
effectiveness 1n modern air-to-air cngagements is limited and cannot mect the demanding
operational requirements of the future. In order to satis{y these requirements, future
air-te-air missiles will reguire mere scphisticated guidance algorithms. Additionally,
in order to implement these guidance atgorithms, morc information about the missile and
target dynamic states will have to be accurately measured or estimated on-hoard the
missile. 1he very naturce of this problem lends 1tscli to the usc of Uptimal Control and
Cstirmation Vheory to develop the rtequired advanced guidance and estimation algorithms.

In Octeher 1976, the Air Ferce Armament Laboratory initiated a basic research
pregram to investigate and cxtend those modern control and estimation techniques that
have potential application for improving the state-of-the-art in missile guidance for
air-to-air missiles. Specific emphasis was placed on the short range mission (launch
ranges less than five miles) because this is the mest demanding phase in missile
puidance and 1t 1s a common mission phasce to all air-to-air missiles. The rescarch
topics that this program is investigating can be classificed into three main areas, (1)
Guidance and Control Theory, {2) Estimation Theory, and (3) the combination of (1) and
(I ihe first area is directed at the derivation of advanced guidance and control
laws using a broud spectrum of modern control theorics., The secend area will inves-
tigate and develep modern nenlincar estimation techniques that can be used to filter
the available sensor infeormation and use that information to estimate the state/param-
ciers necsided by the guidance laws. The third arca addresscs the interdependence
between the control and estimation problem and will develop the theory and methodoulogy
te be uscd to solve the cembined problem.

PRCRLEM FORMULATION

ihe optimal guidunce formulation is a complecx process involving many engi-
neering decisions which ultimately impact | complexit», validity, and technical
quality (performance) of the resulting guidance algorithm. The key ingredients of the
optimal guidance formulation are the performance index, system/state constraints,
missile math mudei, the methedoiogy or theory used to solve the problem and the esti-
mation rcquirements. these ingredients are all interrelated, making the celection or
construction of cach ingredient difficult because of the possible ramifications on the
ctier ingredients. Figure 1 summarizes these ingrelients and depicts their interrela-
tienships. #cfore dwelling cn the interrelationships of these ingredients it will be
uscful to describe the functien vl cach of these ingredients,

The performance indea 1s @ mathematical equation or set of equations that cxplicitly
‘“fine the parameters or states te bhe minimized.  Thus the perfermance index provides
a measure of optimality or cost. (Recause of this the performance index is often
called the cost functional and in this paper the twe terms wili be used interchange-
ablv.)  Since often the minimization of the desired parameters lcad to conflicting
strategios {1.c., mintmum fucl, mini time) weighting terms are capioyed in the
cost functional to definc the degree ef minim zation for cach parameter. ‘Thus in
censtracting the vest functional noet only rust the parameters te be mininized be
defired but the redati-c degree of minimization must also be defined. ldeally, the
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determination of the parameters to be minimized is a direct result of the mission
requirements; however, in certain cases a literal translation of missicn requirements
.to the performance index leads to unrealizable or non-unique guidance strategies, In
this situation the design engineer must add additional terms (secondary mission require-
ments) to the cost functional. Care must be taken in selecting and weighting the
additional performance criteria such that the primary criteria are not significantly
deemphasiced.  Often the additional parameters arce sclected to implicitly enforce
xystem constraints such as maximum acceleration limits, This will be discussed further
in modelling system constraints. The last factor that must be considered in the design
of the performance index i1s its form, i.c., quadratic or generalized. This factor is
_driven by the parameters to be minimized and by the theory or methodology that will be
“used to solve the problem.
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7 System/state constraints can be handled explicitly or implicitly by optimal

) control formulations. In the missile control problem these constraint: may be foctors

' such as acceleration limits, secker angle or rate limits, terminal constraints {zera
miss distance, terminal aspect angic) and other state constraints that may limit the
svstem's performance. llowever, inclusion of explicit constraints virtually always leads
to a Jiflicult two-point-boundary-valuc-prohlem that can only be solved by iterative

H numerical tcchniques, making on-line real-time solutions via microprocessors difficult

H at best. ‘Further, solutions of this type are quite sensitive to modeling and measurement

crrors. Recause of these rcasons, explicit constraints are generally avoided in the

missile guidance proolem.  An alternative approach to handling svstem constraints is by

. B implicit enforcement via the cost functional. In this approach the constrained factors

i arce minimized rather than explicitly bounded. This minimization can lead to unnccessary
or uadesirable conditions if extreme carc is not taken in weighting the paramcters to
he vonstrained. >
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The missile math model construction, as in the performance index definition re- E
quites a large degree of engineering judgement.  The accuracy of the math model trans-
Iatex direstly into the optimality of the solution. Unfortunately the accuracy of the
math model also translates directly into the complexity of the solution. This con-
flicting si1tuation of optimality versus complexity, forces the design cengincer to moke
i engineering trade-orfs.  This )< not as great a probiem as 1t appears since the near
E . term poal 1s not to derive "lhe Optimal Guidance Law" but rather to derive a guidance
' law tnat perfores better than what currently exists, is realizable, and exhibits "good™
voentrol gualities sach as stabhaiiaty and inseesitivity to modeling errors and noise. For
.. : the messile guidance problem, there 1s a multitude of math models that can bhe selected,
\ ) ranging from a simple point masxs linear hincmatic cngagement model to approximately a
t s1xty state {the astual number of states is system Jdependent) nonlincar dynamic missile/
. target wodel. I'ractical models are pormally claser te lower range of complexitvy. As
will be shawn in this paper, cven the use of simplistic models can realize extremely
pocd perferming goidance Taws.,

ol L. 1, gl

tentral to all the factors in the optimal control {ermulation is the selected
theory or methodelegy.  The theory anterrvelates the key ingredients by Jdictating the
mathemiatical Yorm of the major formulation factors. Yor instance, if linear quadratic
theory is the chesen methedology, then the cost functional must he quadratic in form,
the miss<ile math medel must be restricted to a linear model and in gencral the system
: constraints van dictate the methodology that should be sclected., For instance, if the
missile math model s nonlinciar ef 1f the system constyaints must be explicitly enforced
or 11 the cost functional cannot be constructed as a guadratic cquation then a
generalized methedelogy must be used to solve the problem.

. vl sl

The decisions made by the design engincer in the guidance law formulation will
uitimatrtely translate ante the effectiveness of the resulting guidance algorithm.  The
l cilevtiveress of the resulting pmdiance Jaw inncelves two 1ssucs, first, how well the

auidance law meets the eriginal mis<ion requirer ants when applied to real world
] situations and secend, i< the pundance taw reat:zable with on-board sensors and within
real-time computational constraints?  In terms o realizability, the ultimate geal 1s
that the pordance ltaw be in clased ferm, requiring only information that is direcctly
| avarlable pvom en-hoard sensors. Short range asr-to-air missilen normally employ
! passive sechers. The most eftsctive guidance for missiles using passive sceker 3
] infarmation directly 3¢ proportienal navipgation with a [iaed navigational gain.  As B
-{ previously mentioned, proportional navigation performs in:dequately in the modern air- ;
L te-air arcna. This situation presents a dilemma in missile guidance Jdesign. 1In order
te emplov more eftective pnidance laws more information about the missile and target E
mast be knewn: bewever, if measurement devices are added to the missile to ohtain this
intormaticr ther “he compiexity and cost increase. ‘The selution to this dilemna is to
use optimal est atien technigues te estaimate the additional anformation,  Ihis can bhe
: done withont rnoreasaing the nonber ot en-lLomd sensors.,

Wil 4t

Optinal T<tinatior Technigues olter the patential tor improvement in filtering noise
fron measurenents over classaval filtering technigues and mere importantly provide the
? ability te estimate mathoematically observable but unmessured system states. Thig as
b possible because the theery used an designing the estimator provides explicit use of
the systom dvname nodel, the system neasurcnent medel, and bnosledge of the measurement
noase clirasteristios. optinal state estimation problen as oat least cqual to the =
S optymat eandance problens oo both rapvnctode and complexity, Regardless of the theeretical :

technigme gsed te develep the estrmation algarithm, there are two wavs in which it can

N* o related to the optanal gurdanae 1w, lhese relationships occur from (1) the missile
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model can contain unknown or uncertain parameters which ultimately appear in the
guidance law (i.e., lift and drag coef{ficients) and (2) the guidance law will be a
function of dynamic states which are either unmeasurable or corrupted by noise. 1In
- order to adequately cstimate unmeasured states, the states must be mathematically
observable, Simply stated, this means that the estimated states must be a function, at -
least indirectly, of the measurcments. This is the case in the missile guidance
problem allowing the estimation of extremely important state information such as range,
range rate, and target acceleration from passive seeker and missile accelerometer

measurcements.
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This program has investigated a broad spectrum of modern control and estimation
cheories.  The major control theories that have yielded good results are:

a. Lincar Quadratic Theory (1)

b. Linecar Quadratic Guassian Theory (2)

z
€
€
£
e~
13
=

¢. Singular Perturbation Theory (3)

i d. Reachable Set Theory (3)

c. Differential Game Theory (4)

All the guidance laws that were derived using thesc theories perform better than ;
proportional navigation, however, all of the guidance laws require more information :
that proportional navigation does. This problem can be solved by (1) increasing the :
nusher of sensors on-board the missile or (2) utilizing modern estimation techniques to ’
estimiate the required information from cxisting sensor mcasurements. Since the latter

approach offers tue highest pay-off and the greatest challenge it was the sclected

approach on this rvescarch program.

The objective was to derive the estimatien algorithms that would provide the
information required by the advanced guidance laws, utilizing the fcllowing sensor
! information:

@, Paxsive Sceher Informatien (line-of-sight angle and linc-of-sight rate

b, Missilc body accelerations (axial, lateral, and normal).

¢. Missile body unpular 1ates {p, §, and 7).
d. Initial range and range-rate (assumed available from launch aircraft)

: The main estimatinn theory uscd to solve this problem was extended Kalman Filtering
’ Theory, A number of different approaches was taken in deriving the estimators. Lach .
of the approaches resulted in different filters which varied in performance and complexity. s
! Once derived, cach (ilter was analyied to determine the best (performance vs complexity)
: approach 1n deriving the estiration algorithm, Tt was determined that the filter that

Gtilized a lincar Minematic state model with o nonlinear measurcment model yielded the

best performance with the least complexity (5).

I T TR T T R R

Cne of the most important findings in this research was that the performance of
the putdance Jaws is extrencly dependent on knowledge of time remaining till intercept,
cemmonly referred to os time-to-go. It was determined that cven the most simplistic
patdance laws derived using Optimal Control Theery vielded significant performance

Ty

E b taprovement ov-er proportional navigation if a gecod method for estimating time-to-go was

- i eriploved in the guidance alporithm, (6.

;‘ CANDIDATL ADVANCED GUIDANCE ALGOKITHM

3 ) :
3 ! the rescuarch has resulted in the development of necarly thirty different advanced i
£ ! guidance and estimation algorithms. Obviously, all cannot be presented in this paper. :
E ' [lowever, to dramatize the sianificance of this rescarch, the moust simplistic algorithm

wilt be presented and comparcd to propertional navigation. This guidance law was )
derived using Lincar Guadratic Guassian Theory. The derivation of the guidance law is

piven below.
STATL MODLL

Consider the engagement scendarie depicted in lTigure 1. Let M bhe the missile and 1
* be the target and

o

T v T - Missiles position, velocity, and acceleration vectors :
TR (R - . . . =
" M M rcelative to some fixed inzrtial reference frame.

T v k - Targets position, velecity, and acceleration vectors

, o . X ; :
| ! ! relative to the seme inertial reference {rame,
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Define the state vector as follows:

x = the target/m;ssile rclative position in the x direction
T

1 (x =1 -
1 Tx Mx
x = the target/missile relative position in the y direction
2 (x = r -r
2 Ty My

xx = Ehe target/m;ssile relative position in the z direction
-3 (x =r -1
Tz Mz

x = the target/missile relative velocity in the x direction
1 (x =x =v  -v )
4 1 Tx Mx

arget/missile relative velocity in the y direction
=y -y
2 Ty My

X = the target/missile relative velocity in the z direction
{(x =X _=sv  -v ]
¢ 3 1z M:

x = the target/missile relative acceleration in the x direction
4 {x =a -a
4 Tx Mx
x = the target/missile relative acceleration in the v direction
s (X =a -a
Ty My

x = the target/missile relative acceleration in the : direction
6 (X =a_ -a_ )
o T Mz

Thus we have a lincar model describing the engagement.

iy=
= 4
5= X
fa“ el
Yg= ay,-
62 4y,

ASSUMPTION 1]

Let a, Ay rap, = 0, ‘lhis means that the tarpget has constant velocity in both
magnitude and dircction,

I'f the control vector,u, is defined to be the missile acceleration and 1t is

assumed that target acceleration is zero then Equation (l)can “e written in state
spave tferm such that

(-

= Ax + Bu (

0.1 |9
**loio) - "[t}

Where 1 5~ an Identity Matrix with dimension 3 x 3,

rJ
~—

Where
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Figure 1. Major Ingredients of Modern Control
Problem Formulation for Tactical Missiles
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Figure 2. Missile and Target Kinematic States Relstive
to Inertial Reference Frame

ASSUMPTION ¢

An implicit assumption was made in defining the control vector, n, as the missile
acceleration.  This Jefinitivn implics that the missilehas instantancous response
and complete contrcl aver ©1i threc inertial acceleration components. Thus the missile
is completely and purtewy,: . ~optrollable.  This assumption deviates from real world
tactical missiles in tway%v..’ First, the missiles acceleration is uncontrollable
in the missile body x dd#-cvion because of tie type of propulsion system used in these
missiles. Second, the m%-siles' acceleration response in the body vy and z (lateral
and normai) is not instaittaneous nor unlimited. ’

OPTIMAL CONTROL FORMULAT (ON

The cost functional to be minimized is

ll' R
J=5‘(|,)S,!(!,)+'/J viRy ¢ (3)
“0
. Y 0
e §=1500] e m=fe v
0.0 (Y

Given the vest tgnctionol, Equation 31 and the state cquation, bguaticenid, the
optimal contrel soliell on Can be determined analytically. The solutien 1s straighi
forwird but tedious. ~

Given J und state cquation {Lg 2) the Hamiltonian 1s constructed.

= Ry +plAx+p'By (1)

Where pois the co-state vector with dimension 6 x 1.
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The necessary conditions for optimality are

()

rMo-

0o = —ag!f: lh_u-b‘e (6

Equationgojean be written
u = 'R-lBIR

Substituting Lquationiyiato Lquation,2)we get

[ 1 S
L= Ax - BRTIBI,
X B P (8)
1 Ygqaationsdsiand (Siwe get
.
" -ap-'al
A A ! BR”B x
o 0'. A ] {(9)
1 E
The solution to bquation{9jhas the form ) E:,
Xt P -
“l=iraof)” (L)
) pit
From the beundury cquations we get :
= Noan o P ig
[ : :
) (1:, .,
Lsing Lquutions (L and 301, net) can he deternined analviticelly and applied "
ditectly to Lguation{ 1te ¢ind the cprimal contrael. Fer this example the contre. .
solutien i1s E
. -3t . =3
wt =(—J‘_3) oI I (12) E
Ib+tge : E
where tgo={1y-t} '
The theory thut was usced to obtain the solution assumed that ty, final time, &
was specified therefere, to jnsurc optimility ty must be known o priori or a:curately
cstimated during flight. E
FETIMATION ALGOIRITIIM
Nete frem the guidance law (Bquation 12) that knowledpe of relative position, E
relative velocity, and tike-to-po 1s required for implementatien., This information !
car be obtaned frorm an extended RKaiwman Friter using Jine-otf-sigcht angle and missile
body acceleration weasarcments.,
lhe formelation and equations tiat describe the filter are lengthy and rather =
wpicy, theretore, for the sake of bhrevity wiil not be given in this paper. lowever, g
a conplete decumentation of the filter is given an Chapter TV of (5). B
Although the cquations ter the [ilter apposy Cuap the mechasizaticen of the -
filter cquations in digitas cade is stregght/forweard and casily accenplished.  turther,
proeliminary analyses imdicuate that the dlgerithns posce no problem for mechanization 3
current state-or-the-a1t ol roprovessers,
PSTIMALING T IME e G B
e oSt o comnenly necd nethod Sor o cRtiaating tine-to-00 o ctger s by ¢
tye < - RI7R
Vhere Ro= ringe-te-go

K = ruange vate =

o
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Estimating time-to-go by this method assumes that the acceleration along the line-of-
sight is zZero. tHowever, this is a gross assumption in the modern air-to-air arena
because of large target accelerations and most importantly large missile accelerations
(nominally 30 g's).

In order to accurately compute time-to-go we must know the acceleration along the
line-of-sight from present time to intercept. This acceleration is the dot product cf
the target/missile relative acceleration vector (a function of time) with a unit vector
along the line-of-sight (also a function of time). Obvicusly this cannct be determined
because of the uncertainty of future target maneuvers. However the missile's accel-
cration contributes significantly to the line-of-sight acceleration. Further the
missile's axial acceleration is closely aligned to the line-of-sigit for many engage-
ments therefore it will dominantly influence the missile's contribution to the line-of-
sight accelcration.

g
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The necessity for knowledge of time-to-go arises from the theory that was v.ed to
derive the guidance iaw. The theory assumed that final time was fixed. Also, recall
that it assumed complete control of all three missile acceieration components. These
two assumptions are significant deviations from the actual tactical missile intercept
problem; however, they had to be made in order to obtain a solution in closed form. In
reality final time is frec (within energy and physical constraints) and there is no
control of missile axial acceleration. However, all is not lost. Consider the guidance
law (Equation 1I) written in terms of the states referenced to the missile body co- -4
ordinate system and wich b = (.

b il
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Ay T3 g stgor Ny /o) {14a) 3

X X X :
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A = 3 (S fl-03 + Vo Jtead 3

M Sy Al p /teel (14b) :

M ¥ v 3

2 \ i

. ,\‘1 = 3 (S8 /tgo + YR /tgo) (13c) E
Wheve

1 SRX, Snv, and Sp_ are the three components of t e relative position vector Sn E

referenced to the missile body and VR\- VRys VR, ar the three components of th- g

relative veiocity vedciur Vi referencea to the ales. o hedy, 3

1

Since there 3s no contrel of the missile's axial acceleration, in the pa
Equation lda has been completely neglected, By doing this, a considerable amount
of information is not being utilized. The following time-to-go algorithm utilize-
- the information in Equation(l4a)te solve for time-to-go and then uses the solution
i to time-to-go to solve for Lquations (ldbland (ldcy,

D

SR Ll

Assuming that good information on Sp and Vi (these are obtained from the
! estimator) and the axlal acceleration, AMx' is mea rable, Equation(l4a) contains

bbb i s

: only cne unknown tgo. Therefore Equation(lda)can ve wr' .ten.
tgo” - 3 \_  (tgo) 35 =0 E
E g -3 Ve (tgod 35, =0 ]
v X —_ (15) i
. A A 3
M M :
). X X t
i Using the Cuadratic Formula, LEquation(l5Jcan be solved to obtain §
:
|| tge = 3 \np B ! ‘Z
; A A S /‘“Rx“ + 12 sy Ay 16)
) 2 A a X X {
! MX 2 AMK

Fquatjeniledthas two solutions, To determine which solution is the desired
solution, the censtraint that

lim [ tgo ] =\

SR 0
A

shall be imposed.




——

P

L ombews

hith this constraint and realizing that \'R‘<0 if the missile is closing on the target
then the final solution becomes ’

-

N vl
tgo = (3 Vg * Vo VRt * 12 Sp :\Mx,‘/(3 M) 1n

Substituting Equation (17) back into Tquation (14a} the time-to-go algorithm can be
rewritten to be

tgo = JSRXx

5
Ry Auy (18}

The advantages of this time-to-go algorithm is that it explicitly accounts for the
cffect of missile acceleration in estimating time-to-go- thus it provides a better
estimate of time-to-go resulting in more optimal lateral and normal acceleration
cemmands.,

CUIDANCE LAW/ESTIMATOR MECHANIZATION

The guidance law and estimation algorithm arce combined into a complete guidance
packayge.  she implenontation of the guidance package will be donc via a microprocesscer
besed computer such that it can ke integrated into the total missile system. A block
Jdiagram representation of tiwe guldance packapge is given in Figure 3. l'he guidance
package uses measurcnents (rom the seeker and missile accelerometers as inputs and
provides acceleration co te the autopilot. The figure depicts the outputs of the
citimator providing information te the guidance law and tinmc-to-go algorithn, This
contiguration offers great fiexibility In future weapon systems bhecause it allows for
¢asy repiacement of the guldance law or estination algerithm or both as new techniques
are duveloped or as plew mission reguirerents arise. -

R :
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UINE OF SIGHT  § o AL - — e ] —— -
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FIGURE 3. BLOCK DIAGRAM HEPRESENTATION OF ADVANCED GUIDANCE PACKAGE

Iv implenenting the guldancesestimation alporithes copsideration must be given for
the voorainate sysiteos to wiioh the input /catput Jdatas is refovenced.  The sceker
measurements arc with rcefercence to the seecker, the accelerometer mepasurements and
aveeleratian commatds are referenced to the missile bhody and the guidance state vector
is referensed te drertial ceerdinates. By utilizing measurements of the nissije angular
rates p, oy, and 11 othe Luler angles veluating the reference svstem te the missile bhody -
svstor can be vompated, these angles arve required "o gencerate the required transformation
Eat werk is cnrrently in o prepress 1o elininate this need by noJifying the guirdance
cquations 9 allon e TN gn o missiie body coardinates.,

VAT TON
ihe mest cconemicai and effcctive methad to cvaluate any puidance algorithm is to
inplezert it in a Jdetailed simulation of a4 missile svstewr and perform simulated missile ~
fly-ots inst orealrstic target nodels. ihis aveempiished In the analvsis of the
vtibdance packape prosented in this paper.

[he guidance package was inplewented 1noa six-degrec-ol-Irecdon (6-DOFY miss)le
i ) ptoal short range air-to-alr missile.  The sireulation contains
“Eonertinear math nadels of the major missiie sohsystems including the secker,
autopllet, or svahility augmentation system, and, propulsicn systems, realistic noisc
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models of the on-board sensors and seeker measurements; detailed aerodynamic models of
missile airframe characteristics; and the models that describe the missiles' equations
of motion, Additionally, the simulation contains a three-degree-of-freedom target
model which incorporates a "smart'" target nine "g" evasive maneuver algorithm.

In order to establish a baseline, proportional navigation along with well designed
low-pass filters for smoothing the seeker measurements was implemented in the simulation
and evaluated under the same conditions as the advanced guidance package. The navi-
gation gain was optimized to minimize miss distance,

To evaluate and compare the two guidance techniques (preportional navigation and
the advanced guidance package), numerous Monte Carlo analyses were performed for a
large number of engagement conditions. To accomplish this, over 2000 fly-outs per
guidance algorithm were accomplished with the aid of a digital comput-r. This compre-
hensive analysis allowed the generation of effective launch envelopes. The effective
launch envelope defines the geometric region in space from which the missile can be
launched and a mean miss distance of ten feet or less be obtained. A further con-
straint was imposed in that the standard deviation of the miss distance had to be less
than the mean miss distance. This additional constraint translates into a high con-
fidence factor of the Monte Carlo analysis. A minimum of ten Monte Carlo runs was
accomplished for each launch condition. If the results appeared to be sensitive to the
noisc distribution then further Monte Carlc runs were conducted until the percent
change in the standard deviation was within acceptable limits.

The missile and target were <c-altitude (3.035 kilometers) at launch and were co-
speed at launch (.9 Mach). fThe target performed its evasive out-of-plane maneuver
algorithm when the range became¢ less than or equal to 1.83 kilcmeters,

The eifective launch envelopes are depicted in Figures 4 and 5. Figure 4 shows the
case for % off-boresight angle (the off-boresight angle defines the ingle between the
initial line-of-sight vector and the initial missile velocity vector, therefore 0° off-
boresight means the missile was launched directly at the target). Figure 5 shows the
launch envelope for 40° off-boresight launches where the missiles' velocity vector
lagged the line-af-sight vector by 40°. This is considered a worst case launch condi-
tion for the missile. The polar plots of the launch envelopes in Figures 4 and 5
deprct launch range versus aspec® angle (the angl: between the injtial line of sight
vector and the targets velocity vector at launch). Fer instance a 0% nff-boresight, 0
aspect angle launch condition would be a tail-on shot; a 07 off-boresight, 180° o
aspect angle launch condition would be a head-on shot; and a 409 off-boresight, 90
aspceit angle launch cendition wonld he a beam shot where the targets velocity vector
would be perpendicular to the line-of-sight and the missiles velocity vector would lag
the line-of-sipht by 400,

it should be neted again that both guidance algorithms (proportional navigation and
the advanced guidarce) used passive secker information, however, preportional navigation
only uscd the filterved measurements of line-of-sight rate, whercas the advanced gui-
dance package used line-of-sight angle and missile acceleration measurements as inputs
to the estimator which provided estimates of relative range and relative velocity.

As can casily be seen f.om Figures 4 and 5, the advanced guidance law significantly
out-performed the proportional navigation law, especially in the close-in arena.
Considering that this was accemplished without additional sensor devices is a Sig-
nificant achievement in missile guidance devclopment.

CONCLUSIONS AND RECOMMENDATIONS

The results of this effort have clearly shown that the use of Cptimal Control and
Estimation Theory fer deriving advanced tzctical missile guidance concepts can yield
extremely high perfermance guidance algorithms. Turther, this can be done without
increasing the hardware requirements of the missile system.

These concepts alsn offer the potential for decreasing the sensor accuracy specifi-
cations without degradating the total system performance. This could result in ef-
fective low-cost weaponry. However, there is a limit to this process and no studies
have vet been pursued to fully explore this potential. This type cf study could bve
extremely beneficial to the Air Force.

It has also been shown in recent studies thz these te hniques are applicable to
solving guidance problems for fixed (strapdown) .cekers. More studies in the future
are necded to pursue this potentially high pay-off technclogy.

Thus far only the development of terminal guidance laws has been accemplished via
Optimal Control and Estimation. It 1s feasible that equivalent performance improve-
ments can be made in other tactical missile subsystem technology areas such as wid-
course guidance for beyond visible range missiles, pronulsion sysier design cspecially
in areas wherc partial thrust control is possible such as in pulse motors and Ramjets,
and 1n autop:lot design. The applicaticn of Ontimal Control and Estimation to these
areas needs to be fully explored.




In terms of mechanization, future work needs to be accorplished in thoroughly
defining the on-board computer requirements for realization of the algorithms.
Although these algorithms appear to be implementable in micreprocessors and solvable
in real time, the Air Force will not be able to fully deternine the potential pay-off
of these algorithms until this task is explicitly accomplished.

It should also be noted that the guidance algorithm presented in this paper is the
most simplistic of all the algorithms developed in this research program. Other more
sophisticated and more complex algorithms have been developed. These higher order
algorithms offer the potential for further missile performance improvements that will B
be necessary to meet future mission Tequirements. Trends in digital hardware techno- Lt
logy indicate that it wiil be practical to mechanize even the most sophistigcated of
these¢ algorithms in future air-to-air nissiles.

In conclusion, Optimal Centrol and Cstimation Theory, combined with modern digital

technology offer the potential for the development of high performance, moderate cost
tactical weapons in the next generation of missiles.
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DEVELOPMENT TESTING AND FLIGHT CERTIFICATION
TESTING CF TERMINALLY GUIDED SUBMISSILES

Ly

Jerrel G. Bland, H. Dennis Ulrich, Kenneth L. Wismer,
W. Dean Clingman and Cynthia K. Grenewold

BOEING AEROSPACE COMIPANY
P. O. Box 3999
Seattle, Washington 98124

SUMMARY

1he segments of an example Terminally Guided Submissile (TGSM) tactical mission are examined to identify those
guidance and control modes employed in performing the mission. Special control problems resulting from drop tesung
fromn helicopter carrier vehicles are also identified to further define the elements of the test problem. Boeing's develop-
ment test program for TGSM vehicles is then described, including descriptiors of our terrninal guidance laboratory
faciitues. Additional detatiis giver on the laboratory configurations for testing TGSM's using both IR and m:llineter
wave (MMW) serkers.

Deveiopment of the real tune Hardware-In-The-Loop (HITL) TGSM simulation 1s then summarized along with those
problems addressed through the use of the HITL simulation. The final section presents soine HITL sirmulat:on data gener-
ated during our Phase 11 Assault Breaxer Program. The data is analyzed and discussed 1o show its utilization in evaluating
TGOSM performance.,

LIST OF SYMBOLS AND ACRONYMS

TGSM Terminally Guided Subissile a Total Angle-of - Attack

IR Infra-Red RLOS Computed Yaw LOS Rate

MM Miloneter Wave g, Yaw L Rate Mcasured by Sceker

HITL Hardware-In- i'he-Loop 7 Pitch Plane Velocity

€ Acceleration Due 1o Grav:ty y Yaw Plane Velocity

A/B Assault Breaker 67 Equivalent Yaw Fin Angle

MFS Meters Per Secona ’ Yaw Altilude Rawe

TGL Terminal Guidance Laboratory v Yaw Attitude Angle

GH G.gaheriz 8s Equivalent Rol! Fin Angle

RF Radio Frequency P Roll Attitude Rate

LOS - Line-Oi-Sight ¢ - Roll Attitude Angle

YLOS - Computad Pitch LOS Rate TaBfy - Flight Table Pitch Gimbal Angle

'oe - Pitch LOY Rate Measured by Seexer TABLE - Flhight Tabie Yaw Gimbal Angle
INTRODUCTION

The Termunziiy Guided Submissile (TGSM) s a common element to many proposed concepts for attacking second
echelon arme:. (Figure 1.) This paper exarnines an example TGSM cencept some special considerations 1n flight testing
the TGSM, Boeing's approach to TGSM development testing, including Hardweare-in-The-Loop (HITL) simulation testing,
ang condcludes by presenting sorie HITL simulation test data.

THE TACTICAL MISSION

The TGSM mission considered divides into four major seginents which utilize combinations of Guidance and Control
foops. The first sepinent, "A™ 1s an attitude control mode used :mmediately after dispense and prior 1o initiating the
dispersal mancuver. Segment "B s a programmed guidance mode used to implement the desired dispersion. Segment
"C" 15 a search and acquisition mode which js functionaily identical to degment "A". Segment D" s the final terminal
guidance mmode used to intercept the target.

These segments dre depicted or Figure 2 and are further dreiined 1n the following paragraphs in the order employed.

Attitude Control Prior to Dispersal - Segment "A”"

This 1s the imtial function employed upon release or launci from an exarmple carrier vehicle, It may be attitud?
rate control only, referenced to the launch or release attitude, or it may be integrated attitude rate refererced to a pre-
set desired attitude such as horizontal or vertical. The TGSM considered employs a pre-set "vertical" reference attitude
init:alized from the carrier reference system just prior to launch. Accumulated attitude error is thus a function of the
initialszation ercor, the drift rate 1n the TGSM attitude rate sensors, and the elapsed time since imtialization. Accelera-
tion sensitive drifts 'nay also be significant derending on the acceleration or "g" loads imposed during the launch se-
quence. Attitude rate control is exercised immediately {ollowing clearance of the TGSM control fins &5 the nussile is
launched or dispensed and the fins snap into extended position. A short time is allowed for the T'GSM flight path to sta-
bilize and 1o clear the carrier vehicle before activating the prograrnined attitude profile to implement the desired dis-
persal maneuver.

LA Ll

AT

e b o L

LUl

g L]




[ [T IS BT T

L A i

Programmed Guidance for TGSM Dispersal - Segment "B"

The desired TGSM dispersal pattern for our example is executed by rolling each vehicie to a prestored angle and
then activating a prestored pitch plane attitude profile designed to terminate at a specific attitude and velocity. Imnitial
Assault Breaker "scekerless" TGSM testing utilized this guidance mode with a programmed series of roll, pitch, and yaw
maneuvers to verify the tught control system and the aerodynamic model.

Terminal Guidance - Segment "D"

Connletron of the programmed gindance maneuver 15 followed by activation of the seexer start search program
winchon teriteated at "acgustuen” Gegreent TGN Proportional gaidance os then utihized to home or: the acquired tar-
gt Guidance gain and response time are a compronuise designed to achieve the minunum nuss distance commensurate
with tne seceker angle tracking notse and the requirement for adequate stability margins in the autopilot control jvops.

SPECIAL DRUY TEST CON3IDERATIONS

The control problem can e furthe s cormplicated for certain types of TGSM testing. especially helicopter borne drop
P00 testing the [ hase I Assault Breakher $A/8) TOMNs Far the Boeng TGHM tests. dy nanne pressure

: wr-secord Gops) lauseh velotity T« gl of over 1 x 100
sramsimeters at the over 50 mps velag The result was a reguirement 1or a comrpensating gain schedule 1o
nAitaa: neal constant control eliective haut the 2rop test nussion. Maintaning adequate stability marging
thus reguired 3 very clese mateh betweern the p'er"ctod velocity-time prefite used te establish the prestored gain sched-
nje, ano the range ol actual veiodity -tene probies that may exist in 3 "rea: warld™ arop test.
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tHIS papern, OUr CONTE I IS RIrRAniy une ¢t guidance performance. We thercfore assume that target acqusition
has occarred and we examne those 1ests required 1o refine or verily the subsystem modeis in order to firahze the guid-
i control leop parammeters. ltinzation of these :ocdels and parameters in termanal guidance simuiations provides
we predictions and paraieter sensity tiies required to predict nuss distance. At Doeing these are
cr AL Compt stmulatiens atihizing matheinat:cai models entirely. Such simulations are forinulated
early v a pr\“- sraza and afe contirenily refined as wing tunnel te-is are completed angd individual components of subsys-
ten: ! arawais s avadabie {or modei vertication, As this occurs, the 1est programn enters
vhat we ga.i he Hargware-In-Tne-Leop™ (HITL) test phase.
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HITL SIMULATION TESTING

HITL sastlation testing cimgions ¢ versatne "reas Urne” sunulation with appropriave target and minsile mation simu-
Jators o accuretely dupicate the seeher-target dynamic interacion and the massile rotationai dynaiics. Tarpet radra-
Loi s proviaed ot the proper i S ETER T .u..\(l. and with the appropriate dynanacs and signature charucternistics
P e TGSA Larget secker Beang tested. Tests are porformed using hargware sabstiutions for diflerent subsystem
acls vt the final fi:ght cerutication testing \Lh.(h gtlizes the entire TGOSM unit as shown en Figure
ed 1 Boeing's Terminal Guidance Laboratory {(TGL) shown on Figures 4 and 5.
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P 1wl evabsaiee Ao e cerrent WANS rogianes Fapure 9 shows the MMW test faciiity used for the passive
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Sce The SeehCr LBpATE O BaitinCe accurady 18 praicarily a function of the angle and wngle rate track:ng no.se
e, e finad phase of fapht, MMW target simuiation faciiites were ceveloped irst for the passive mode which s
cinzivved by Bots Boemg Assaclr Breaker end WASE MAY Y sechers for this phase of fiight, Both seekers were deveioped
by the Soeiory Company an 2o snratn] oS tive mode for better tarpet discririnat.on and [anger acGaIsItion range;

cancreasng phint aose at cluse range with the active mede forces 3 switchever to passive operation which pro-
sach lower roose ievel canimnyg thie cracial finai homing.




e

e i i A s el s

25-3

While dynamic MMW target simulation for the active MMV seekers is desirable, Boeing's facility .. - providing this
capability is still in the design siage and is not scheduled for completion until late 1981,

Missile motion is simulated in the TGL with a thrce<axes dynamic flight simulator built by the Carco Electronics
Company. The flight table portion of this simiulator is shown on Figure 3 with the entire Boeing Assault Breaker TGSM
mourted for test,

Figure 6 shows the varian -72 computer complex wh, ch implements the simulation equations in real time and inter-

faces with the different laboratory simulators, the instrumentation and recording equipments, the TGSM being tested,
and the operators “onsole,

Laboratory Configuration and Operation for HITL Sinulation Testing

HITL simyjation testing utilizes the TGL facilities to excite the TGSM subsystems witn external forces and radia-

- tion which is designed 1o closely match the external stimulus that would be encountered in an actual flight.

Figure -7 depicts the TGL configuration for testing an IR secker guided TGSM. In this configuration, laser radiation
at the proper wave length is reflected by the two-axes mirror onto a spherical screen. The increasing angle subtended
by the target with Jecreasing range is simulated with the spot size controiler. Computed relative range and velocity
drives the spot size controller while computed flight path rotation rate drives the two-axes mirror, Detected motion of
the target spot by the table mounted IR seeker generates line-of-sight (LOS) rate signals which are input to either a
fhght control system model, or the TGSM flight control systemn hardware. Either measured or computed fin angle signals
are input to the aercdynamic model which outputs pitch, yaw, and roll signals to the ti-ree-axis flight table and mirror
and spot size controller signais for flight path rotation and range closure. The subsystem computer models are pro-
grammed to duplicate the known subsystem dynamic respanses, as well as deviations from these "mean” characteristics
to account for unknowns and to do paramerric studies for systern optimization. Externa. seeker noise can be input
with the twa-axes nurror, or electrically input and summed with the secker output signals. Different seeker blind
ranges ¢an be simulated by turning of the laser at different simulated ranges. The sunulation is initiated at some
prograirimed range and velocity which are inisaligned by various angular amounts to examine the effects of target
acquisitions at different ranges and over some band of search angles. Each run is terminated when the computed range
vector goes through "o". Target muss distance and various simulation parameters are recorded and used to evaluate
the TGSM being tested.

The facility shown in Figure -5 is used fr testing TG -M's using MMW target seekers. For this facility, simulated
target radiation s pencratec with an array of gas discharge tubes which arc programmed to provide the same apparent
target motion snd growth with rarge clesure as 1n the IR facility, Figure -8 depicts the laboratory configuration for
testing TOMMs with MMW target sechers. The IR and MMW simulation functions are identigal except for those associated
with controiiing the target siinulator. Figure -9 shows a MMW seei.., meunted in the MMW laboratory {Light 1 Hle.

The capabilities and constraints of the IR and MMM target simulators are shown on Figure -iG.

HITL Simulation Development

The initial Hardware In-The-Loop (HITL) testing consisted of open loop modeling tests on the major functional com-
ponents which are the autopilot, fin actuator, rate sensors and seeker {Figure 11). After each hardware subassembly was
flown in the loop with the others simulated in software, the subassemblics were added une at a time until the entire
missite was [lown in the hardwaie-in-the-loop sunulation.

These initial sunassemnbly tests consistea of taking sufficient open loop test data to obtain the transier function for
the assembly. The transfer tunction was then inpleinented in suftware that would run in real time. After all
subassemblies were tnodeled or sufficient design data was available to generate a nodel, the 1eal time sirmulation was
generated using acrodynainic data taken in wind tunnel tests and the in- el dats generated for each subassembly. By
using design data to generate preliminary models for hardware-in-the~loop simulation sottware, the software program
development progressed in parallel vith the hardware and was ready when the hardware was available. As each flight
configured hardware subassembly becarne available, closed loop test data was generated to develop a more realistic
inodel,

The resulting clased-loop models were then used to update the computer simulation, which was then used to evalu-
ate the cffect of the ypdated model on system performance. To obtain adequate performanca, system gains, bandwidths
and dead zones were first adjusted in the systein software model whish ultimately required TGSM tardware or software
mod:fications prior te the tinal fhipht ¢ -rtificavion HITL simulation test. As each piece of hardware was added in the
leap, the optimization process was repcated until all hardware was flown in the loop for the fina! optimization. This
final optunization involved repeated simulation runs to examine guidance accuracy and stability for the expected range
of drop test conditions.

Alter eaun actual TGSM drop test the flight data was reviewed and, 1If required, the hardware or software was modi-
ticd as we!l as the software for the HITL simulation. The optitnization process 1s continual as better modeling data
becormnes avatlable and the hardware matures.

Some of the problems siddressed by hardwar~-iri-the-loop testing of terminally guided subimissiles are:

1. Yecker ¢control loop optirnization
2. Seeker output filter optimization
3. Guidance filter optimization

4. Autopiiot software compatability
5

6

7

Autopilot hardware inadequacies
teexer software/hargware inadequacies
Actuator dead vand and nonhingarities
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Discovered hardware inadequacies can sometimes be compensated for by software and thus keep hardware changes
te a minimum. This occurred a number of times during the Phase Il Assault Breaker HITL testing.

The following section presents example hardware-in-the-loop test data taken in Boeing's Terminal Guidance Labora-
tory prior to some of our Phase 1l Assault Breaker TGSM drop tests.

HITL Simulation Results

Figure 12 is a top level block diagram of our example TGSM guidance and centrol loop. Initial HITL testing of the
integrated TGSM utilizes the entire missile 10 examine the stability of the autopilot attituae control loop, tirst for the
"attitude hold" mode used during segment "A" and finally tor the terminal homing made during segment "D". Figure 13 is
7 ume plot of the four fin angles from launch to ground impact as well as the six discretes used to sequence T(SM
events or record subsystem status. A study of the discretes shows thatl the tun is initrated with the "start gyro' discrete.
followed by the "launch” discrete which activates the TGSM digital autopilot program. These first two discretes are

input through the TGEM umbilical cable and would be generated by the launct control system on the heiicopter. The

"launcn' discrete would activate the launch mechanism.

The stored program allows a short time tor the TGSM to clear the launcher before firing the squib which punctures
the "actuator gas' bottle and activates the control system. For HITL testing, this discrete supplies actuator gas through
an external port into the Iin actuator system. However, a limited nurnber of HITL tests were performed with "live"
pas bottle squids thus using the on-bosrd actuator gas supply.

The “seeker searcin™ discrete s Jeiayed 1o perm:t u buildup of vertical velocity and dynamic pressure sufiicient for
e required mancuverabidity. A two stage “secker lockon' 15 used 10 ensure solid target tracking prier to closing the
pudance loops. A drop out of the "secker lockon” discrete just prior to the "end of the run” sign.fies that the seeker loot
traca on the target just prior 1 ground snpact. Thos "break ook condition near snpact 1s ot uncommon as the angle
Aabicnded By tie target exnands exponentialiy near ympac:. Examining "miss distance” sensitivity to the range where
"bresk TOCK" oS 1 dn examipic oi e kind of trade studies permatted with the HITL sunaiation.

Froactiaty for the run depicied on Figure 13 was retatively well behaved. Duning the imtial fhight with low dy -
nanne pressure, larger hinangles were required to maintgin athitude controi, As dynannc pressure built up, ths [in angle
activty redused i magmitade until the Miock-on" transient when the guidance loops were ¢losed. Ones this transient was
passad, fanachivity again settled down, but not to as Jow a value even though dynaie pressure continued to rise. This s
dae 1o the "angle rate tacking noise” on the gindance signals from the seeker. The samewhat large: angles on fr -1 and
plres g cormhination "prtcheyaw™ mancuver since the rassile s roll stabilized to a "G" roll
tue controd fios.

Faa 3 iast proor 10 rapact

cowhic s bisec Uy the angie betweer:

i}

I"rpure 19as a tutie plov of the three rate gyro outputs which regrsier the attitude rates resulting trota the fin angle
tustary shownon Fagure 13, The rates follow a sinular patiern to that extubited by the finangles except for the roll
axis  Here due 1o the lew moiment of inertia, even small fin angles produce significant roll rate actvity. Ut equal or
greaier concern wauld De any large roli rate transients that might eccur at taunch when the low dynamic pressure results
i atitnal control autionity, This cencern regaires that ciose attention be paid to the design of the launch mechan.sm
on the carrie, hehicopter as well as the proposed tac tical carnier vehacle.

The majer portionof HITL testing to evaluate attitude conteol loop stanthity can be perforined without the target
secker hardware, This can be accomplished with either “shorted" seeker inputs or a noise generator input 10 simulate
secker noise effects. However, to evaluate homing performance or TGSM impact accuracy requires first the seeker
hardware for exrensive open-loop testing, second a validaied real-time software simulation for all TGSM subsystems but
the seeker, and third, the entire integrated 1GYM vehicle tor final fhight cerufication to schieve o desired impact
ACCuLracy or 'miss distance”,

The open-loop seeker tests are designed 1o deterimine or verify the secker transfer function. The parimeters of
nterest are the frequency response and trackang limits, the hinearity or stabiiity of the scale factors for the guidance
signals, the bias and angic rate tracking noise on these signals, the sensitivity of these signals to temperature, TGSM
~thtude raie or acceleration, cross-coupling between secker output signals for the two axis, and sceker blind range and
its variation with the environment or target/bachground combination. HITL testing provides only limnited data on blind
range variations of output mignal sensitivity to temperature o0 geccleration. towever, it does per-nt an evaluation of
tre Mingds Gistance® results from such variations.,

Well designed seckers generally satisfy most of the homning requirements which are normally identified in the subzys-
ten or interface specification. Exceptions to this are the angle rate tracking noise and both cross-coupling and attitude
rale v ol Coupling into the gusdance signals. Thie latter parameter tends to be well-controlied for spinrung dish or
stabilized pladeriu seckers, but can be large for body teferenced or strapdown seekers.

High cross-counimg values are otten measured during imtial seeker testing, Normally the HITL sunulatien facilities
Pt an accarate weesyretnent of this couphing whirh can usually be reduced by comnpensation,

Angle rate tracking oise 1s generally the defiming parameter winch Jinints the actnevable TGSM torng perform-
oPspure 12 s aieeasured sanspie of angie rate tracking nose plotted as a poveer spoectral density. These curves
<y paraiicl the seeker fregaency response and show g sharp cut-otf an the regron of 15 to 20 heetzs Utilization of
trese agnal Tor TGSM puidance would further linat the pass band by adjusting the guidarr e filter downward until a
furtivr decrease increased the miss istance,

Such a puclance filter optinization 1s carried out using the secker hardware and the .alidated real-time software
seiation for the remaining, TGSM subsystems. These "closed loop" seeker tests examine the extremes of maneuverabii-
1ty recparesnents resylting frorn both large target off-set angles and minimurn acquisition range or horning time. The
resulting combi ation ol guiddnee pam and Hites cesponse s designed to provide an acceptable miss distance for the
agpregate of conditions and uncertamnt:es in the test or tactical rmssion.
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FLIGHT CERTIFICATION

Optimization of the guidance and control parameters during the HITL closed-loop seeker tests is followed by flight
certification testing utilizing the entire integrated TGSM vehicle. Figures 16, 17, 18 and 19 are examples of such flight
certification data. Figure 16 is a time plot of both the computed pitch Ime-of-snght (LOS) rate (Q LOS) and the measured
pitch LOS rate (3 ) from the seeker. Also shown are the total angle-of-attack (o) and the resulting pitch plane velocity
(2). Figure 17 preserts the computed yaw LOS rate (RLOS) and the measured yaw LOS rate (g4 ) from the seeker. The
yaw plane velocity (y) resolved from the total angle-of-attack { @”) is also plotted on Figure 17. Figure 18 is a time plot
o _of the Equivalent Yaw Fin Angle ( §y), the resulting yaw attitude rate (Y ), the integrated yaw attitude angle (¥ ), and
- “" ““the Equivalent Roil Fin Angle (84). Figure |9 presents time plots for the resulting roll rate (P), the Integrated roll

argle (¢ ), and the pitch (8 1abl ?and yaw () table) gimbal angles from the three axis flight table where the TGSM is

Lk
i

mounted.
N An examination of these HITL simulation data plots shows similar behavior to the fin angle and rate gyro data
- - - presented on Figures 13 and 14, The computed roll rate (P) is a close match to the measured gyro roll rate. The meas-

- ured gyro yaw rate and the computed yaw rate ‘r) are also Ziosely matched, including the lock-on transient which origi-
nates on the seeker yaw LOS rate signal { 0 ) shown on Figure 17. While the computed signals "RLOS" and "QLOS" are
n ot used in this simulation mode, they do provide an indication of proper seeker operation. A comparison between the

-computed and measured LOS rate signals also shows the significant modulation resulting from the angle rate tracking

noise as shown on Figure 15, While this noise is producing rather large roll rate oscillations, it is no more than 13%
of maximum rate, and the resulting miss distance is acceptable, Reducing either the autopilot or guidance gain would
reduce the rofl oscillations, but would increase the miss distance. Increasing the gains might reducs the miss distance

! but the roll oscillations would increase and further reduce the roll loop stability margins. This would increase the

H risk that a combination of vehicle parameter uncertainties, operating conditions, and a noise spike on the LOS rate

! i ” signal could drive the roll loop into instability and loss of control thus greatly greatly increasing the miss distance.

g

L g <

4 CONCLUSIONS

The use of real time HITL simulations for development and flight certification testing of TGSM vehicles provides a
versatile tool for evaluating both the subsystem components as well as the integrated vehicle.
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Figure 3. Dynamuc Flight Simulator Vith TGSM
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Figure 3. MMW Laboratory Flight Table With MMW Seeker
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Figure 10. Millimetre-Wave and IR Target Simulator Facilitles (Capabilities and Constraints)
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CLUTTLER MODEL VALIDATION FOR MILLIMETER WAVE (MMW) SLEKERS
by

R Salennine
Air Force Armament Laboratory, DLMT
Uglin Al Foree Base. Plonda 32542
(904} A8 1-3344

and

1 Bowyver and R Merritt
Systems Controq, Ine.
PO Box 130
Shatimar, Flonda 32579
(W04) B62-S9KE

ABSTRACT E

b thic development ot cnllimeter wave MW seckers for tacticat weapons apphaations,

a lugh hdehty sinulation ot the secher, the targets, and the clutter backzround can greatiy

facthitate liardware developmeat and can help to prodict resaits from secher Thaht tests, In :

order te genclop ths g tidehty scselion ot lonmetm:s: on the nstaee o the clatier

il

backzround miist be obtamad to ensaic o vaind simulation. T purpose of tes papes s to
discuss the way o which the chatter background s bemg modeled o the MMW seerer
sitndation curivnby wndei dosclupiieint vy Syatonn Contionl i (SCD tider contiact 1o thic
Atr Forve Armament Laboratory (AFATL) and 1o discuss the chutter measurement data

wlhich are required m order to vahidate tisese chatior moddels,

I the cluttor modeding process.an empical approact: s used m o which deternimistie
R i

map dars are usad co estabhish homogencous terrains subareas. These subarcas are then

revivsented, statstically s with a spatal distibution tor the median clutter backseatter from

cach cell and atomporal distnibation Tor the samtiblation wroupd tUos m=diom T addiaon, a

spatial cerrelation s appticd tothe miadian backscatter tor adjacent velis. To vahdate these

clutter models: tae pramary metnod s to use the statistios wineh are derived trom measure-

mentdaty over 2vancty ob detfterent tertam ty pes toveatty the statistios in the clatter model.

A alternate method i to compare thic actug secher cutput from theht tests over a specilic
test sty (o e utput of a sinualatzen o tins saie tost fhights The 1egquirement for vahidated
clutter models has led to the estabhisluinent ot an extensive dduiter nesasurcements program oy
AFATL. 1 he roquirements Tor this micasurements program have been established Lased on the
cutter parimeters windt: most be vahdated and projected e Tt conlgurations of tacticad

sechers whicl are curreatdy under development.
1.0 INTRODUCTION
Frie Sovictnnitary thicat i Lastern Larope requires thal NATO Torees be prepared 1or armed conthict at any time

ot the day o might darmg ali scaseis of the year. The environmental conditions which exast ror lengthy periads of time

i that arca ol tie world neaie it Lavhiy dearcable that weapon systenis possess idverse weather capabilities. Current
) i )

renkded weapons Bave the aesired adverse weather cnaracterstios, ot do not bave 1h

ouraey reganred tor tag

o Lserand other optical pinaance sechers have excellent rescintion and sccuracy  hat exlabat poot adverss

wether charactensues. Deang tecent yearsumprovie:e sosolution and accuracy tor tachical weapons under wlverse

seather conditions have resslted i sigmhieant interest in the development of Millimeter-Wave «MMW) termeally andad

seekers Tor use against armored tareets. These very highi radio fregueney systoms have petental tor immproved reselucon -

witih reduced size and werzht relative to ndar seekers presenth an the opsrationai mventory . wlile maincanme eacellent

aaver o weathier denstrabnhity not tound s plicad sy st

Tecappart the development of MW r-tosasdace woapons, the Ao Peree Armament Taboratory (AFATE Y has
sponsoicd o proveam with Systems Control, Frcsof Palo Aito, Catooaeveiop o detiled Getection simalation of MMW
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sechers, targets, and background clutter. This simulation allows the weapon systen designer the fleaibility (o investivate

~current and future MMW sensor and signal processing techniques without the expense of a hardware development and test

progranm.

Ftas recognized. however, thuat any simulation is limited by the degree to which it can be validated with experimental
or flight test data. The purpose of thas paper is to describe the MMW seeker models. the data which is being used to
validate these models, and the vahdation resuits which have been obtained to date. The primary data source tor valida-
tion of target and background models is radar terrain signature measurements. AFATL is presently planning an extensive

MMW signature measurement program to obtain the necessary data to complete the modeling activity. In general, the

mcasurement community has been enticised for collecting data that is of Little or no use 1o the user {(modelmg)
contmunmty . To ensuwe that the required types, quantty, and quality of measurcment data are collected to support the
modehng task, modehing personnel have been mtegrated into the signature measurcinent proprains. These personnel have
provided inputs ranging Trom < esefection to dala cabibraion, as well as the data reduction and catajoging ol signature
measurements. The Swenature cosvrement program will e discussed o later section.

The detection simulation under development is partitioned into three major modets: Terrain, Sceker Data Stream,
ard Secker Processme Maodels, The Terrun Model aliows the construction ol a seeker-independent clutter map consisting
clteiram iy pos o vatous shapes T he map asadoaded into resolution cells (paiveiv) correspendimg to the highest resolutie n
Lieat any of thie sechers o b cvaleeted canacineve . Foreach pixel, random clutten is generated trons the distobuton
assocntted watl the terman ty pe o winen the pivel belongs Tareets and fadse tareets can be stratepically placed on the
rap. Fhe Seeker Data Stream Madel Bhrers the ternn clutter map to achieve the secher resolution of mteresi. {he

traped tory e spredrhied andg the mees and seeket are sel mto metion over the map. As the seeker sweeps back and forth
et Do Tersaom map, asenndated o

Mode! hilteis arc

L sirea s s pencrated cmnudatinge the seeker detector output. The Sceher Frocessing
st IS the detectonr caitpat Trean the Seekher Date Stremm Maodel m g nimner consinstent with the

togic emniayed by e secker being

mudiled, Wihenever the processed dati satisiies alb the seeKer targe? ofitesis g detecs
tonas de lareds T then detorn mes windho detections are tareets and wlnchoare Tabse alarms und Keeps track thiroughont
e stnubate 4 1:2hit

20 CLUTIT RMODLL DEVELOPMEN]

In order to sinuiate the detection ot hard tareets gsach as tand s) i a cutter background by a Mithmceter-Wase
MW ecker, an accurate representation of that clutter backgrownd is required . Tie mam thicust ol Lins paper i a
deseription ol the approach which was taken m modehng the clutter', with a clear dennition ol the assumptions
nade, and discussion ot the work accomphshied to validate these assumptiotis.

2.1 Terrain Modeling Approach

The techimques Tor representing clutter in g MMW seeker detection simulation can be divided into three basic
approacies

Deternnstie clutter maps creal data)
Fmpanical dutier maps (real terrain feataies wath statishical subarcas)

Stuistical chutter muaps.

e determmntie clatter maps, sinee thiey are real data, provide the hiviiest frdehty source ol inpuat to the MMW seeker
detectom smafation . Beeavse these maodiels are actaal data they proside an excellent baseline to compare seeker system
prrtonmance, o srovidy g vabrdateon tool for the more Nesabie stetistical modeds, However, these meps imbose the
Eratation that the sevher simulation mast e ran at e same pataneters (such s depression angle. range. wnd Thght pathy
as those Tor whach thie gimal cletier data wore taken Tins s the amount of parateetnie pertornsance studics which

cais oo

Foe cmpin cintber naap s one sy owinenh real terns cdge feataires sach as tree hinesssimall patches ol woods, roads,

et nodeled determnsticolls vcad data and G latrer wathan e mvagon subaicas s represented statisticaln . An

cnanapls ot anempan al vlatter g s the lard Gogset sithmg g grassy hield et tooa lake th 1y The advaintaee 1o this

e ol sk s Uhal pasac e sisulion s cas vasily beomades and the resalts con bevalidated wath real An

. \
s s s st g Sec b 8

Fhre statintcan chabies vy aic Phe s as the cmpn e ai e e ips oxnee U gt The ey subares cage Tealiines

aie bobaley conerate-Dstatistically o T Eas Cocinmsae Bas Lne adv enibag e of ey casier Te prosiuce on tie canspuler, oswese,

canet beosabilated avasst actosl data frons a specilie terpan area - Al simudation of seeker perlormance avoinst

st H

s paratlel to the dipht path or roadsois not teasible The

o b dscontmnties seeTeas b lenes Gprerpendaead

Eotal stabist i prec o osob- e ey coedoen Boehies nod sepresentalive of e aetual fewtures

2.2 Clutter Sttty

Fo e MAMW 0 s etectien sonlate - Sdvime Deslee e cmpincal oo chrticn maps s esed as v ot




For this type of model. the assumption is nade that cach subarea can be generated independently, with the statistics
representative of the type o terrain being modeled. Euch subarca 1s assumed to be homogeneous; that is, the statistics
within a subarea are the same for the entin. subarea.

The clutter map is gencrated as an array ot clutter resolution clemeats (pixels). The radar backscatter coefficient lor
cach pixel in a subarea is assumed to be i random sample trom a Rayleigh distribution, representing the temporal
Nuctuation Geintillation) o cach cutter resolution cell. The mean backscatter coefficient for cach pixel is, in tum,
assumed 1o be a random sample from a log-normal distribution, representing the spatial fluctuation of the average clutter
level within a given homogencous arca. In addition, it is assumed that the spatial clutter statistics are not indepenaent
Trom paxe! to pined, that s, the mean backseatter coclticient for adjacent pixels is correlated. This spatial correlation is
assamed 1o have the tormy ol g 1/ spatial power spectrum.

|
i
3
|
|

Rased on these assumptions, wlhich are obtained from carly ¢lutter signature measurements programs? . the clutter

map can be gencerated, on osubarea-by-subarca basis, as shown s Figure 2. Eaciv ol the Tiltered, Gaussian clutter samples,

represenied by the density Tunction
: PXy = (153,/Tm0) exp (X¥/20?)

A then transtorned by the expression

i v = jgXx:io

to produce, Tog-normaily distnbuted clutter whnciis charactenized by the density Tunction

Py ) 10 Jog te vy Tao) exp ¢ 010 logtyy — ) 2edy .
Lhis foslinear transformation causes some distortion of the 1 spatiod power spectrinm, however. it has been shown?,
foa [iest approximation, that this distortion s neghgible.

Forcach o thie spatial detter samples o the chutter map, o temporal fluctustion, or semtilfation, must be
mtroduced, Foranarrow-band traosmt wavetosm this Qucutation is chaactenized by a Ravleigh density tuncton given
Iy
H PEN) = (X/0%reap (- N220%)
where o s deternimed by the sample tfrom the Jog-nermal distribution discussed above.

For those seekers i which o wdebund transimil wavetorm is processed non-coberentiy to reduce the amount of
scintilation, the assampton s made that the temporal statistics are the average ol a number of Ravicigh random vartables.
Using the contral himit theorem, it can be shown that s statistic can be approsimates witiva Gaussian random variable
with the appropriate mean Bachscatter coelGicient and with the varncee reduced by the number of degrees ol freedom i
e Jrequency avefagnig wavelorm.

3O CLUTTER MODEL VALIDATION

' Altiiough the asumptioas descnibed in Section 2, concernmyg the MMW Clutter backscatter statistics, ate based on
1 ¥ i &

3
E
E|
3

provious meassrements: only recenth has any attempt heen made to validate these assumptions usimg data at MW
b trequeraes? s Comently tis validation is bemg pertormed using two dillorent approachies. One ol these s to directly
estinuate the appreprite statistics ol chutter backscitter from MMW backscatter dat taken by LY oln Laboratory at
} Yo GlEnan carhier program®. The other valihation approach i to compare the output of a seekh -z simulation, Nown
A st asspectbic target area, to the oatput of an actual seeker Crom g captive 1Tight test. The results of these two

approaches are discussed in Secuions 31 and 3.2, respectively.

il o,

30 Maodel Validation with 16 GHy Clutter Backseatter Data

The data desenbed in this section ol the paper were gathered over the Stockbndyge tost site near Rome, NY. s
site was conbigired as shown i the mep ot Figare 3, wath the woeded arcas represented by e cross-hiatched soeas, and

: identiiabic pomt targets represented swith o number .
. .

: Fhe data swere gathered with o 1o Gz radar operated by Lincoln Laboratory, This s a pulsed radar with a tange

"-‘ resolation Casiee pulse compressiond of 885 Moand a PRE o1t 3 Kz (ypically). “The total pulsce-to-pulse agile Sandwidth

ol the radar s SO0 MELZ covered ma 32 steps. Phe ant=ma produces o fan benn wihneh s ciecttonically stecered inaznmuth,
with o 33 depree aznmuth beamwidtn and a 20 degree clesation beamwidth,

i

) Five dataare vathered by ving the radar at an alGlude of 330 meters and rapidly sweeping the beam, i azimuth,
A‘ across those arcas 1o e mapped The resulting video stenab s thien sampled every 1O meters 0t range and every
1
H
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0.25 degree inazimuth to produce clutter maps in the format shown in Figure 4. This is a map of clutter reflectivity, .
—which is the clutter buckscatter coetficient divided by the sine of the depression angle (0g;sin ¢). The reflectivity

values for these maps Qave been averaged over the 32 frequency samples, and the high RCS valucs arc shown as the dark
arcas on the map. The depression angle tor these scenes range from 21 degrees at the long ranges, to 50 degrees at the
short ranges.

Amplitude statistics o the radar reflectivity, v, have beea computed for severat dillerent subsets of these clutter
maps. At this time, only the spatial statistics have been estimated: that is, the reflectivity in dB from cach pixel has been
‘averaged over all 32 frequencies to obtain an estimate of the mean retlectivity for that celt: Then the cumulative distribu-
tions have been computed tor these mean reflectivities. The cumulative density Tuaction for this average tor different
pixels is then plotted on Gausstan probability paper as a function of y m dB. Examples of these distribution functions
are shown in Figures S and 6, for woods and grass respeetively, With the assumption that much ol the clutter tuctuations
due o independent frequency samples have been removed with the averaging process. these curves then represent the
spatial clutter statistics. The reason lor plotting the cumulative density funiction on Gaassigt papet is to deterntine the
qualitative goodness ot {1t to a log-nonnal distribution, represented by a straight hine on these plots. The median y tin
dBY. woand the standard devigtion of the log v values (in dB), o, Tor these areas are shown un the curves,

Frem tiie plots ol the comulative density Tunction, (Figares = amd 0y 1t can be seen that most of the data appears o
fit o log-normal distnbution. For some of the data analy zed . the ivicend o1 the curve flattens out. Fois unclear at thns
point winy, but this cllect nught be attributed toa Tew Targe scatlerers, er “poml targets™, witlan the supposedly
homogencous arca winch was chosen Tor analysis. Follow-cn analysis usiiig controlled terraim areas will be conducted to
resolve tus issue, Also,a reduction i the slope o1 the low end ol sosie ot the curves, as snown i fagure o,1s typical of
sesor noise cliects beiny the predomizant Gactor. howeyer, approscinite Caeuiations ol expected siengl-to-noise ratio
(SN tor tiss seasor imdicates thuat it should not be nose Timited for the values of Backscatter coctiicient shown o these
curves. Fortunately the Tow end ol the curves is not ot great interest to chutter modeling 1or Girpetin-clutler systems
becuuse it is only the largest clutter values tiat tend to be detected as talse targets

Work whnch remains to be done s to calculute o quantitative “goodness-ot-hit™ o the data to the log-normal distribu-
ton s well as others, such as the Wabull distribution. Also, the frequency santillation statistics about the freguency
mean G be estimiated., by tormie lustograms for Gie 32 trequency samples tor coch pisel, and then aseragimg histograms
over g nimber of pisels v given iomogencons Jarei

In addition o compating the amphiude statistics ol th wmy of the clutter was estimated
hy computing the spatial power spectruom of the reflectivity (). Frequency averaging was performed to remove as imuci
seintlla i as possible. Retiectivity . not tog-retlectivity . was used in this analysis, aind, tor simplicity, the overall mean

spabial reflectivity was subtracted from the mean reflectivity tor cach clutter cell before the spectrum was computed.

Eaamples of the spatial power spectium for the woeoded subarea whose statistics are shown in Figure § are shown in
Figures 7 and 8. These are the acimuth and range “slices™, respectively, from the two-dimensional spatial power specttum
ol the clutter. Also shown on these curves are plots of the Tt spectrom wiieh was assuimed for the clutter models
deseribed in Section 20 FCcan be seen that for the azimuth shice, tius s o good assumption: while, for the range slice, it s
ot For this reason, aore work remiains to he done m validating the ciutter spatial correlation for MMW clutter back-
scatter. AFATL is planoimg an extensive clutter background measarement propram which will be discussed in g later
sevbion. Analysis of the data collected doring this program should allow the conlinmation ot these assumptions.

3.2 Maode! Vatidation with MMW Seeker Test Data

e second approgch to clutter model vabidation whichi has been ased ean this program is te compure the simulated
secher output 1or aspeciiie terran ared to the actual seeker outpat for o captive thght test over the same terram aca
The clutter and secker paramcetens i tie moded were then vaned, paramcetnally, antid the simuluted and real Jata

ntched

Onie ol the terram arcis chiosen Tor ths vabidation process was g spectbe site on Range B-70 at Lghn AFB, FE s
stte s represented sehiemabicaly s Ui oap o bigare 1o Phese teatsires e ased to generate an empinical cliatter map. wnd
thase cutter date aie processad Girough o simuodated secker to obtain a processed output i o tormat shich s the same as
secher Boint test datas The ontpats ot e siodel and the seorer dataaee displin od e tie Tonm of tiaee-dimensional
Chatter s as s e Bpnres Oonnd YO Jor the seeker e the moded respeclive!s o These plots epresent a range-

dazeinnthe piot of tie seeker tor medely outpet 1o aosmede scar ob the antenng aeross tie Lar, b aten

e plots o Freare 9 gnd 1O e wepiesentative ol the end ol the validalion procedures atter b was determaed tha
utter backseatte: cocthicients o = P dBan m? 1or giass and - 30 dBsin m® or the luke were reguiied to mateh the
outpats with e standarnd deviation ot TS AR Phese vabidation sesults are predicated on the assumption that the
Clutter donsity taection fon e varesi ternsonm Uypes is Known, so et the statistes are net validated o this process. e

paramcters witici can be saned camd partobiy vabdatedy are tie medran anag jog-standand deviation ol tie dificrent ty pes
ob clotesand tee s bl copcliion Tundtions Feaddition, this salidation procedune holps o sepatate the secher

depeaaent terms sich as cecenver nose and calibration uncertaintics, Irom the clutter<lependent cticots




4.0 BACKGROUND/TARGET MEASUREMENT PROGRAM

To provide additional clutter background data necessary to complete the validation of the MMW terrain models, the
AFATL 1s conducting an extensive airborne, MMW radar signature measurement program: The objective is to obtain high
resolution, well calibrated MMW target and background signature measuremen* data which will support design and

development of advanced MMW seekers and target acquisition algorithims; this will be accomplished, through the use of the

measurement data, to ensure a thorough undeistanding ot targets and clutter characteristics as they apply to the modeling

and analysis task.

4.1 Measurement Data Requirements

The requirement is to coliect enough data to alfow characterization of clutter background returns. The major back-
ground types to be collected are-

- Forest -- Rugged Terrain

-- Plowed ficlds — Roadsides

- Rocky fields - Embankments

- Grass Tree lines

- Smooth, terrain — Single and small groups of trees
- Rolling terrain - Natural false targets

The measurement program calls for the collection of 200 scenes in which homogeneo s backyround areas of the
required types can be found. Those kinde: of false targets expected in operational scenarios, such as fences, rai'road
tracks, bridges, farm houses cte., will be included. In addition, measurement data will be collected to establhish s2asonal
and weather effects.

4.2 Measurement Locations

The primary thrust of the MMW sceker development is an antiarmor, Zuropean battlefield scenario. Measurement
locations were chosen to mateli European chmate and topographical features. The program calls tor MMW measurements
at one site in the continental United States (CONUSY and two sites in Europe. During the European deployment both
MMW and Infrared (IR) measurements will be collected concurrently .

The Northeastern United States has been identified to replicate climate and topography (plains, mountains, river
systems, and vegetation, inciuding soft and hardwood forests as well as pastoral and agricultural fands) Jound in Europe.
Fort Drum, NY has been selected as the CONUS measurement site. 1t is located North of Watertown, NY in the North-
cast region of the Continental United States. Fort Drum and the local area satisfy all the factors considered, except the
spatial distribution ot background types found in Last; West European border arcas. However, it is unlikely that any
other CONUS site would be better in this regard.

‘T'veo measurcment sites have been selected i Europe. One i the Northeast German plain end the other in the mid
to Southeast region. Mcppen near the Nethetlands border has been selected as the Northern Geeme n plaimn site.
Landsberg located approximately 50 km from Munich has been selected as the test site that is charactenstic of the more
hully Southeastern region of Germany .

4.3 Measurement Parameters

The background. target signature measurements will be collected using two active (radar) sensofs operating in the
frequency regions of 35 and 94 GHz. These rudar sensors will be instadied in an airborne platform (DHC-7 A Caribou).
The aircratt will be lown at low speed along a race-track course  Both sersors will be pointed at some liaed depression
angle out ot the rear cargo door and simultancous 35 GHz and 94 GHz measurements will be made. The pencil beam
antenna will be scanned in azimuth o illuminate a swath on the ground which wili be 100 meters wide. The scene is
developed by bush-broom scanning. using the motion of the aireraft, to cellect data along a 2500 7500 meter scene.
Due to the 100 meter measurement scene width constraint, som - data will be collected from adjacent swaths to provide
data Tor mosaicing to form larger terrain maps. Sensor data and pointing information will be digitally recorded as the
sensor scans the scene. o addition to the natural clutter, calibration corner reflectors, benel marks, and man-made
targets of interest will be placed 1 the seene. A ground truth van will be located near the target area to collect meteoro-
logical data.

Measurement data will be collected at 12, 30 and 75 depression angles. Expected resolution area (3 B, two-way)
determined from radar beam footprint size (beam limited ) for a constant siant range is given in Table |1,

Roth radars sequentially transimit linear and circular polarization, and receive parallel and cross polarization.
Uhe polanzation is switchied fast enough so that for cach pass all polarization information is available. The 35 GHz radar
sensor has a total bandwidth ot 512 Mz covered in o steps of 32 MUz each. In addition, the transmit waveform can be
swept in trequency across the 512 MHz band. The 94 GHz sensor operates only in g wideband noise mode for either
bund limted (50 Milz) or wideband (240 Mtz)y operation. Both radar sensors operat® primerily in a noncohierent mode,
however, tie 35 GHyz system can atso operate coherently to gather data applicable to MT1 analysis.
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TABLE 1
Sensor Resolution

9 GHz System

Depression Angle Resolution Arca -
is5 3o M?
30 oY ME
12 1o.60 M?

I3 GHz2 Svsrem )

Depression Angle Resedution Area -
78 1.5 M3 B
30 357 M2 .
12 28,1 M? (4 M range gating)

4.4 Data Reduction

Raw datu collected i the Tield will be processed to reduced form and put in o computerized data base at Lglin AFB
tor use by Governmental and Dol) contractor personnel. Reduced data s defined as scales, calibrated data which outside
developers can use with high confidence and minimum data explanation.

I order to easure the quality of the data. a fairly extensive set ol data checks and calibration procedures have been
established. During the data collection fhights and immediately atter cach Might (post-flight). quick-look data analysis will
be daveomplishied. Data imontoring cquipment will be employed on the aiecralt for real time monitoring ot the digitally
recorded header records, system noise measurements, apparent sizeal-to-nuise ratio, and the gquality of the measurment
date.

Ihe vadar cibration approach calls tor both sensor and insscene caibration. Each channel (amplitude and phase.
for cach polarization) will be calibrated prior to and after cach mission. This will be accomplished by recording an
mtermal scforence sienad aid el froi calibrated reference corner reflectors placed in o special array on the Night hine
In addition to the sensor calibration, additional aids wiil be provided in the scene tor data calibration. To serve this
purpose an artay ol calibration corner reflectors will be placed just before and or alter the data collection ground scene.
This array incliades 29 reficctors with live different RCS values, [tis expected that processing of the im-scene reference
array Jata, combined with the pre- and post-flight cahibration, will result in absolute measurement data accuracy ol better
thun * 2B

e 1o wieeratt motion, the spatial distnibution of the data is skewed. Using inertial intormation from the on-bourd
nertal navigation syste, and mescene optical beneh mark data, the digital background measurciment data will be
corrected.

All ot the clutter datao will be analy zed before it s cataloged to produce, in addition to clutter maps, the mean and
vanance of the spatial and temporal clutter distributions, and the spatial correlation function. These paramieters will be
computed tor cach dentitiable, homogencous subarea in the clutter array. There will be a data set generarted Ior cach
trequency, depression anele, polarization, and scene type. These amalyzed duta will be entered into the data base.

4.5 Measurements Data Base

To organize and make available to the user community the MMW target and background signature measurement
Jutal AUATL isdevelopimg a computerized data base. Currently the data base exists for infrared (1R) data and 1s
currentiy bemg expanded to mclude MMW duta. Tne Target and Background Information Library System (TABILS)

s a computenzed directory allowing other Services, Dol) Agencies and contractor personnel requiring MMW or IR
mcasurcient data aceess to the AFATL data base. The TABILS directory system allows casy identification of specitic
unaque data by the nsers Measurement data con be identified by target or background type. frequency. polarization. data
handwidth . seasanai or meteorological characteristics. This directory as accessible through remote computer terminal to
the Febin AT B Math Laboratory - Atter required data have beendentiticd through FPABILS, users request the desired
datas A dintal tape will then be penerated and sent to the requester.

5.0 SUMMARY

Ihe Aar Foree Armamcent Laboratory has sponsored the development ot MMW seeker, target and terrain models.
I hose anatyticadl tools are boemig used to evaluate current and future secher system designs 1or the purpose of advancing
MMW rechinalozy i the area of antiarmor apphications. The Key to lesibrle, realistic simulations are accuarate statistical
clutter Fackscatter models. Based on gquabitative work accomobishied to date st appears that the seatal cumulative density

— e =
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i function fits a log-iormal distribution. The spatial correlation function has a 11 spectrum for an azimuth slice of the Pooeg
. . . . N . . 1 =
| Juta, but gqualitatively this does not appear to be a good assumption for a corresponding range stice. Vhe data which will Cos
3 { be available over the next y2ur from the terrain background signature measurcimients program will greatly facilitate the jo-ag
1 ) development of realistic terrain models. i
b 1 H
3 ! '
! |
; REFERENCE !
% ' i Smith, F.W. i Millimerer Wave Target/Background Modeliig, Eighth DARPA/Tri-Service Millimeter Wave
: i Pearce, H.M. Conterence, 3--5 April 1979. ' -
3 ’ 2. Currie. Radar Millimeter Buckscatter Measurement, Vol l. Snow and Vegetation, : 1
= ' et al. AFATL-TR-77-92, Georgia Institute of Tectinology, July, 1977. P
2 3 " Millimeter Wave Maodeling and Analvsis, Interini Report, Systems Control, Inc., January, :
1980.
= i
4. Vote, F W, Tactical TargetiClutter Signature Studies at Ku/!Ka Bands, Eighth DARPA/Tri-Service
E i Millimeter Wave Conference, 35 April, 1979.
? i 5.  Stovall, R.E. ) Ku-Band Ground Ciutter Data, MIT/LL Report, November, 1978.
4
£
3
£ E
£ . :
Eog
H i z
i N
Lo

T TR Y W T TS
I

il ool
B
'

det lir

bl
.

e - )
e e .
SE et S PSSP N ey = .




26-8

——

604

360] | oo e

1004

501
. FOND
-30 &% . . e e e i
M0 s -1 ap T
) |
R F P
» E ygoi!
n T 130
C E £
£ R L :
s s *
TARCLT
1% deem, 5 = & 4B
1207 L,
HACNCSHOUND GEASS
64 1o -18 4B, § = 1 &b
o — ey —

3 1 10 20
3 —_—ts
E 0 100 200 300 400 500
3 YETERS
N 3 ALIPUTH
= |
Fag 1 Clutter map leatures
3
; 3
| !
; g
o :
i 5
be
|
!
i
!
[ L}
: . N L
1, SUBARFA FILLED WITH SUBARFA FILLED WITH
o GAUSSIAN NCISE GAUSSIAN, 1/f NOISE
(b) ()
) Fig.2 bmpiocad clutles map generation




26-9

| W/ /Y

e

FCRESTED
AREA

-1 .
. 300 18 i e a0

' SLAE - ¢ZTZIRS

Frg. s Stockbndee target array

o - ——

Pagd Clutter map tor oue snapshot ol e stockbrdge array




LAIRNS ASSEITE 10} LONAQUINP daprgeiun ) - gl EAEQNS PAPOOM 10) UONNGHISIP My g

1 Z- g- ut- hi- 8(- - i (A 3- or- wl- 8- -

em o em e —2000° - . — e e e ) 20007

B S . 2 1 B

n
U GO S G

1 =z v
1 ¢ {1 ¢

/ 1w 9

R '3 e e e -1 ¢
i g9 \ 9°

| A 1 -

g . | ¢

. - -
e 0°Z 53
e £y =1 °

~

) hd 1 SNt ®

e 0§ = ?

8¢ 9[- = 2 ° :
2 sv4o  ®
= S5V e~

] con
3 666 620
-
I . Je— . i n e — . W n MGl T eme < .v. e e ey l!l;n\‘u.!, . v . RS .s:,ilé“lxﬁu.}-‘,.r;,i .-

il i Lo — . . o ; N "




RELATIVE AMPLITUDE

RELATIVE AMPLITUDE

. s e = e

—_——te———m e

0.6

0.4

1.0

0.8

1y S

Spatial powcer spectrum tur wooded subarea (azimuth dimension)

AZIMUTH

X '!\\ 1/f POWER SPECTRUM
‘ v
\

A

10 20 30

NORMALIZED SPATIAL FREQUENCY (CYCLES/509 m) ;

il RANGE

40

NORMALIZED SPATIAL FREQUENCY (CYCLES/566 m)

Spatial power spectrum Tor waoded subarea (range dumension)




20-12

-190 -49 90 250.0
— _ A _| 114 200.0
[7,)
[+
: AR L I 150.0
g g
‘ 5 100.0
<
-
4
50.0
5 1233
215
: 1197
: RANGE
(METEXS)
| ~190
AZIMUTH (MILLlRAD)
iz Secker clutter map output ;
190 -49 90 250.0
; -
E , I i — 200.0
, B B
; . o |
1 = 150.0 ;
A g I '
v =, i 100.0
o g r r
) g | | Y ! l E
v HEEEN . 50.0
i e
| el
i A A 1197 :
. K V1179 ;
: = A ) 1161 z

| SR A B s
G r; 2 1089 -
l ,

e
v 1/ 1071
3 4 17 1053
5 : 1035
-190 -49 c0
é; AZIMUTH (.“.ILLIRAD)
£ k 210 Sunulated seeher clutter map output




REPORT DOCUMENTATION PAGE J

e ———— ———— - —————

z i 1. Recnplent s Reference | 2. Ongmn'orsReference " 3.Further Reference I 4.§curity Classification ;
|
i

+ of Document '
AGARD-CP-292 | [SBN 92-835-1370-3 ' UNCLASSIFIED - H

RN S —_— e

: 5.Originator Advnsor) Group for Acrospace Research and Duelopmcnt
[ ) i North Atlantic Treaty Organization

i : o 7 rue Ancelle, 92200 0 Neuilly sur | Seme ange

Lop B

: Various | 154
TTz 'D’.“f.b'fi' S T T - T - T e e e e ——
. | 12.Distribution Statement Ty document is distributed in accordance with AGARD
t : policies and regulations, which are outlined on the

1

6. Title 7

| GUIDANCE AND CONTROI. ASPECTS OF TACTICAL AIR-LAUNCHED i E

: MISSILES | N

- e - S e T 1

! 7.Presented at the Guidance and Control Panel Sympos:um held at Eglin Air Forec Base, i g

, Florida, USA - 6/9 May 1980. ¥
i L S e ] E!
: 8. Author(s)/Editor(s) | 9. Date : E
‘ : Various | October 1980 ! . j_
! 10. Author's/Editor's Address T MiPages ] E:

. i i

; : i

3

Ou ts’ue Back Covers of all AGARD Publications. : ;

: 13.Keywords/Descriptors ; r

H 8

. : | +
. i Seckers Human factors !
I Guidance Testing i
¢ Contiol !

H : | -

“14.Abstract 0 T T T T S T —‘| )

The proceedings include papers presented at a symposiuimn of the Guidance and Control '
Panel hield at Eglin Air Force Base, Florida, USA -- 6/9 May 1980. ,

Twenty six papers were presented on the following topics: |

} . .
: - Operational requirements I
v -~ Systcen considerations .
\ i | - Air-to-surface guided weapons technology '
: | - Air-to-air guided weapons technology: - . 5 : .
. . - Tactical guided weapons evaluation techniques. !
' ! !
i
1
P ! !
I :
£ N | . 4
: 1 I
E : |

-




L6 A)UAVHIY

TOZON STUIPAINOIG IDUDIDJUO ) (1N v )Y

T\-i .
_
!

C6Cdr(AVOY

,a,g;gi i TR TR . ' .
SN S et e e e
£-0LEL-SER-T4 NUSI 0L SER-To NASI
sanbruyna) uonenjead suodeam paping |v- ey - Sanbeuynay HonEnead stodeasw paping jeaygae |
Adojouyray suodram papind Jie-04-11y ALZOOL 207 SCOdPas papIng s1e-o, -5y
Adojeuyany suodeda paping donpns-oj-ay - Adojouyaog saodreas popinid avrpns-ony
SUOIIRLIPISUOD A)SAS SUOIFRDPISHOD (D) (G
sjataginbal jruonesndy) - spuataImbay RuonEIAGO)
wudoy Ssadoy
Jurmolog oyl uo pajuasasd duam sraded xis Auom] AULRONOY ) U0 pojudsiad o aded s Kpunwg
0861 AR 6/9 - VSN EPUOL] Costg ddlof Y iy 0R6L SPIV 679 - VS| PpUOL] asrg anio g iy U1y
1B PIaY jAUR4 (OO pue dduepie) ayl jo wisodw s P QUEG O1IUG Y PUE 2dURRI) M) Jo wisodun o
v e pauasaxd  siaded  apnpoul 3:5930:_ Ayl e paudssad  saaded  apnpw sFwipaadord sy
Junsa) aunsng '
SIOEW UBL AR saded pg | $10100) urwingy avird ¢ _
[0U0)) 0861 1901 poysyyng {ohuo) ORG1 10QOINN DAY
sauepind SAHSSIN GAHINNV IV . auepine SUNSSHN TIHON Y Y
s10%008 [ TVIHLIVL 4O SLITISV TOULNOI ANV LINVAIND | SIMRES 0 IVILLOVD 4O SEYIAISY TORLINO D ONY HINVALD
L (L VN “udtidopaan] ] O v\ awido) g
Tpue  yessay  dovdsolay  10)  dnoy  Asostapy pue  aparasay 0 ..;7:_.} 10p dnoany [N

TETON SEUIPAOIGE] DUMRu0 ) (1Y VOV ’

~

Junsa],
S10108} ULIUNg]
|onuo)
aourpuiey

LIEP hEIN

COCdXrAQAVOY

€-0LE1-SEE-T6 NUSI

sanbiuy ol yoneniean suodedm papInR jeayaey —
Adojounra) suodeam papind se-o)-ny —
AZO(OUYDDY sUOdEIM PIPWE 30EpNS-01- 1Y -
SUCTCIIPISUOD WDSAG —

spuawaannbar jruotiesadyy --

sardoy

_nw:_,sc:c_ apy uo paguasoad prom saaded xis Auam |
ey A0I0. Ny uiEyg
unoy syl fo wnisoduss
sdutposaosd  ayy,

‘0861 AR 6/0 VS “PpUOL]
' P (DU (OJU0]) PUR OU
2 e pojuasasd  sgoded  opapout

saded pg)

0861 2240120 PAysijung

SANSSIN QTHINNVI-HIV

LSV TOULINOD ANV HINVAIND
0OJ VN uarrdapaac

aedsordy o) dnoty  Asostapy
J62ON SUIPOAIGIG UMAUO ) (Y VOV

AVILLIVL A0S

put  yoImasay

Junso g
$10130) UPWINL]
10410y
adurpiney
EYRERBIN

— I#

16Ty AVOV

— 1

COLEEER T NHS)

sanbuaay vonEeEas suadesw papmd panoaer
ooy srodryw papims ne-o-ny
STOOW I SUOGEIN PP AP LIS 031\
SHOLRIMPISUOY (AN Y

SpeuLmbh2 g fraoneInd()

ERI RN
Jurnopor e uo paudsazd sras seded o vas uas g
ORGL AT 6/9 ENRTRASTYTES B S BERRTON S [ R |

M TURTTIRINSITHENN
.i:

Ssturpadosd

10 PIAY P JOLUO ) pult dturpiney
ror o pauasiud susded aperpu

saned po |

ORn [ 4240 Paysiyrd
SATISSHN (TAHON OV AN
1O LNO)ANY FINVALYD
(SRR LIRI IS NG|
aardsoioy o Jdnoggy Diosiapy
J60 0N STIPAARGLE USIUO ) (1Y VDY

IVILLOYL A0 SLAdSY

pue  goIrasHy

i -




o
NATO &= OTAN

7 RUE ANCELLE - 92200 NEUILLY -SUR-SEINE

DISTRIBUTION OF LUNCLASSIFIED
ACARD PUBLICATIONS

i

FRANCE
. Telephone ¥ 45.0R.50 . Telex 610176
=
AGARID does NOT hold :tocks of AGARD publications at the above address for general distribation. Initial distribution of AGARD
publications is made o AGARLD Member Nations through the following National Distribution Centres. Further copies are ometimes
available from these Centres, but if not may be purchased in Miwcrofiche ot Photocopy form from the Purchase Agencies listed beluw.
NATIONAL DISTRIBUTION CENTRES
BELGIUM _ O ATALY
" Covordunnateur AGARID) -- VSL. Acronavtica Militare - R
Etat-Mqjor de la Furce Adnennc Ufficio del Delegato Nazionale all' AGARD B
R N Quartier Reine Elisabeth 1 Piazzale Adenauer
i : : Rue d'Evere, 1140 Bruxelles Ronia/EUR
CANADA LUXEMBOURG SRR .
Delence Science Information Services See Belgium
Department of National Deten-e P -
e S5 NETHFRLANDS
B Ottawa, Ortaris A 1A UKL Netherlands Delegation t - AGARD g
DENM ARK Naucnal Aerospace Laboratory, NLR L
Danmsh Defence Resea:ch Board PO Box 126 - - — S h_%
Q:terhrogades Kaserne 2600 A C. Delft %
Copenhagen O NORW AY E
FRANCE Nurwepian Defzice Research Establishment
ON.EKA (Directons Mam Librany
29 Avenue de la Division Leclere F.6 Box 28 4
; 92320 Chatitlon scus Bagneux N-2007 Kyeller §
GERMANY PORTUGAL =
Fachiniormations?entium Energie Diczcgdo do Servigo de Matcrial 2
Physik . Matneinatik bl da Forca Aeres
Kernforsthungszentrum Rua da bscala Politdernca 42 #
D-7514 bagenstein-Leopclishafen 2 Lisboa
Attn - AGARD National Delegate g
GREELE e
Henic Aur . 0 TURKEY ]
g:s:;‘:htlnd':?\giﬁ;?;é:\]( s:;:r'cctome Department of Research and Development t ARGE) iag
Holargns. Athens o Ministry of National Defence. Ankara §
UNITED KINGDOM 3
ICELAND ) ) Defence Research fnformation Centre T
Direster ot Awviation Station Square House M
cro Flugrad St. Man Cray
Reykjanix Orpington, Kent BRS 3RE
UNITED STATES
Naticnal Aeronautics and Space Administration {NASA)
Langley Fizld, Virgiia 23366
y Attn Report Distribution and Storage Uinit
i THE UNITED STATES NATIONAL DISTRIBUTION CENTRL (NASA) DOES NOT HOLD
) STOCKS OF AGARD PUBLICATIONS, AND APPLICATIONS FOR COPIES SHOULD BE MADE
v DIRECT TO THE NATIONAL TECHNICAL INFORMATION SERVICE (NYIS) AT THE ADORLSS BELOW.
\ PURCHASE AGENCIES
Microfiche ur Photocupy Micrafiche
Natinal Techncal Space Documentation Service Technology Reports
} Infor:uation Service (NTS) European Space Agency Centre (DT
! 32872 Port Royal Road 10, rue Mario Nikis Station Square House
' Spninghield 735045 Parie, France St. Mary Cray
: Virginie 22161, US Orpington, Kent BRS 3RF ;
i tngland
1
Requests for microfiche or photocopies of AGARD documents should include the AGARD serial number, title, author or editor, and
pubncation datc  Regquasts to NTIS should include the NASA aceession report number  Full bibliographical references and abstracts
of AGARLD publications zre given in the following journals
Saentific and Te_hnical Aerospace Reports (STAR) Government Renorts Arnauncements (GRA)
published by NASA Saentific and Techmcal published by the Mational Techoical
i ¢ Infarmatin: raahty Information Seevices, Springiield
Pust Office Box 8787 Virginia 22161, USA
s - Baitimor<iWachington International Airport
b Maryland 21240, USA

Printed by Technical Fdimg and Reproduction 1.id i

Harfurd House, 7- 9 Charlotre St, London W1P 1H[) B

ISBN 92-532.1370-3




