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This paper examines the implications of a simple "resource competition" model of attention (Kahneman, 1973) for individual differences in performance in dual task situations. According to the model, an individual's performance on any task is determined by two factors: (a) the general mental resources available for that task, and (b) the efficiency of specific structures necessary to perform the task. In order to predict performance, information...
about each of these factors is necessary.

This general model is discussed with respect to data obtained in the "easy-to-hard paradigm." In this paradigm, subjects are asked to perform an easy primary task in conjunction with a secondary task. Performance on both the easy primary task and the secondary task are used to predict performance on a harder version of the primary task. The principles of formal information theory are used to show that performance on the secondary task, done in conjunction with the easy primary task, should improve prediction of the hard primary task. Data from several experiments using the "easy-to-hard" paradigm support this conclusion.
Individual Differences in Attention

People seldom concentrate their attention on a single activity. Drivers allow their minds to wander without driving into walls. The executive talking on three telephones at once may be fictional, but the airline traveler who reads while listening for flight announcements is real. Thinking about more than one thing at a time is a complex and important aspect of daily life.

When asked to explain complex behaviors, psychologists often try to break them down into their constituent elements. In factor analysis, performance on a complex test is depicted as a linear combination of basic abilities. A similar logic underlies Sternberg's (1977, 1979) technique of componential analysis. Sternberg's approach is to break complex problem solving behavior into stages, and to measure the processes involved in each stage. Problem solving, from this point of view, can be compared to the execution of a complex program with many subroutines. The program is to be understood by isolating the subroutines and measuring their capacities. A similar logic appears in our own research (Hunt, Frost, & Lunneborg, 1973; Hunt, Lunneborg, & Lewis, 1975), where we utilized what Pellegrino and Glazer (1979) have called the "cognitive correlates" approach. The basic idea behind this work was that human thought, as a form of information processing, must involve some basic information processing functions, analogous to the machine level operations (not the subroutines) of a digital computer (Hunt & Poltrock, 1974). Pure measures of these functions should be related to complex performance.
The assumption that has pervaded our work and that of others is that tasks done in isolation place the same demands on the information processing system as tasks done concurrently. This is the assumption we wish to question here. This assumption not only pervades the way we analyze data, but the way we collect it. We take great care to present people with just one problem at a time. But by concentrating on the ability to do things singly, we may miss a dimension of human behavior that is associated with the execution of concurrent tasks. The point has been made eloquently by H. A. Simon (1969) in his book, *The Science of the Artificial*. Simon observed that complex systems are often made up of simple subsystems. The complexity arises not from properties of the subsystems, but from their interaction. Hence we cannot hope to understand the operation of the large system simply by an analysis of the subsystems in isolation.

In this paper we shall look at a very simple model of dual task execution, a model in which each task is seen as competing for a general attentional resource. In such a model, the phrase "pay attention" is taken quite literally. The concept of an allocatable mental resource has received considerable attention in experimental psychology, but little effort has been made to formally apply the concept to individual differences research, or to discover how patterns of individual differences could be used to test models of resource allocation.

This presentation will be in four sections. The first contains a discussion of the concept of attentional resources as it has been developed by experimental psychologists. The second presents a formal model of the role of attentional resources in determining individual performance. The third section reports experimental results which pertain to this model. A closing
section deals with further implications of the basic ideas.

THE RESOURCE COMPETITION MODEL

Theory

According to the resource competition model, attention is akin to an energy resource, in that it can be parcelled out over concurrently executed tasks. The proposal has a long history in psychology. Posner (1978) cited relevant papers in the nineteenth century. Even Spearman's writings on the nature of general intelligence can be interpreted in terms of a general attentional resource. Kahneman (1973) has written the most comprehensive modern treatment, and we shall generally follow his analysis.

Consider any information processing task. By definition, the task involves the manipulation of signals being transmitted through the central nervous system. The manipulations must be carried out by specific structures. What happens when an information processing system executes two logically independent tasks concurrently? If the tasks require access to the same information processing structures, then the two tasks will interfere with each other. This is called structural interference.

Structural interference is obvious in many situations that require external sensors and effectors. We cannot look to the left and right simultaneously. Nor can we jump east and west. If the "structures" involved are central rather than peripheral, the interpretation is less obvious. For example, Baddeley and Hitch (1974) conducted a series of experiments in which people first memorized a list of digits, then attempted to comprehend sentences, and finally recited the digits. They found that digit memorization interfered with sentence comprehension. Baddeley and Hitch's interpretation was that the two tasks competed for space in a working memory.
Other cases of inter-task interference are harder to explain in terms of competition for a structure, since it is not clear what structure is required by both tasks. Try to recite poetry while juggling! To account for non-structural interference, Kahneman (1973) proposed that all mental processes compete for a single pool of attentional resources. We will call this the resource competition model. Kahneman argued that attentional resources are analogous to a mental fuel that is drawn upon by virtually every mental activity. The availability of resources places a limit on the amount of mental processing that can take place at any one time.

Attentional resources are drawn upon by different mental structures in accordance with the demands that external tasks place upon them. The quantity of resources made available to a particular structure will depend upon the allocation policy that is in effect. An allocation policy determines how resources are to be distributed to the structures required by competing tasks. The allocation policy is based upon the total level of resources available (the capacity) and the expected payoff for varying levels of performance in each task. A resource competition model is not inconsistent with a structural model of inter-task interference, since the two types of models explain different situations. But how one analyzes people's ability to do several things at once does depend upon whether one believes that inter-task interference is primarily due to structural or to attentional resource competition.

Norman and Bobrow (1975) elaborated upon Kahneman's proposal by introducing several useful concepts. The first of these was the notion of a performance-resource function, a function that specifies the relationship
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between the level of attentional resource supplied and the performance expected on a task. A hypothetical performance-resource function is shown in Figure 1, and will be used to illustrate Norman and Bobrow's ideas. An important point to remember is that Figure 1 does not represent the relationship between two observables. It relates observable performance, $p$, to the conceptual but in principle unobservable variable, $r$, attentional resources. Symbolically, we shall refer to the function

$$p = f(r).$$

Although we cannot observe $f$ directly, we may place some restrictions upon it. First, providing more resources should never hurt performance. Therefore the first derivative, $f'$, should be non-negative

$$f'(r) \geq 0.$$ Whenever $f'$ is positive, an increase in resources will cause an increase in performance and, conversely, a decrease in resources will cause a decrease in performance. In such cases performance is said to be resource-limited. In Figure 1 performance is resource-limited from points A to B, and again from C to D. Whenever $f'$ is zero, changing the resource level will not change performance, and performance is said to be data-limited.

The terms resource-limited and data-limited have appealing intuitive interpretations. One can easily think of tasks that seem to be resource-limited, i.e. tasks in which performance is determined by the extent to which we pay attention to what we are doing. Data limitations are equally easy to envisage. Most normal individuals can memorize two digits easily, and could not improve performance by paying more than the minimal amount of...
attention required. As a more complex example, suppose that you are listening to a radio and that the transmission is masked by static. Your ability to comprehend the broadcast will be determined by the amount of attention you pay to it up to a certain point. Beyond that point, the signal-to-noise ratio becomes the limiting factor and performance becomes data-limited.

Data limitations are produced by the interaction between task requirements and personal capacities, and thus cannot be assigned to one or the other cause. In our radio broadcast example, we located data limitation in the radio transmitter. But people with different degrees of high frequency hearing loss would vary in the point at which they shifted from resource-limited performance (where they could comprehend more by paying more attention) to data-limited performance (where additional attention could not improve performance).

In spite of the heuristic value of examples, the concepts of resource and data limitation are strictly defined in terms of Equations (1) and (2), and, in the last analysis, are abstract relationships that can be only imperfectly represented in any concrete situation. The reason that the performance-resource function and its associated concepts must remain abstract is that we have no way of establishing a metric for $r$, the "amount of resources allocated."

Two indirect approaches to the measurement of resources have been attempted. One is to equate resource availability with a physiological concept, usually arousal. Resource output is then measured in terms of physiological status. Heart rate, cardiac deceleration, and dilation of the pupil of the eye have all been proposed as appropriate measures. Although these measures are interesting, the fact that they do not correlate
well with each other across situations makes their conceptual status problematical.

An alternative approach, which we have taken in our own research, is to use as an index of resource allocation the extent to which a task interferes with the execution of a second standard task. While the logic of this measurement technique does not depend upon Norman and Bobrow's analysis (see, for instance, the alternative treatment by Kerr, 1973), we shall use their terminology.

Imagine two abstract tasks, 1 and 2, that are to be done concurrently and that do not exhibit structural interference. Performance on the first task may be plotted as a function of performance on the second. Letting \( p_i \) be performance on the \( i \)th task \((i=1,2)\), Norman and Bobrow refer to the function

\[
P_1 = g(p_2)
\]

as a performance operating characteristic (POC). Figure 2 presents an abstract POC, and will be used to illustrate some general features of these curves.

The form of a POC will be determined by the competition between tasks for attentional resources. Let \( R \) be total resource capacity and let \( r_1 \) and \( r_2 \) be the resources allocated to Tasks 1 and 2. The resulting performance levels are

\[
P_1 = f_1(r_1) \quad ; \quad p_2 = f_2(r_2),
\]

with \( r_1 \) subject to the restriction that

\[
R = r_1 + r_2.
\]
Consider the horizontal section of the POC running from points A to B in Figure 2. This is evidence that Task 1 is data-limited at performance level $p_1^*$, since Task 2 performance increases in the A-B interval, without causing a drop in Task 1 performance. Since, by assumption, performance on a fixed task cannot increase without the commitment of more resources to it, some resources must have been diverted from Task 1 to Task 2 without causing a drop in performance. This is evidence that the performance-resource function for Task 1 is flat in the A-B region, i.e. at performance level $p_1^*$. By similar reasoning, the vertical segment of the POC, from points C to D, is evidence that Task 2 is data-limited and that Task 1 is resource-limited in the C-D interval. Finally, both Tasks 1 and 2 must be resource-limited in the B-C interval, as an increment in performance of one task is always accompanied by a decrement in performance in the other. What would happen if Tasks 1 and 2 were both data-limited? The POC would degenerate into a point defined by the intersection of a horizontal and vertical line.

The POC provides us with a method for determining the amount of resources required by an individual in order to reach a given level of performance on Task 1, when Task 1 has been designated as "primary" or most important to the performer. The experimenter specifies the external problem, establishes the desired level of performance on Task 1, and then measures the resource requirements of Task 1 by observing performance on the concurrent secondary task, Task 2. To illustrate, consider the following experiment. A performer is asked to memorize a short list of digits (Task 1) and then, while rehearsing those digits, to react to a probe signal, e.g. a light or tone (Task 2). After responding to the
probe, the performer must recall the digits. Suppose that the performance-resource function for rehearsing digits is as shown in Figure 3a. The number of digits one is capable of maintaining in memory increases with the resources deployed, up to the total resource capacity (R). We can re-plot this figure to show a family of curves: probability of correct recall as a function of resources applied to the task, with the curve parameter being the number of digits to be memorized. This is shown (for two and five digits) in Figure 3b. The goal is to measure the minimum amount of resources required to memorize one, two, three, four, or five digits, points A and B (for two and five) in Figure 3b. But, the abscissa of the performance-resource function refers to a hypothetical variable, r, that is, in principle, not open to direct observation.

Performance on the probe reaction time task (Task 2) may be used to obtain the needed measure. The argument is that, under an appropriate payoff arrangement, a person should devote to the secondary task only those resources that are left over from the primary task. Thus performance on the secondary task provides a measure of the "spare capacity" left over after adequate resources have been devoted to the primary task. This procedure is valid only if the secondary task is resource-limited over the range of performance under consideration.

Continuing our example, suppose that the speed of reaction to a probe is a monotonically increasing function of the resources devoted to the reaction time task. The argument does not depend upon the form of the function, only upon the fact that the function satisfies the criterion for resource limitation, $f_2^*(r) > 0$. 
We then consider what POC will result when we combine the probe task with the task of memorizing two or five digits. Two possible POCs are shown in Figure 4. The key points in Figure 4 are the points $A_2$ and $A_5$. These are the points at which the two memory tasks become data-limited.

Since less resources are required to reach the data limitation point for the memorization of two than five digits, probe responding should be faster in the two digit than in the five digit condition.

What we are doing, then, is using performance on Task 2 as a measure of Task 1 resource requirements. Letting $p_2(2)$ and $p_2(5)$ be secondary task performance in the two and five digit memorization conditions, with an analogous notation for resources allocated, we have defined Task 2 resource requirements by

\[ r_2(2) = f_2^{-1}(p_2(2)); \quad r_2(5) = f_2^{-1}(p_2(5)). \]

Since total resource capacity, $R$, is split between the two tasks, we can combine (5) with (6) to define $r_1(i)$, the amount of resources required to maintain $i$ digits in memory, by

\[ r_1(i) = R - f_2^{-1}(p_2(i)). \]

To what extent is this a scale? For the scale to be a linear or stronger measure of $r$ we would have to make (and justify) some assumptions about $f_2$. We shall discuss this in more detail later. For the present, we point out that the weak assumption that $f$ is a performance-resource function and the much stronger assumption that $R$ is constant over conditions are sufficient to ensure that $p_2(i)$ is an ordinal scale of $r_1(i)$. That is,

\[ (p_2(i) > p_2(j)) \supseteq (r_1(i) > r_1(j)). \]
Quite aside from measurement theory considerations, the paradigm that we have described contains some important and not always obvious assumptions about behavior. These have been discussed in detail by Navon and Gopher (1979), so we shall mention them only briefly. One of the most important assumptions, and one of the hardest to justify, is that the performer is indeed operating at the point at which Task 1 performance shifts from a resource to a data limitation. Experimenters attempt to ensure this by instructing performers to devote enough effort to the primary task to perform it correctly, and to devote their remaining effort to the secondary task. In some experiments these instructions are supplemented by an explicit payoff scheme, so that a person who wishes to maximize objective rewards will perform at the data limiting point. Obviously a performer can do this only if the performer and the experimenter agree, quite precisely, on the meaning of the instructions and the values of the payoffs. Secondary task instructions also implicitly assume that the performer has a sophisticated knowledge of his/her personal performance-resource function for the task.

A second question concerns the concept of a general resource. Should we think of mental resources as commodities that are infinitely transferable from one task to another, like money, or as commodities that are very useful for some tasks and acceptable but less useful for others, like alternative sources of energy?

These issues are serious ones, and should not be minimized. Initially, however, we shall ignore them. We shall later examine the plausibility of the assumptions and consider how our data and models might be affected by their violation.
We shall be concerned with a third issue that has been raised as a problem for resource competition theories. In many of the nomothetic experiments that have been conducted, data has been aggregated over individuals. This often amounts to an assumption that there is negligible inter-individual variation in resource capacity, a highly questionable assumption. Rather than regarding inter-individual differences in capacity as a problem for experimental interpretation, we shall attempt to incorporate them within a resource competition model.

**The Easy to Hard Paradigm**

Much of our work is based on an experimental design that we have come to call the easy to hard paradigm. Imagine that two individuals are performing an easy version of Task 1, e.g., solving easy reasoning problems. It could easily happen that two individuals who perform at the same level (virtually perfectly) on this task might differ markedly in their ability to perform a more difficult reasoning task. The easy task would not be challenging enough to reveal the difference between the two performers. However, one might be able to discriminate between the two individuals by using the secondary task technique explained in the previous section. The "spare capacity" of each individual would be measured during performance of the easy version of Task 1. This spare capacity measure would predict performance on a more difficult version of Task 1.

This logic can be illustrated graphically by considering the POCs for two different individuals, A and B. The performance resource functions are shown in Figure 5 separately for performance on easy and hard versions of Task 1. In the easy condition (Figure 5a), both individuals are able to reach a high level of performance, and thus the easy task fails to discriminate between them. Individual differences do appear in the hard condition.
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(Figure 5b), where neither individual can reach maximum possible performance. 

--------------------------

Insert Figure 5 about here

--------------------------

Now suppose that we wished to predict performance in the hard condition on the basis of performance in the easy condition. This would clearly be impossible since both individuals are performing at the same level ($p^*$), although they may be expending different amounts of resources to achieve this level of performance. However, we can use performance on a secondary task to predict performance on the hard version of Task 1. Although we cannot discriminate between persons A and B on the basis of unobservable performance-resource functions, we can discriminate between them on the basis of their POCs, which can be observed directly. Good performance on the secondary task should be an indication of spare capacity that could be usefully applied if the primary task became harder.

This is illustrated by the POCs shown in Figure 6. Both A and B perform the easy version of Task 1 at level $p^*$. However, A can achieve this performance with a smaller output of resources. Therefore, A will achieve a higher level of performance on Task 2 than B.

--------------------------

Insert Figure 6 about here

--------------------------

We have offered this informal presentation of the easy to hard paradigm to illustrate its intuitive appeal. A closer look at the reasoning behind the paradigm reveals additional complexities. Individuals can differ in several characteristics that are relevant to dual-task performance: a) structural parameters pertaining to performance of Task 1, which determine the resources necessary to perform that task at a given level; b) structural
parameters pertaining to performance on Task 2, which determine the resources necessary to perform that task at a given level; and c) total resource capacity. It is very difficult to analyze the contribution of each of these factors to performance in the dual-task situation by appealing to the type of intuitive argument so far presented. For this reason, a more formal, mathematical analysis is presented in the following section.
A Formal Model of Individual Differences

Definitions and Preliminary Notation

The model to be developed deals with the relations between primary and secondary task performance over four different conditions. Conditions will be indexed by the variable $c$, where

$c=0$; The secondary task is done alone
$c=1$; The primary task is done alone, at an easy level of difficulty
$c=1+$; The primary task is done at the easy level of difficulty, and the secondary task is performed concurrently
$c=2$; The primary task is done alone, at a hard level of difficulty

As an example, suppose that the primary task was to memorize either three or seven digits and that the secondary task was to respond to a visual signal. Condition $c=0$ would be a "probe alone" condition, in which the visual signal was presented and reaction time recorded. Condition $c=1$ would require memorizing three digits. Condition $c=1+$ would require memorizing three digits, and a visual probe signal might be presented during the rehearsal period. Condition $c=2$ would involve memorizing seven digits. Clearly condition $2+$ is a logical possibility, but it will not be dealt with here.

An individual performer, $i$ ($i = 1...N$), will be characterized by a triplet, $(e_{1i}, e_{2i}, R_i)$, where $e_{1i}$ represents the $i$th individual's structural efficiency at the primary task, and $e_{2i}$ represents the individual's structural efficiency at the secondary task. $R_i$ represents the person's attentional resource limit, or capacity. Collectively, the individuals in an experiment constitute a set $S$, where

$$S = \{ (e_{1i}, e_{2i}, R_i) \} \quad i = 1...N$$
Performance on any task \( t \) \((t = 1, 2)\) requires the allocation of attentional resources to the task. Let \( r_{ti}(c) \) be the amount of resources devoted to task \( t \) by individual \( i \) in condition \( c \). By the definition of resource capacity,

\[
0 \leq r_{ti}(c) \leq R_i, \quad t = 1, 2 \quad i = 1 \ldots N.
\]

Let \( p_{ti}(c) \) be the observed performance of person \( i \) on task \( t \) in condition \( c \). Then

\[
p_{ti}(c) = \min \left( f_t(r_{ti}(c); e_{ti}, d), D_t(e_{ti}, d) \right)
\]

where \( f_t(r_{ti}(c); e_{ti}, d) \) is the performance-resource function for an individual with task structural parameter \( e_{ti} \), who is faced with an external task of difficulty \( d \) \((d=1, \text{ easy}, d=2, \text{ hard})\), and \( D_t(e_{ti}, d) \) is the data-limit function. This function establishes maximum performance for an individual, given the structural parameter and the external level of difficulty of the task.

It follows from (11) that there will be a "maximum economic investment" that a person should make in task \( t \) at a given level of difficulty and in a particular condition. Let this be \( r_{ti}^*(c) \), where \( r_{ti}^*(c) \) is the minimum value of \( r_{ti}(c) \) that satisfies

\[
f_t(r_{ti}^*(c); e_{ti}, d) = D_t(e_{ti}, d).
\]

A person will be said to be an economic performer in condition \( c \) if and only if resources \( r_{ti}^*(c) \) are invested in the primary task.

The assumption that \( f_t \) does not change over individuals and conditions, except for changes in parameters, is actually an assumption of some content. This sort of assumption is made in much psychological research. For instance, it is made in stronger form in virtually all research on learning, where individual parameters are fit to a generalized learning curve.
and in psychometrics, where the factorial content of a task is assumed not to change over individuals. It might be questioned in situations in which individuals could differ in the strategy with which they approach the task.

A point that will be important in later analyses is that $r_{t1}(c)$ is established within a condition by the value of $e_{t1}$. This is apparent from equation (11).

Task Assumptions

These assumptions deal with the resource requirements of the primary task at the easy ($d=1$) and hard ($d=2$) levels of difficulty, and with the requirements of the secondary task at its constant level of difficulty, $d=k$.

A.1 All individuals reach a data limiting point in performance of the easy primary task.

A.2 All individuals are resource-limited in performance of the hard primary task.

Comment: One of the primary tasks that we have used in our experiments provides an illustration of these assumptions. The task required active rehearsal of either a small or large number of letter-digit pairs. When there are only a few pairs to be rehearsed, subjects report that the task can be done with less than maximum output of effort, and most perform at a very high level. However, perfect performance is usually not attained due to momentary lapses or failure to correctly code a stimulus when it is presented. If there are many pairs to be rehearsed, it is difficult to reach the last pair to be rehearsed before the first pair is forgotten, and the effectiveness of rehearsal is closely tied to the effort put into the task.

A.3 All individuals reach a data limiting point in performance of the secondary task done alone.
A.4 All individuals are resource-limited in performance of the secondary task done in conjunction with the primary task.

Comment: A.3 states that if a person is able to devote all attentional resources to the secondary task, a point will be reached at which structural limitations determine performance. In our work secondary task performance generally required a simple motor response to a visual or auditory probe. At a certain point the reaction time (RT) to such a signal will be determined by equipment and structural, rather than resource, variables. A.3 asserts that people reached this point.

A.4 can be evaluated by inspecting the data. As the secondary task does not change its difficulty level, any difference in performance of an individual in the 0 and 1+ conditions will have to be associated with a change in resource allocation. If performance deteriorates from the 0 to 1+ condition then, perforce, performance in the 1+ condition must have been resource limited. This situation always arises in the experiments that we have completed on dual task performance.

A.5 Whenever any two tasks are done concurrently, some amount of attentional resources, \( \Delta \), will be diverted to the superordinate task of coordinating the two concurrent tasks.

Comment: Assumption A.5 has been introduced to cope with the common observation that in a wide range of dual task studies primary task performance is worse in dual than single task conditions, in spite of instructions that primary task performance should be maintained (Kerr, 1973). Assumption A.5 amounts to an assertion that individuals set aside an economically appropriate amount of resources, \( r^*, t \) (c), for primary task performance, but that this allocation is pre-empted by the automatically high priority assigned to
inter-task co-ordination. Note that \( \Delta \) is not subscripted, indicating that individual differences in inter-task co-ordination will not be considered.

These assumptions lead to the following performance-resource functions:

\[
\begin{align*}
(13) & \quad p_{11}(1) = f_1( r_{11}^*(1) , e_{11} , 1) \quad \text{Primary task, alone, easy condition} \\
(14) & \quad p_{11}(1+) = f_1( (r_{11}^*(1) - \Delta ) , e_{11} , 1) \quad \text{Primary task, dual, easy condition} \\
(15) & \quad p_{11}(2) = f_1(R_i , e_{11} , 2) \quad \text{Primary task, alone, hard condition} \\
(17) & \quad p_{2i}(0) = f_2( r_{2i}^*(0) , e_{2i} , 2) \quad \text{Secondary task alone} \\
(18) & \quad p_{2i}(1+) = f_2( (R_i - r_{11}^*(1) ) , e_{2i} , k ) \quad \text{Secondary task, dual, with easy primary task.}
\end{align*}
\]

By virtue of the assumptions concerning data limitations (A.1 and A.3)

\[
\begin{align*}
(19) & \quad p_{11}(1) = D_1( e_{11} , 1) \\
\text{and} & \\
(20) & \quad p_{2i}(0) = D_2( e_{2i} , k ).
\end{align*}
\]

On occasion we shall refer to a variable itself, rather than to a specific value of the variable. In such cases we write \( p_t(c) \), suppressing the subscript for the individual. To refer to a set of observations for a particular task and condition we write

\[
\begin{align*}
(21) & \quad P_t(c) = \{ p_{t1}(c) \} \quad t = 1,2 \\
& \quad i = 1, \ldots, N \\
& \quad c = 0, 1, 1+, 2.
\end{align*}
\]
An analogous notation will be used to refer to structural and resource variables, $e_1$, $e_2$, and $R$.

**Assumptions about unobservables**

The variables $e_1$, $e_2$, and $R$ play a role analogous to the role of latent traits in psychometric theories of intelligence. They are in principle unobservable, but they are presumed to establish the observable values. In this section some assumptions will be made about the relationship between the unobservable variables. In the following section these will be combined with the assumptions about the unobservable-observable relations expressed in equations (13) through (18), in order to derive predictions about the relations between observables. This procedure resembles the data handling techniques used in the analysis of causal models (Bentler, 1980). The mathematics are different because we limit our assumptions about observable-unobservable relations to the concept of a performance-resource function and because we allow for the possibility of non-linear relations. Therefore we shall base our analysis upon information-theoretic concepts rather than upon the partitioning of covariances into components.

**Summary comments on information theory**

This subsection presents some information-theoretic concepts that will be used in this paper. The presentation is intended to be a reminder of such concepts rather than a tutorial discussion. (Luce (1960) provides an excellent presentation in depth.) The notation stands apart from that in the rest of the paper.

Imagine two abstract variables, $x$ and $y$, with associated sets of probabilities
The information in each of these variables is defined as

$$H(x) = - \sum_a p(x=a) \log_2 (p(x=a))$$

and similarly for $H(y)$. The set of probabilities

$$X \times Y = \{ p(x=a \& y=b) \}$$

states the probabilities of pairs of values for $x$ and $y$, and

$$H(x,y) = - \sum_a \sum_b p(x=a, y=b) \log_2 (p(x=a, y=b)).$$

Equation (24) can be used to define the sets of conditional probabilities $p(x=a : y=b)$ and $p(y=b : x=a)$, with the associated information measures $H(x : y=b)$ and $H(y : x=a)$. The average information in $y$, given $x$, is defined by

$$H(y:x) = \sum_a p(x=a) H(y:x=a).$$

The information in a pair of observations can be expressed in terms of the information in the individual observations and the conditional probabilities, as

$$H(x,y) = H(x) + H(y:x)$$
$$= H(y) + H(x:y).$$

The maximum value of $H(x,y)$ is

$$H_{\text{max}}(x,y) = H(x) + H(y)$$

which is reached only when
(29) \[ H(y:x) = H(y) \text{ and } H(x:y) = H(x) . \]

This is sometimes stated in terms of the information transmitted from $x$ to $y$, which is defined by

\[
(30) \quad T(x;y) = H_{\max}(x,y) - H(x,y) \\
\quad = H(x) - H(x:y) \\
\quad = H(y) - H(y:x). 
\]

Two variables are said to be independent if $T(x;y)$ is zero. Note that this is a more general definition of independence than the statement that there is a zero product-moment correlation between $x$ and $y$, as $T(x;y)$ encompasses any functional relationship at all. Thus if $T(x;y)$ is zero there is no way of predicting the value of $x$ from $y$.

Even when $T(x;y)$ is greater than zero, prediction is not always symmetric, as the following example shows. Suppose that variable $x$ may take the values $-1, 1, -2, 2$ with equal probability, and that $y = x^2$. It is easy to show that in this case

\[
(32) \quad H(x) = 2 \\
\quad H(y) = 1 \\
\quad H(x,y) = 2.
\]

In terms of conditional information

\[
(33) \quad T(x;y) = 1 \\
\quad H(x:y) = 1 \\
\quad H(y:x) = 0.
\]

Thus $y$ is perfectly predictable from $x$, but not vice versa. This situation can be expected to arise in observable-unobservable relationships. The
observable should be predictable given the values of an individual's parameters, but two or more combinations of parameters might give rise to the same observation.

Now consider the case of three variables, x, y, and z, with the associated probability distributions. If \( H(x,y,z) \) is the information in the set of triplets, \( \{ (x,y,z) \} \), then the information transmitted from the \((x,y)\) pair to the \(z\) pair, or vice versa, is

\[
T(x,y,z) = H(x,y) + H(z) - H(x,y,z).
\]

The conditional information transmitted from \(x\) to \(z\), or from \(z\) to \(x\), after allowing for the information transmitted by \(y\) is

\[
T(x,z;y) = H(x,y) + H(y,z) - H(y) - H(x,y,z).
\]

The expressions for \(T(y,z;x)\) and \(T(x,y;z)\) are similar.

There is a particular meaning of \(T(x,y)\) that should be kept in mind. If the transmitted information between a pair of variables is greater than zero, then it is possible to use knowledge of one variable to make a good estimate of the other, provided that "good estimate" is defined in terms of the probability distributions. To use an illustration that will be important later, suppose we define a best estimate as one that minimizes the conventional least squares loss function,

\[
L = \sum p(y)(y - \bar{y})^2
\]

where \(\bar{y}\) is the estimate of \(y\). If \(T(x,y) > 0\), then there is some function \(g(x)\) such that

\[
\bar{y} = g(x)
\]
will, on the average, produce a lower value of $L$ than simply using the expectation of $y$, $E(y)$, as the estimate of $y$.

**Individual parameters and their relations**

We may think of all conceivable values of the parameter variables, $e_1$, $e_2$, and $R$, as having certain a priori probabilities of occurrence, both individually ($p(e_1 = a)$, etc.) and in pairs ($p(e_1 = a, e_2 = b)$) and triplets. Our basic assumption is that, in the information-theoretic sense,

A.6 An individual's attentional resource capacity is independent of the individual's structural parameters.

This can be stated formally as

$$T(R; e_1) = T(R; e_2) = 0.$$  

This assumption effectively defines resources as those capacities of the individual that are relevant to performance but independent of the ability to do any one task. Such a definition is at first reminiscent of $g$, the general ability in classic intelligence theory. At the empirical level there is a slight difference in definitions, since resource capacity could be identified by non-linear relationships between performance over different tasks, while $g$, as strictly defined in factor analytic studies, is determined by linear relations. We suspect that most intelligence theorists would regard this as a minor technological quibble, and we agree. A more basic difference is the requirement that resource capacity be shared over all concurrent tasks (equation (10)). We know of no proposal that $g$ is something that the individual must parcel out over different ongoing activities. There seems to us to be no way of distinguishing between the ideas of general attentional resources and general intellectual competence so long as
one deals only with statistical relationships between performance on different tasks done one at a time. The distinction between the two concepts depends upon performance when tasks can compete for attention.

Constraints on the relationships between observables

We are now in a position to state constraints on the relations between observables. Such constraints, of course, provide the basis for empirical testing of the model. The constraints will be stated by designating performance on the primary task alone, at the hard level of difficulty (variable $p_1(2)$) as a target variable, and expressing this variable in terms of the other observable variables. Our approach will be to regard performance-resource functions as mappings between sets of observable and unobservable variables. We then examine the information-theoretic consequences of these mappings. To aid in following the argument, Table 1 summarizes the mappings involved. The same information is shown graphically in Figure 7.

Insert Table 1 About here

which depicts the unobservable variables $e_1$, $e_2$, and $R$, as being connected to the observable variables by arrows, whose direction is intended to illustrate causation. Unobservable variables $e_1$ and $e_2$ are connected to each other by a double-headed arrow, indicating that the model permits a statistical association between these variables without any implication of causation. Variable $R$ stands alone since, by assumption, it is independent of the structural variables.

Insert Figure 7 about here
How should we go about predicting target variable performance from knowledge of the other variables? We shall first present an informal argument, which may be followed graphically by examining Figure 7. It is clear from this figure that target variable performance, \( p_1(2) \), depends jointly upon \( e_1 \) and \( R \). Thus any information that improves our ability to predict \( e_1 \) and \( R \) should improve our prediction of target variable performance. What are the sources of information that we can use to estimate the two unobservables?

Our basic approach is to work backward from observables. Suppose, for the moment, that we knew the performance-resource functions and that we could state a priori probabilities for all values of the unobservables. In general, a performance-resource function will establish a many:one mapping from the set of possible values of unobservable parameter into the set of possible values of an observable performance. Thus if we determine the performance of a particular individual in a given situation, we should improve our estimate of that individual's parameters, and this, in turn, should make it possible for us to predict performance in a new situation, providing that the new performance depends (partly) upon the same unobservable parameters. However, there may be redundancies between the predictor variables. By this, we mean that there may be two or more performance measures that yield the same, or nearly the same, information about unobservables. With these considerations in mind, let us examine ways to predict target variable performance.

Performance on the easy version of the primary task (variables \( p_1(1) \) and \( p_1(1+) \)) depends upon the primary task structural parameter, \( e_1 \). This is an example of the general rule that if performance is data-limited, then there is a mapping from the structural parameter for that task into performance. Thus information about \( e_1 \) can be obtained by examining \( p_1(1) \) and \( p_1(1+) \).
Whether or not these two information sources are redundant depends upon the value of \( \Delta \), the amount of resources devoted to co-ordination between tasks in a dual task condition. If \( \Delta \) is zero then \( p_1(1) \) and \( p_1(1+) \) are completely redundant.

Information about \( e_1 \) may also be obtained by examining secondary task performance either alone or in the dual task condition (\( p_2(0) \) and \( p_2(1+) \)). Consider first the case of secondary task performance alone, variable \( p_2(0) \). Since this performance is data-limited, there will be a mapping onto performance from the set of possible \( e_2 \) values, making it possible to improve our estimate of the secondary task structural parameter. If there is a statistical (not causal) association between the two structural parameters this relationship can be used to estimate the value of \( e_1 \). The logic is similar to the logic of using a measure of arm strength to estimate leg strength; there is no direct causal connection between the two measures, but knowledge of one would probably improve prediction of the other.

The case of secondary task performance in the dual task condition, variable \( p_2(1+) \), is more complicated. Variable \( e_1 \) can be estimated indirectly, through estimation of \( e_2 \), as described above. Variable \( p_2(1+) \), however, is a resource-limited variable. The amount of resources made available to the secondary task in the dual task condition will be equal to the difference between the individual's resource capacity and the resources required to bring the primary task to its data limit (\( R_{11} \) and \( r_{11}(1+) \)). The latter variable is determined by \( e_{11} \), the individual's primary task structural parameter. Thus secondary task performance in the dual task condition will be partly dependent upon the primary task structural parameter.

Finally, how are we to estimate resource capacity, \( R \). This enters into the determination of only two performance variables, the target variable itself...
and secondary task performance in the dual task condition. Thus secondary
task performance in the dual task condition is connected to target variable
performance by three chains of information, links through $e_1$ and $e_2$, which
may be partly or wholly redundant to the links connecting target variable
performance to other predictors, and by a link through $R$, which is indepen-
dent of the chains of information involving other predictor variables.

Turning again to Figure 7, each of these links correspond to paths in
the graph. There are paths from $p_1(1)$, $p_1(1+)$, and $p_2(1+)$ to $p_1(2)$ going
through $e_1$. There are paths that go from $p_2(0)$ and $p_2(1+)$ to $p_1(2)$ by mov-
ing first to $e_2$ and then to $e_1$. Only $p_2(1+)$ has a path that moves to $p_1(2)$
through $R$.

The information-theoretic basis for the assertions will now be given.

The performance-resource function states that the value of $p_1(2)$ is
completely established (within the limits of measurement error) when the
pair of parameters $(e_1, R)$ is known. Furthermore, by the definition of a
performance-resource function, any change in $R$ will cause a change in per-
formance, since hard primary performance is resource limited. The informa-
tion transmitted from $R$ to $p_1(2)$, independently of $e_1$, is

$$T(R, p_1(2): e_1) = H(e_1, R) + H(e_1, p_1(2)) - H(e_1) - H(e_1, R, p_1(2)).$$

Because $p_1(2)$ is completely determined by $e_1$ and $R$,

$$H(e_1, R, p_1(2)) = H(e_1, R).$$

Substituting (40) into (39),

$$T(R, p_1(2): e_1) = H(e_1, p_1(2)) - H(e_1)$$
$$= H(p_1(2): e_1)$$
$$= \sum_a p(e_1=a) \ H(p_1(2): e_1=a).$$
By the definition of resource limited, and the performance-resource function it is true that for every pair of values $R_i, R'_i$, $R_i \neq R'_i$,

\[(42) \quad f_1(R_i; e_{1i}, 2) \neq f_1(R'_i; e_{1i}', 2)\]

if $e_{1i} = e_{1i}'$.

Thus for fixed $e_1$, there is a one-to-one mapping from $R$ to $p_1(2)$. This means that

\[(43) \quad H(p_1(2) : e_1=a) = H(R : e_1=a).\]

By assumption on A.6, $e_1$ and $R$ are independent. Therefore

\[(44) \quad H(R : e_1=a) = H(R)\]

and therefore

\[(45) \quad T(R, p_1(2) : e_1) = H(R).\]

Equation (45) states that unless $R$ is known completely there will be uncertainty in predicting the target variable, regardless of how accurately we have established the value of the structural parameter $e_1$. Thus it always pays to improve prediction of $R$, since this always reduces the uncertainty in estimating the target variable.

The situation is not quite the same with respect to $e_1$. By reasoning similar to the derivation of (41),

\[(46) \quad T(e_1, p_1(2) : R) = H(p_1(2) : R) = \sum_b p(R=b) H(p_1(2) : R=b)\]

However the performance-resource function does not define any condition for fixed $R$ and varying $e_1$. In fact, quite reasonable functions can be drawn.
that show \( e_i \neq e_i' \), but for some \( R \)

\[
(47) \quad f_1(R=b; e_i, 2) = f_1(R=b; e_i', 2).
\]

An example is illustrated in Figure 8. The only restriction is that if the

\[
\text{Insert Figure 8 about here}
\]

e_i's are not equal there be some value of the pair \((R, e_i)\) for which (47) is false. In the figure, three performance-resource functions are shown, for \( e_i = a, b, c \). Given that \( e_1 \) is known, it is still necessary to establish \( R \) before an estimate of \( p_1(2) \) can be made. However, if \( R \) is known one would not need to discriminate between \( e_1 = a \) and \( e_1 = b \) in order to estimate target performance.

This reasoning is illustrated formally by observing that

\[
(48) \quad H(p_1(2); R) \leq H(e_1)
\]

and therefore

\[
(49) \quad 0 \leq T(e_1, p_1(2); R) \leq H(e_1).
\]

This means that whether or not improving one's estimate of \( e_1 \) improves prediction of \( p_1(2) \) depends on exactly how the estimation is made. If the reduction in information obtained through the estimation procedure is greater than \( H(e_1) - T(e_1, p_1(2); R) \), then improvement is bound to occur. If the reduction is not this great, then whether or not prediction is improved depends on whether or not the prediction allows one to discriminate between possible values of \( e_1 \) for which (47) is not satisfied. This can be seen by examining Figure 8. Suppose that it has been established that \( R_1 = R^* \). Any
information that alters the probability that \( e_{11} = c \) will transmit information about the value of the target variable. Information that changes \( p(e_{11} = a) \) and \( p(e_{11} = b) \) relative to each other, but leaves unchanged the probability that the value is either \( a \) or \( b \), will not influence the accuracy of a prediction.

The results established for \( p_1(2) \) generalize to the prediction of performance in any resource-limited situation. Since information transmission is defined by a statistical relationship rather than by an interpretation of causality, prediction is possible in both directions. This may also be seen by examining Figure 8. If performance were to be observed at point \( p^* \), then resource capacity would have to be either at point \( R^* \) or \( R^{**} \). The results also apply to residual uncertainties. That is, suppose that by utilizing one set of observations we obtained an imperfect estimate of the \( e_t \)'s and the \( R \) value. We could apply the reasoning given above to an analysis of residual variation in the unobservables, after allowance had been made for the reduction in uncertainty due to the initial observations.

A stepwise technique for predicting hard primary task performance will now be developed. It is clear from Figure 7 and from the mappings stated in Table 1 that statistical associations between the two primary task measures \( (p_1(1) \) and \( p_1(2) \) will be due to their joint dependence on \( e_1 \), the primary task structure variable. The performance-resource function establishes a many:one mapping from \( E_1(1) \) to \( P_1(1) \), hence

\[
T(e_1, p_1(1)) = H(p_1(1)) + H(e_1) - H(p_1, e_1) = H(p_1(1)) + H(e_1) - (H(e_1) + H(p_1(1):e_1)).
\]

Since \( H(p_1(1):e_1) = 0 \), from the definition of a data limit, (50) reduces to

\[
T(e_1, p_1(1)) = H(p_1(1)).
\]
Thus if there is any variation in the observable, primary task performance in the easy-alone condition, this variation can be used to gain some information about the primary task structural parameter, $e_1$. Whether or not this information will aid in determining primary task performance in the hard-alone condition depends on the considerations given in discussing equations (48) and (49). Information about $e_1$ may help in prediction, and our intuitions are that it usually will, but within the restrictions established by the model, we can construct a situation in which this is not true.

A similar argument applies to the prediction of hard primary task alone performance from performance on the secondary task alone, variable $p_2(0)$. The only additional comment is that the prediction involves two steps. Given observed performance, the secondary task structural parameter, $e_2$, can be estimated. If $T(e_1, e_2)$ is not zero (and the assumptions of the model permit either condition), then prediction of $e_1$ is possible, indirectly, through $e_2$. Again our intuitions are that such information will assist in predicting the target variable, but the model does not demand that this be so.

Much stronger restrictions apply when we consider the variable $p_2(1+)$, secondary task performance in the dual task condition. From Table 1, we see that $p_2(1+)$ is a function of $e_2$, $r_1^*(1+)$, and $R$. The variable $r_1^*(1+)$, however, is itself a function of $e_1$. Thus the performance-resource function for the secondary task in the dual condition can be written

\[(52) \quad p_2(1+) = f_2^*(R; \mathbf{e})\]

where

\[(53) \quad \mathbf{e} = (e_1, e_2).\]
By the argument presented for $p_1(2)$, we can express the information shared by the observable, $p_2(1+)$, and the resource capacity variable, $R$, as

\[
T(p_2(1+), R; e) = H(R),
\]

and this is independent of information associated with $e$. This does not mean that $R$ is perfectly predictable from knowledge of secondary task performance in the dual task condition, but it does mean that by observing this performance one can improve one's guess concerning the value of $R$. See the analogous illustration associated with Figure 8. As improving one's prediction of $R$ will always help in predicting the target variable, the model demands that there be an association between $p_1(2)$ and $p_2(1+)$.

Furthermore, at least part of this association should be independent of any association due to joint statistical relations between these variables and any of the other observables.

The information-theoretic analysis can be summarized in a form that approximates conventional statistical analysis. Two variables will be said to be associated if there is a statistically reliable correlation between the first variable, $y$, and a prediction function, $\hat{y} = g(x)$ of the second variable. The arguments presented above show that there "may exist" two functions, $g_1(p_1(1))$ and $g_2(p_2(0))$ that associate the target variable, primary task performance in the hard-alone condition, with primary task performance in the easy-alone condition and secondary task performance in the secondary task alone condition. There must exist a function $g_0(p_2(1+))$ that associates secondary task performance in the dual task condition with the target variable. Furthermore, this association is at least partially independent of the two previous associations if they do exist.

Suppose that we knew what the prediction functions $g_0$, $g_1$, and $g_2$ were.
We could then construct $y_0$, $y_1$, and $y_2$ and test the model's predictions, by examining the first order and partial correlations between the $y$'s and the target variable. In the following subsection a method of estimating the prediction functions is presented.

**Approximation by linear polynomials**

There is no way to identify the $g$'s in the preceding analysis without providing a task-specific model of response production. In order to test the general resource competition model, though, we do not need to know what the $g$ functions are. All we need to know is what they can predict. This can be done if we find an arbitrary (and not psychologically interpretable) approximation to each $g$ function. Our approach makes use of the fact that if $x$ and $y$ are arbitrary real variables, and $y$ is a single valued function $y=g(x)$ of $x$, then $g$ may be approximated by the linear polynomial function

$$\hat{g}(x) = \sum_{v=0}^{K} a_v x^v$$

for some unknown $K$. In practice, if we are given $N$ data points, $(x_i, y_i)$, and if $(x_i=x_j)$ implies that $(y_i=y_j)$, then the relation between $x$ and $y$ in this data set can be stated exactly by (55), with $K \leq N-1$. (If the equality condition is not met, we can reformulate the problem by replacing the various $y$'s at a given $x$ value by their average. Fluctuation about this point is thus assumed to be due to variation in $y$ not associated with $x$.)

In practice, we would not want to calculate (55) for $K$ as high as $N-1$, as this would maximally capitalize on chance fluctuations in the data. Instead we can set limits on the value of $K$. One limit is simply intuition: we find it hard to imagine reasonable psychological functions that would require approximations using terms higher than $K=5$. In practice we have used 6 and 10 as limits on $K$. (See Tukey (1977) for a discussion of the
introduction of such arbitrary assumptions.) A second limit is established by the reliability of the data. If we know that the reliability of the predictor is only $r$, there is little point in choosing $K$ to be so large that the correlation between $y$ and $g(x)$ exceeds $r$.

In practice, we have used the following technique. Given two observables, $x$ and $y$, with $y$ to be predicted using a possibly non-linear function of $x$, we calculate the multiple regression of $y$ on the variables $x_v = x^v$, for $v = 1..K$, where $K$ is either an arbitrarily established limit, or the value of $v$ at which the multiple regression first exceeds the reliability imposed by the data. Predictor variables are entered in order of ascending $v$'s. We then examine the resulting regression equation, and set to zero any regression weight $a_v$ which is not reliably different from zero. The .01 criterion of reliability has been adopted, but we do not follow it "slavishly", i.e. if a significance level of .02 or .03 is noticed we experiment with regression equations that do or do not use the variable. We then calculate the multiple regression using only the reliable variables, and determine whether or not there is any change in the multiple regression. If there is no large change, the process terminates, and the resulting $g$ is our approximation of $g$. If there is a change, we then experiment with various combinations of predictor variables to determine whether or not we have uncovered a suppressor variable. (We did uncover one case of "classical suppression" in one of our analyses. The mathematical basis is described by Cohen and Cohen (1975, pg. 87).) If suppressor variables are discovered they are included in the equation.

The linear polynomial approximation procedure may involve substantial capitalization on chance fluctuations in the data. Therefore we recommend it only for large studies. In practice we shall apply it to a study involving 81 subjects. To deal with smaller studies we apply the much more arbitrary criterion of dealing only with linear relations (i.e. $K=1$), and
using conventional correlational analyses. The resource competition model provides some justification for doing so whenever we are dealing with a relation between observables that is dependent on resource capacity, the \( R \) variable. By the definition of a performance-resource function, performance will always be an increasing function of \( R \) in resource-limited situations, hence there should always be a positive linear term in the function relating two observables to \( R \). If the relationship between observables is traced through one of the structure parameters, \( e_1 \) or \( e_2 \), a linear analysis introduces an additional assumption. This is that the task structural parameter is unidimensional, and that there is the same ordinal relationship between the structural variable and both the observable performance variables. While this assumption does not seem to be unreasonable (and is not required in the non-linear analysis) we do want to be aware that we are making it.

The use of a linear analysis is perhaps least justified when we examine the independence of predictions of the target variable based on different predictors. Suppose we find that there is some predictability in the \( y \) variable associated with a linear function of \( x \) (as in conventional correlational analysis) and that there is a further component of \( y \) that can be predicted by a linear analysis using a second predictor, \( z \). It is possible that the additional component, which appears to be predictable only from \( z \), might be predictable by a non-linear association between \( x \) and \( y \). While this may seem to be an unlikely possibility in practice, we do want to be aware that there is nothing in either the resource competition model or in the mathematics of approximation that guards against such a spurious result.

In summary, the technique of approximation of predictor functions by linear polynomial analysis provides a justifiable way of examining the implications of the resource competition model. The approximation
technique, however, requires precise data that can be obtained only in a large experiment. Conventional linear analysis can be justified in some cases, but may suppress relationships that could cause us to question the model. In practice what we have done is to apply a linear analysis to smaller experiments, and a non-linear analysis to very similar larger studies. We then ask whether or not the approximation functions uncovered by the non-linear analysis raise questions about the interpretation of the linear analysis.
Experimental Results

The resource competition model has been used to analyze several experiments in a series of studies of dual task performance (Lansman and Hunt, Note 1). All of the experiments used the "easy to hard" paradigm, in which performance on a difficult primary task, done alone, was predicted from various combinations of primary and secondary task performance. A linear analysis of two smaller experiments, involving about 50 subjects each, will be reported first, and then a non-linear analysis of a larger study, involving 81 subjects.

The first two experiments used a verbal short-term memory task as the primary task. The sequence of events observed by the subject is shown in Table 2. First several letter-digit pairs were presented, to establish an initial set of paired associates to be retained in memory. Each subsequent trial contained a test phase and a study phase. During the test phase, a letter would be presented with a question mark, and the subject would attempt to recall the digit most recently paired with that letter. In the study phase, the same letter would be presented, paired with a new digit. The difficulty of this task was manipulated by varying the number of letter-digit pairs involved.

---

This task is generally referred to as a continuous paired associates task. The present form was developed by Atkinson and Shiffrin (1968), who used it to test their buffer model of short-term memory. A similar task was used by Yntema and Meuser (1962) some years earlier. Performance on the task has been shown to be related to scores on tests of
scholastic aptitude (Hunt, Frost, & Lunneborg, 1973) and to the performance of computer programmers (Love, 1977).

A probe reaction time task was used as a secondary task. In dual task conditions, a probe was presented during the study phase of 75% of the trials. In one experiment, the probe signal was a set of asterisks shown immediately above the letter-digit pair. In the other, the probe was a tone presented through headphones. Subjects responded to the asterisks by pressing a key, and to the tone by speaking the syllable "Bop" into a microphone. Paired associate and probe tasks never required a response during the same interval.

If resource competition is involved, the secondary and primary tasks should interfere with each other. Figure 9a shows performance on the paired associates task as a function of the number of pairs to be maintained in memory and the presence or absence of the probe task. Figure 9b shows probe reaction time (RT) as a function of the difficulty of the concurrent memory task. The zero memory load condition represents the probe task done alone. The pattern of interference between tasks is typical of that found in many experiments. Mutual interference is evident, and the greatest increment in probe reaction time is associated with the change from the probe alone condition to the probe plus memory task condition. Smaller increments in probe RT occur as the difficulty of the memory task increased.

Insert Figure 9 about here

If our model of individual differences is correct, then we would expect performance on easy and hard versions of the primary task to be correlated, since they are both influenced by $e_1$, the structural parameter.
for the primary task. Performance on the hard primary may also be predicted by RT in the secondary task done alone, due to a correlation between $e_1$ and $e_2$. However, RT to the probe in the dual task condition should improve prediction of accuracy on the hard primary task, since RT in the dual task condition is influenced by resource capacity, $R$, as well as $e_2$.

Table 3 summarizes the linear correlations obtained in the two experiments. Of greatest interest are the partial correlations between accuracy on the hard primary task (the target variable in our theoretical analysis) and probe RT in the dual task condition. The variable "held constant" by the partial correlation technique is either accuracy in the easy primary task done alone or probe RT in the secondary task done alone, or both of these. The partial correlations are shown in the three rightmost columns of the table. In each case the correlation is reliably different from zero. Thus probe RT in the dual task condition was significantly correlated with the target variable, even after the two single task variables were statistically removed.

A third experiment involved 81 subjects, selected from a wide adult age range in order to maximize individual differences. The first part of this experiment was essentially a replication of the previous work. The primary task was the continuous paired associates task, and the secondary task involved manual response to an auditory probe. The second part of the experiment involved a new primary task. Subjects were shown a random pattern of plus (+) signs on a computer display screen. This standard pattern was followed by a mask, and then by a
pattern of plus signs that was either identical to the standard or differed from it by the movement of a single plus. The subject's task was to indicate whether the second pattern was identical to or different from the standard. In the easy version of this task, patterns were composed of four plus signs in a $3 \times 3$ matrix. In the hard version, there were ten plus signs in a $7 \times 7$ matrix. As in the case of the paired associates task, probes were presented during the study phase of 75% of the trials. The exact sequence of events is shown in Figure 10.

Table 4 shows data from the paired associates task. Presented are correlations of the target variable, performance on the hard paired associates task, with linear and non-linear functions of several predictor variables. Of particular interest is the correlation between the target variable and performance on the secondary task in the dual condition, after the effects of the other two predictors have been held constant by partial correlation. This correlation is reliably greater than zero in both the linear and non-linear analyses.

A glance at the table shows that there are only slight differences between the linear and non-linear analyses. These differences would not change our conclusions in any way. This result strengthens our confidence in the linear analyses of the smaller experiments. Visual inspection of the form of the non-linear analyses indicates that they all have strong linear components, and that the non-linearities are usually introduced
to modulate extreme effects, for example, to correct for excessively pessimistic prediction associated with extremely long RTs.

A rather different picture emerged from examination of the data from the spatial memory task. Two observations led us to suspect that even the difficult version of this task was not resource-limited. First, although the primary task did interfere with the secondary, the effect was much smaller than in the experiments using the paired associate primary task. Figure 11 compares the effects of the spatial memory and paired associate tasks on probe RT. The second observation was that subjects reported quite different strategies in attacking the two tasks. The paired associates task was almost always attacked by concentrated rehearsal of the current pairs. No such rehearsal strategy is available for the spatial memory task. Instead, subjects reported that a passive approach of simply looking at the standard patterns was most effective. If active rehearsal strategies are ineffective in the spatial memory task, then we would expect data rather than resource limitations to be important in determining performance on that task.

Table 5 presents the linear and non-linear correlations for the spatial memory task. Consider first the linear analyses. No reliable partial correlation remains between RT in the dual task condition and accuracy in the hard spatial memory task, after allowing for individual variability in single task conditions. The same thing is true in the non-linear analysis. Although the non-linear analysis is not identical to the linear analyses (because of the change in correlation between the target variable and performance in the probe alone condition) the partial correlations measuring the predictability of the target from secondary task performance in the dual condition remain low. In terms of the model, there does not seem to be a path leading to the target variable
via the resource latent variable (R). This situation would arise if performance were data limited throughout levels of difficulty of the spatial memory task.
An evaluation of the approach

The idea that allocatable attentional resources must be considered in the analysis of cognition is an important one. Nevertheless, problems have arisen in the development of resource competition models that have posed serious difficulties for experimental psychologists. One of these problems is that individual differences in both resource capacity and specific task efficiency almost certainly exist. This prevents a straightforward interpretation of many experimental designs. A second problem in the analysis of resource competition studies is that individuals may not follow the particular resource allocation policy that the experimenter would like them to use. The third problem is that the notion of a mental resource is itself a vague one. Should we think of a single pool of infinitely transferable resources, or should we think of multiple resources with varying degrees of transferability? An even more basic question is, "What, precisely, are these resources supposed to be?" Should they be given a physiological interpretation or should we be content to deal with abstract concepts?

Our results are addressed directly to the first question. We believe that there are indeed individual differences in both resource capacity and specific task structure parameters, but we do not regard this fact as a reason for avoiding these concepts. Rather, they provide a topic for study. The problem of how individual differences enter into performance on multiple tasks is an involved one, and intuitions are not always adequate in drawing out the implications of formal models. Thus, we believe that study of the formal models is indeed necessary. In developing models one need not restrict oneself to the usual assumption
of linear measurement that underlies conventional correlational analysis. The approximation technique used here is a strictly empirical one, that allows us to trace through the steps in an information transmission model. Such an approach is satisfactory only as an interim step. The resulting linear polynomial expressions show what non-linearities exist, but do not provide an interpretable algebraic expression. It would be far preferable to unite models of individual differences with more precise models of how responses are produced in various tasks, so that we could examine the adequacy of specific, theoretically justifiable functions as explanations of the data.

Our own experimental work, and research in this area in general, is vulnerable to the second objection. Experimenters rarely know what resource allocation policies are being used by their subjects. Subjects are instructed to behave in an economically efficient manner, but do they listen? Indeed, even if they try to follow instructions, do they have that much control over resource allocation? In more analytic terms, we have assumed that our subjects located themselves at a particular point on the performance operating characteristic. There are techniques for checking this assumption, but they are time consuming, and are considered feasible in experiments that involve only a few participants. As individual differences designs usually require the study of large numbers of subjects, experiments that are "completely adequate" from both an individual differences and an attentional theory point of view are likely to be expensive. Unless designs are found to solve this problem, it may well be the limiting feature of the line of research.

This paper has not addressed the question of whether resources are unitary or multiple. Experimental designs that consider only a single pair of tasks cannot answer questions about the specificity of resources.
Obviously, we can only talk about competition for resources between the tasks that we observe. However, there is no reason why the methods used here could not be extended to the study of interference patterns observed between multiple pairs of tasks. It should be possible to develop models of resource competition for situations in which the same individuals attack different combinations of primary and secondary tasks. We could then ask whether one could describe the data by assuming a single resource capacity, or whether it was necessary to describe individuals in terms of several different resources. Such an analysis could be combined with nomothetic approaches, which stress the types of tasks that interfere with each other. The two approaches should lead to a common definition of resources.

The meaning of attentional resources

In this paper, the term "attentional resources" has been treated as an abstract concept to be defined by parameters in sets of equations. The physiological approach to attention assumes that the concept has some sort of corporeal reality. Two broad classes of explanation of "attention" have been offered. One is that attention means the application of some sort of processing unit within the brain, a unit that is required in the execution of a large number of tasks. An alternative is to regard attention as an energy concept, where the analogy is to the distribution of electric current or water pressure, rather than to time sharing of a piece of equipment. One could develop formal models that proceeded from either assumption. We expect, though, that it would be extremely difficult to distinguish between such models on the basis of conventional psychological experiments alone.

If formal models are to be used to address the question "What is attention?" it may be that they will be most helpful if the parameters
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used to describe an individual's resource capacity are regarded as dependent variables to be predicted by non-psychological factors, such as age, state of alertness, drug state, or other measures of physical condition. Thus we would eventually define resource capacity in two ways: as a determiner of performance in psychological experiments, as we have done here, and as a measure that is responsive to certain types of variation in an individual's mental state. Does capacity change systematically with age? Is it responsive to training? Can capacity be altered by either natural or unnatural changes in physiological condition? Even if the approach developed here is successful in defining a mathematical model of attention, it will still be necessary to conduct experiments to define the concept of resource capacity in terms of the controlling independent variables. Such research must focus on dual tasks, rather than on the execution of one task at a time, because performance on a single task, done alone, does not allow one to distinguish between the efficiency with which a person executes a task and the amount of resources that the person devotes to it.
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Table 1
Summary of the mappings between observable and unobservable variables in the easy-to-hard paradigm.

**PRIMARY TASK**

<table>
<thead>
<tr>
<th>Equation</th>
<th>Mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1(1) = f_1(r_{11}*(1), e_{11}, 1)$</td>
<td>$f_1: E_1 \rightarrow p_1(1)$</td>
</tr>
<tr>
<td>$p_{1+}(1) = f_1((r_{11}*(1) - \Delta); e_{11}, 1)$</td>
<td>$f_1: E_1 \rightarrow p_1(1+)$</td>
</tr>
<tr>
<td>$p_1(2) = f_1(R_1, e_{11}, 2)$</td>
<td>$f_1: E_1 \times R \rightarrow p_1(2)$</td>
</tr>
</tbody>
</table>

**SECONDARY TASK**

<table>
<thead>
<tr>
<th>Equation</th>
<th>Mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{2}(0) = f_2(r_{21}*, e_{21}, k)$</td>
<td>$f_2: E_2 \rightarrow p_2(0)$</td>
</tr>
<tr>
<td>$p_{2+}(1) = f_2((R_1 - r_{11}*(1) - \Delta), e_{21}, k)$</td>
<td>$f_2: E_2 \times E_1 \times R \rightarrow p_2(1+)$</td>
</tr>
</tbody>
</table>
Table 2
Sequence of Events for the Paired Associate Task

<table>
<thead>
<tr>
<th>Event</th>
<th>Display</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential presentation of initial pairs.</td>
<td>A = 7</td>
<td>3 sec</td>
</tr>
<tr>
<td></td>
<td>B = 3</td>
<td>3 sec</td>
</tr>
<tr>
<td>Question. The correct answer is 3.</td>
<td>B = ?</td>
<td>Subject paced.</td>
</tr>
<tr>
<td>Rehearsal interval. Letter just queried is paired with a new number.</td>
<td>B = 4</td>
<td>3 sec</td>
</tr>
<tr>
<td>Probe. A probe may occur 500, 1000, or 1500 msec after presentation of a new pair.</td>
<td>B = 4</td>
<td>Probe is presented until subject responds for a maximum of 1500 msec.</td>
</tr>
<tr>
<td>Question. The correct answer is 7.</td>
<td>A = ?</td>
<td>Question remains on screen until subject responds.</td>
</tr>
<tr>
<td>Rehearsal interval. Letter just queried is paired with a new number.</td>
<td>A = 5</td>
<td>3 sec</td>
</tr>
</tbody>
</table>
Table 3
Correlations between the Target Variable and Three Predictor Variables
in the Paired Associate Task, Experiments 1 and 2 a

<table>
<thead>
<tr>
<th>Predictor Variable</th>
<th>First Order Correlations</th>
<th>Partial Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p_1(1)</td>
<td>p_2(0)</td>
</tr>
<tr>
<td>Experiment 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paired Associates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>with Visual Probe,</td>
<td>.52</td>
<td>-.05</td>
</tr>
<tr>
<td>Manual Response</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experiment 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paired Associates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>with Auditory Probe,</td>
<td>.28</td>
<td>-.37</td>
</tr>
<tr>
<td>Vocal Response</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

p_1(1) = Accuracy in the easy paired associate task done alone
p_2(0) = RT in the probe task done alone
p_2(1+) = RT in the probe task during the easy paired associate task

a Correlations greater than .27 are significant at the .05 level.
Table 4
Correlations between the Target Variable, and Linear and Non-Linear Functions of Three Predictor Variables in the Paired Associate Task, Experiment 3

<table>
<thead>
<tr>
<th>Predictor Variable</th>
<th>First Order Correlations</th>
<th>Partial Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( p_1(1) )</td>
<td>( p_2(0) )</td>
</tr>
<tr>
<td>Correlations with the Variable Itself</td>
<td>.57</td>
<td>-.21</td>
</tr>
<tr>
<td>Correlations with a Non-Linear Function of the Variable</td>
<td>.60</td>
<td>-.21</td>
</tr>
</tbody>
</table>

\( p_1(1) \) = Accuracy in the easy paired associate task done alone

\( p_2(0) \) = RT in the probe task done alone

\( p_2(1+) \) = RT in the probe task during the easy paired associate task

\( \text{Correlations greater than .22 are significant at the .05 level} \)
Table 5
Correlations between the Target Variable, and Linear and Non-Linear Functions of Three Predictor Variables* in the Spatial Memory Task

<table>
<thead>
<tr>
<th>Predictor Variable</th>
<th>First Order Correlations</th>
<th>Partial Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p₁(1)</td>
<td>p₂(0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Correlations with the Variable Itself

|                      | .27 | -.27 | -.29 | -.23 | -.14 | -.11 |

Correlations with a Non-Linear Function of the Variable

|                      | .27 | .44  | -.29 | -.22 | -.14 | -.11 |

p₁(1) = Accuracy in the easy paired associate task done alone

p₂(0) = RT in the probe task done alone

p₂(1+) = RT in the probe task during the easy paired associate task

*Correlations greater than .22 are significant at the .05 level
A performance-resource function, \( p = f(r) \). Performance is resource limited in the regions A to B and C to D, and data limited in the regions B to C and D to E.
A performance operating characteristic (POC) plotting performance on one task as a function of performance on a simultaneously performed task.
Performance resource functions for digit memorization.
Task 2 Performance (Speed of Response to Probe)

POC for digit recall (primary) and probe reaction time (secondary) tasks under two levels of primary task difficulty.
Figure 5

Performance-resource functions for two subjects, A and B, for Task 1, the primary task.
Figure 6

Performance operating characteristics for two subjects, A and B.
Figure 7

A diagram showing the causal connections between the three unobservable parameters, $e_1$, $e_2$, and $R$, and five single and dual-task measures.
Figure 8

Performance-resource functions illustrating the point that $R$ must be known perfectly, but $e_1$ may be known only partially, in estimating target variable performance.
Figure 9a

- Control (No Probes)
- Visual Probes, Manual Responses
- Auditory Probes, Vocal Responses

Proportion Correct

Memory Load in the Primary Task (Number of Pairs)

Proportion of paired associate items correctly recalled in single and dual-task conditions as a function of memory load.
Mean probe RT for the visual-manual and auditory-vocal secondary tasks as a function of memory load in the paired associate primary task.
Figure 10

<table>
<thead>
<tr>
<th>Event</th>
<th>Display</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard pattern.</td>
<td>![standard_pattern]</td>
<td>3 sec</td>
</tr>
<tr>
<td>(Probe could occur</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500, 1000, or 1500 msec</td>
<td></td>
<td></td>
</tr>
<tr>
<td>after onset of standard</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pattern.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mask.</td>
<td>![mask]</td>
<td>1 sec</td>
</tr>
<tr>
<td>Test pattern. Subject</td>
<td>![test_pattern]</td>
<td></td>
</tr>
<tr>
<td>responds as to whether</td>
<td></td>
<td></td>
</tr>
<tr>
<td>test pattern is the</td>
<td></td>
<td></td>
</tr>
<tr>
<td>same or different from</td>
<td></td>
<td></td>
</tr>
<tr>
<td>the standard.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test pattern remains</td>
<td>![test_pattern_remain]</td>
<td></td>
</tr>
<tr>
<td>on screen until the</td>
<td></td>
<td></td>
</tr>
<tr>
<td>subject responds.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sequence of events in the spatial memory primary task.
Figure 11

Mean probe RT during paired associate and spatial memory primary tasks as a function of primary task difficulty.
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