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ABSTRACT

An elementary, but useful problem In reliability design is used to

illustrate some of the principles and concerns of computational probability.

A number n of items with exponential life times are placed in parallel.

The time until all items have failed is denoted by U . It is desirable thata
Un exceed the duration T, where T is a random variable, independent of

the n life times. We wish to determine the smallest value of n for which

P(Un > T} exceeds 1 - e. It is shown that if T has a delayed distribution

of phase type, this may be done by a recursive algorithm, which avoids numer-

ical integrations.
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1. frmulation of the Probleu

The concern for algorithmically tractable solutions to problem in

probability adds an interesting new dimension to their analysis. Zn the con-

struction of efficient and stable algorithm, certain principles, which have

not been given much attention In the classical analytic presentations, need

to be followed, In this paper, soim of these principles are illustrated by

a simple example from reliability theory.

We first consider n item with independent, identically distributed,

exponential life times with parameter v. These itesm are placed in parallel

and system failure occurs at the time U w hen all n item have expired.

The parallel system is to be used during a mission of duration T, where T

is a random variable, independent of the life times of the item. The dis-

tribution of T is denoted by F(.).

The probability q(n) - P{U a TI, that the system fails before

the end of the mission is readily given by

(1) q(n) - i (1 "ePx)U dF(z) , for n ;' 1

0

Clearly q(n) Is strictly decreasing In n and tends to aero as a tends

to infinity. For every c > 0, the quantity n* - mft (a: q(n) ' €) is

well-defined. n* is the smllest number of items, which will yield a re-

liability of at least 1- t .

The numrical computation of n* requires mm care. It would e.g.

be Inadvisable to rewrite (1) a

(2) q(n) - S f(ku)

where f(.) is the Laplace-Stieltjes transform of 7(.). Tor large a, the
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quantity q(n) is given by (2) as the sum of term of alternating sign.

INmsricaJl Implametsrio of (2) usually suffers from loss of signif icence.

This serves to Illustrate out first point. )hatbematica3lk equivalent

solutions sma be vastly diLfferent In their sutIlIty for maurical com-

putation. A numer of the published analytic solutions to stochastic models

are morthless for or hazardous In numerical Imlementation. Algorithmic

tractability deserves to be included in technical discussions of probability

models to a f ar greater extent than is presently done.

In evaluating the quantities q (n) by numerical Integration In Formula

(1), considerable care is needed. For largo values of n, the integrand is

small for small to moderate x. The Improper Riamnn-StieltJes Integrals need

to be truncated at a high value of x, so as to avoid neglecting a substantial

tail contribution. For specific probability distributions 7(-), we my often

perform an appropriate change-of-variable, so that e.g. the :interval of Inte-

gration will become finite or so that a quadrature method may be applied. This,

of course, depends on particular features of 7(-).

In any case - and this Is our second point - It will not be Possible to

write one coinuter code to handle a very wide variety of Probability distri-

butions -?(-). Except for a small number of classical particular probability

distributions, such an e.g. the gsm family, it is necessary to analyze the

numerical Integration procedure from first principles. This Is not a matter

of mere computer programming.* For this - and a fort iori for more complex

problems - this analysis should be the concern end responsibility of the

probabilist.

In my problem, we my exploit particular probabilistic features to

expedite the computations. For the versatile class of distributions of uae

tIns, we shall show that the quantities q (n) may be evaluated without ngmercal
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integrations. Before doing so, ve shall consider a more general version of

the problem. Let there be n Items originally, which fail according to a

pure death process, i.e. the time between successive failures are independent

and exponentialy distributed with parameters ling ".* ji . The time-to-

failure then has a generalized Erlang distribution. If --n)(t) denotes

the probability that k of the n original Items are still alive at time t,

the quantity q(n) is given by

(3) q(n) - J #j() dF(x) , for n > 0

0

The earlier problem corresponds to the choice pj =ij, for 1 I 1 <_ n.

2. The Case Where F(-) is of Phase Type

P(.) is a distribution of phase type (PH) if and only if there is a

finite-state Markov process, with one absorbing state and all other states

transient, in which F(-) is the distribution of the time till absorption

[1,21. The generator Q of such a Markov process is then of the form

0" 0

where T is a square matrix, say of order a, with negative diagonal ele-

ants sad nonnegative off-di onal elements. The matrix T Is noossagular

and TI + f  . The Initial probability vector is denoted by L,a.l1]

The Initial P3-distributiom F(.) is then given by

(4) () - 1- a exp (T) i, for z>O .

Ti the sequl, we shall assm for convenience that a..., 0, so that

V(.) is continuous on [0,a).
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Let now *£(n) be the conditional probability that UI . T, given that

the HMakov process Q starts Is the state I. e ua-veactor with coupoets

#t1(n), 1 < i<a, Is denoted by t(n). It is than clear that

(5) q(n) -I t(n) , for n > 0

The vectors &(j), 0 < j I n, are recursively given by

(6) I(0) - ,

(J) -U i (U I - T)1 j(J-1) f for 1 < j In

It is clear that j(0) - . Furthermore, by conditioning on the time of the

first of the j failures, given that the system starts with j > 1 items,

we obtain by using the Narkov property that

10J) f 03CP ( ) 4 Z "  d -• -1)

0

which readily yields (6).

From Formlas (5) and (6), we see that the q(u) say be computed

by the autmrical solution of systems of linear equations. We evaluate the

successive vectors j(j), j !.1, and stop as soon as a (j) becomes les

then the prescribed e. he Integer n* is theu liven by the idez j at

widch co saetion halts.

The ruical solutis of the tlnar equations

(7) VU) - T t(j) j(j-l)

Is highly stable. 2a petuxur, they are IAeslly suAted for Caus-ISiLel

Iteretioe. As we sell discuss below, there may be saw melt In using this

prooiA-e, althoouh It is somewht slower than direct Cause elimiaation.



3. The Case Where F() Is a Delayed PH-distribution.

In practice, it Is urealistic to assume that the distribution F(-)

has support on (O,-). The duration T vll usually exceed some fixed value

a > 0 with probability me. It is easy to modify the preceding algorithm to

handle this case also. Lot F() be of the form

F(z) -0 , for x<a

1 - a exp [T(x-a)] ., for x > a

It may be called a delayed PH-distribution.

The quantity q(n) is then given

S(n)(8) q(n)- 4 k (a) 4(k) , for n> 0 ,
k=O

where the 4(k) are the quantities, given by Formula (5) . In the particular

model, with which we started this discussion, Formula (8) becomes

q(n) - E([k 1 e-u a 4(k) , for n > 0

The binomial probabilities #k (a) are easily evaluated. In general, the

(n)probabilities #j (t) my be comuted by the numerical solution of the simple

differential equations

d Cu) * (n)
Rt#n (t) - ( t )

i)t 4 (t) (t) + Vk+l *i 1( t ) , for 1 - k < n,

Cu 0( ) (  "  CItu)( t),

Ctp'~
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for t > 0, with the initial conditions 4 n (0) (0) 0. for

0 < k < n.

We believe that the preceding discussion illustrates the point that for

mny problem of practical interest, probabilistic insight may lead to natural

and efficacious alsorithm. There is one additional point to be made in

conclusion. Our simple example again serves to illustrate that point well.

In practical situations, we often wish to vary parameters of the model

in a systematic manner. It is desirable to "nest" the successive implementa-

tions of the basic algorithm, so that quantities computed in earlier runs

may be reused or efficiently updated.

If, for example, we wish to vary the parameter a in Formula (8), it

suffices to start with the smallest value of a and to Integrate the dif-

ferential equations (9) progressively up to the largest desired value of a.

The sam sequence 4(k), k >_ 0, is used throughout.

If we wish to modify one or more elements of the matrix T, we can solve

the equations (7) by an iterative method and use the preceding solution

vectors as starting solutions.

These considerations are particularly important when the actual computa-

tions are carried out in the conversational mode at a remote terminal. The

algorithm then becomes a powerful tool, which may be "interrogated" to

assess the effect of varying the parmters of the model. In complex models,

it is mostly imposible to do this by analytic methods only. The timns between

the successive printouts of results are usually a dead loss to the user and

It is desirable to keep these as short as possible.

Once the algorithmic analysis of one stochastic model has been carried

out, it often provides insights into the analysis of related models. The

preceding discussion may easily be modified to handle the case where system

t4
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failure occurs when only r out of the original n items survive. The

times between successive failures may also be chosen to have distributions

of phase type instead of the (particular) exponential distributions, used In

our discussion. The algorithm then becomes more complex, but the underlying

mathematical ideas remain the me. To identify the structural properties,

useful in the construction of efficient algorithms, is the proper objective

of computational probability.
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