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PREFACE

This volume contains seventy-four papers presented at the XIIth International
Symposium on Shock Tubes and Waves which was held at the Van-Leer
Foundation in Jerusalem, July 16-19, 1979. The papers in the volume are divided
into three parts and arranged according to their presentation at the symposium.
The first part contains the plenary lectures (sessions A) including the Paul
Vieille (1A) and the Otto Laporte (7A) memorial lectures. The second part con-
tains all the papers presented in sessions B and deals with the general field of
shock waves and gasdynamics. Topics covered in these sessions included shock
tube facilities, shock flow computations, ionized gases in shock waves, instru-
mentation and experimental techniques, shock reflections and interactions, shock
waves and jets, and plasma flow. The papers in the third part are those pre-
sented in sessions C. They describe work related to chemical and physical pro-
cesses in shock waves. Topics covered were chemical rate processes, detonations,
diagnostics and experimental methods, lasers and energy & waves,

The plenary lectures (sessions A) were all invited. Papers in sessions B and C
were selected from over one hundred submitted, on the basis of extended
abstracts. The refereeing procedure consisted of initial screening by the executive
committee {assisted by scientists and engineers from this country) and later,
referecing by reviewers from this country and abroad. The executive committee
wishes to thank all those who helped with this procedure.

Participants from fourteen countries were welcomed at the opening session
of the symposium by the Mayor of Jerusalem, Mr. Teddy Kollek and by Mr.
Simcha Dinitz, Vice President of the Hebrew University of Jerusalem. Deputy
Prime Minister of the State of Israel, Professor Yigal Yadin addressed the
symposium participants and their accompanying guests at the farewell banquet,
and presented an overview of the Israeli-Egyptian peace treaty and the current
state of events in Israel. They have our sincere thanks.

Like its predecessors, the XIIth International Symposium on Shock Tubes
and Waves has been sponsored by the U.S. AIR FORCE OFFICE OF SCIEN-
TIFIC RESEARCH. Their support is highly appreciated.

Sincere thanks are also given to the following organisations for their support :

The Israel Academy for Sciences and Humanities; Dr. G. V. Bull, Aerospace
Research Corporation Inc., Highwater P.Q. Canada; The Hebrew Univesrity of
Jerusalem; The Technion, Haifa; Ben-Gurion University, Beer Sheva; The Ministry
of Defense; The Israel Aircraft Industry.

Finally, the executive committee would like to thank Kenes-Organizers of
Congresses and Special Events Ltd. for their help and advice and Mrs. Miriam
Achituv and Mrs. Eta Shushan for their help in organizing the symposium and
publishing the proceedings.

ASSA LIFSHITZ, Jerusalem
JOSEF ROM, Haifa

February 1980 — Q"N DIV

. @A o ke o

. -

IF




EXECUTIVE COMMITTEE
Assa Lifshitz (co-chairman)
Josef Rom (co-chairman)

INTERNATIONAL ADVISORY COMMITTEE

B. Ahlborn, Canada

T. Akamatsu, Japan
D. Baganoff, USA
S.H. Bauer, USA

T.V. Bazhenova, USSR
D. Bershader, USA
IN. Bradley, England
R. Dannenberg, USA
L.Z. Dumitrescu, Rumania
R. Emrich, USA
R.G. Fiszdon, Poland
R.G. Fowler, USA

K. Fukuda, Japan

L1 Glass, Canada

W. Griffith, USA

R. Gross, USA

A. Hertzberg, USA

H. Hornung, Australia
G. Kamimoto, Japan
A. Kantrowitz, USA

A. Lifshitz, Israel

L.G. Napolitano, Italy
R.W. Nicholls, Canada
H. Oguchi, Japan

A K. Oppenheim, USA
S.S. Penner, USA

H. Reichenbach, Germany
B.E. Richards, Belgium
M. Rogers, USA

J. Rom, Israel

P. Rose, USA

D. Russell, USA

P. Savic, Canmada

F. Schultz-Grunow, Germaay
LI Sedov, USSR

R.I. Soloukhin, USSR

B. Sturtevant, USA

C. Treanor, USA

J. Valensi, France

U.V. Zhurin, USSR

LOCAL ORGANIZING COMMITTEE

Akiva Bar-Nun
Alexander Burcat
Harvey F. Carroll
Felix Dothan
Ozer Igra

Willi Low
Assa Lifshitz
Uri Openheim
Ornan Seginer
Josef Rom

THE SYMPOSIUM IS ENDORSED BY

The Isreel Academy for Science and Humanities
. The Israsl Chemical Society
The American Physical Society.

5ol T -




CONTENTS

Part 1. Plenary Lectures

Paul Vieille Memorial Lecture: POTENTIAL APPLICATIONS OF WAVE
MACHINERY TO ENERGY AND CHEMICAL PROCESSES
P.H. Rose

THE REAL THING: BLAST WAVES FROM ATMOSPHERIC NUCLEAR
EXPLOSIONS
H.L. Brode

DEVELOPMENTS IN LASER BASED DIAGNOSTIC TECHNIQUES
S. Lederman

WAVE PHENOMENA IN LASER-PLASMA INTERACTION
S. Eliezer and H. Zmora

REVIEW OF EXPERIMENTAL AND THEORETICAL STUDIES OF THE
HARP SOLID PROPELLANT IGNITION AND COMBUSTION TUBE-
LAUNCHER

G.V. Bull

RATE MEASUREMENT IN SHOCK WAVES WITH THE LASER-SCHLIEREN
TECHNIQUE
J. H. Kiefer and J. C. Hajduk

Otto Laporte Memorial Lecture: REACTIONS AND RELAXATIONS IN
GASEOUS SYSTEMS — THE INFORMATION THEORETIC APPROACH
R.D. Levine

Part I1. Shock Waves and Gas Dynamics

TEST SECTION CONFIGURATION FOR AERODYNAMIC TESTING IN
SHOCK TUBES
W.J. Cook, L.L. Presley and G.T. Chapman

A LARGE-SCALE AERODYNAMIC TEST FACILITY COMBINING THE
SHOCK AND LUDWIEG TUBE CONCEPTS
L.Z. Dumitrescu

LUDWIEG TUBE FACILITY FOR STUDIES OF HIGH PRESSURE LOW
TEMPERATURE SUPERSONIC FLOW TRANSITION LASERS
B. Forestier, B. Fontaine and J. Valensi

31

48

82

97

127

137

147




THE DOUBLE SHOCK WAVE TUBE: EXPERIMENTAL INVESTIGATION
OF SHOCK-SHOCK REFLECTIONS
W. Garen and G. Lensch

ON THE MAXIMUM ATTAINABLE TEMPERATURE IN HARTMANN-
SPRENGER TUBES
E. Brocher

PRESSURE WAVES RADIATED FROM BUBBLES COLLAPSING WITH

PHASE CHANGE
S. Fujikawa and T. Akamatsu

SHOCK-TUBE FLOW COMPUTATION INCLUDING THE DIAPHRAGM
AND BOUNDARY-LAYER EFFECTS
D. Zeitoun, R. Brun and M.J. Valetta

REFLECTION PROCESSES OF IONIZING SHOCKS IN ARGON ON AN
END WALL OF A SHOCK TUBE
Y. Takano, S. Miyoshi and T. Akamatsu

IONIZATION RELAXATION IN SHOCK TUBES TAKING INTO ACCOUNT
A NON-MAXWELLIAN ELECTRON VELOCITY DISTRIBUTION
R. Meyer-Prissner and F. Demmig

ELECTRON VELOCITY DISTRIBUTION IN AN EXPANDING FLOW OF
SHOCK HEATED IONIZED ARGON
H.J. Thor and H. Grbnig

TIONIZING SHOCK STRUCTURE FOR A STRONG SHOCK WAVE IN ARGON
H. Honma and H. Yoshida

EFFECT OF SHOCK-TUBE CLEANLINESS ON THE INITIAL IONIZATION
RATE IN ARGON PLASMA
C.P. Schneider and G. Hahne

INTERACTIONS OF SHOCK STRUCTURE WITH SHOCK-INDUCED QUASI-
STEADY LAMINAR SIDEWALL AND FLAT-PLATE BOUNDARY-LAYER
FLOWS IN IONIZING ARGON

I.1. Glass, W. Shiun Liu, K. Takayama and P.I. Brimelow

PLASMA FLOW VELOCITY GAGE AT HIGH MAGNETIC REYNOLDS

NUMBER
D.W. Baum, W.L. Shimmin and S.P. Gill

SHOCK PROPAGATION IN A TUBE WITH TRANSVERSE RIBS
J.E. Craig and K. A. Haines

RECENT RESULTS OF RESONANT REFRACTIVITY STUDIES FOR
IMPROVED FLOW VISUALIZATION
G. Blendstrup, D. Bershader and P. Langhoff

MACH WAVE RADIATION OF HOT SUPERSONIC JETS INVESTIGATED BY
MEANS OF THE SHOCK TUBE AND NEW OPTICAL TECHNIQUES
H. Oertel

155

161

169

180

187

197

207

215

222

232

242

258

s




”

A NEW TYPE OF FLAP VALVE FOR GENERATING SONIC BOOMS IN
A PYRAMIDAL HORN
J.J. Gottlieb, W. Czerwinski, N.N. Wahba, and R.E. Gnoyke

DOMAINS AND BOUNDARIES OF NONSTATIONARY OBLIQUE SHOCK-
WAVE REFLECTIONS IN PERFECT AND IMPERFECT MONATOMIC
AND DIATOMIC GASES

G. Ben-Dor and 1.1. Glass

THE INFLUENCE OF RELAXATION ON TRANSITION TO MACH RE-

FLECTION IN PSEUDOSTEADY FLOW
J. Sandeman, A. Leitch and H. Hornung

EXPERIMENTS ON THE GROWTH OF THE MACH STEM FOR SHOCK
REFLECTIONS IN A SHOCK TUBE

A. Lozzi

ON THE TRANSITION BETWEEN REGULAR AND MACH REFLECTION

S. Itoh and M. Haya

STABILITY OF CYLINDRICAL CONVERGING SHOCK PERTURBED BY

A BLEED APERTURE
JHT Wu T.S.H. Yu, R.A. Neemeh and P.P. Ostrowski

ON THE DIFFRACTION OF WEAK BLAST WAVES OVER CONCAVE

CORNERS
L.F. Henderson and A. Siegenthaler

STABILITY OF NON-UNIFORM SHOCK WAVES
E. Mamor, Y. Kivity, A. Betser

THE DIFFRACTION OF THE BLAST WAVE EMERGING FROM A CONICAL
NOZZLE DRIVEN BY COMPRESSED GAS
L. Pennelegion and J.F. Grimshaw

PROPAGATION OF SHOCK WAVES IN RANDOM MEDIA
B. Sturtevant, L. Hesselink, J-F. Haas

ELECTRIC AND MAGNETIC FIELDS OF SHOCK FRONTS

B. Ahlborn, J. Kwan and J. Pearson

INTERACTIONS BETWEEN AN E-BEAM SUSTAINED DISCHARGE AND
SUPERSONIC FLOW

E. Margalith and W.H. Christiansen

FLOW ASPECTS OF HIGH POWER GASDYNAMIC LASERS

J.D. Anderson, E. Jones, K.N. Parthasarathy, G. Colasurdo, M.S.. Oggiano,
and M. Onorato

SPHERICALLY CONVERGING SHOCK WAVES IN DENSE PLASMA

RESEARCH
J.H. Lau, M. M. Kekez, G.D. Lougheed and P. Savic

Part 1Il. Physical and Chemical Processes in Shock Waves

HOMOGENOUS NUCLEATION IN METAL VAPORS
V1. THE CONDENSATION OF SILICON
K. Tabayashi and S.H. Bauer

¥

-

276

288

298

308

314

324

334

341

349

359

366

376

386

3%

PR S

r«dﬂ-..w PO

R I S ———— . ] 1 \
- o2 ‘/'Hlﬂm e
st



SHOCK-TUBE STUDIES OF RADIATIVE BASE HEATING OF JOVIAN
PROBE
H. Shirai and C. Park

IN SITU OPTICAL MEASUREMENTS OF PARTICULATE GROWTH IN
SOOTING ACETYLENE COMBUSTION
K. Bro, S.L.K. Wittig and D. W. Sweeney

SPONTANEOUS CONDENSATION OF AN AZEOTROPIC FLUID
S.L.K. Wittig, R.A. Zahoransky, $.S. Kim and D.E. Wurz

THE USE OF AN UNSTEADY WAVE CHEMICAL REACTOR AS A KEY
ELEMENT IN THE PRODUCTION OF H, FOR USE IN SYNTHETIC FUEL

PRODUCTION
E.L. Klosterman, R.T. Taussig, T.S. Vaidyanathan, P. Cassady, L. Steinhauer

and M. Shirazian

ACEYLENE PYROLYSIS AND ITS OXIDATION BY WATER VAPOR BEHIND
HIGH TEMPERATURE SHOCK-WAVES
A. Bar-Nun and 1.E. Dove

SHOCK-TUBE STUDIES OF N,O0-DECOMPOSITION
K. G.P. Sulzmann, J. M. Kline and S.S. Penner

THERMAL DECOMPOSITION OF NH, IN SHOCK WAVES
T.R. Roose, R.K. Hanson, and C.H. Kruger

THERMAL DECOMPOSITION OF SO, MONITORED BY IR EMISSION
A. Grillo, R. Reed, and M.W. Slack

THE FORMATION OF OXIDES OF NITROGEN FROM CH,-O,-N,

MIXTURES
M.J. Guinee, F. A. Hewitt, D. E. Fussey, B. E. Milton and T.F. Palmer

HIGH TEMPERATURE METHYL RADICAL REACTIONS WITH ATOMIC
AND MOLECULAR OXYGEN
K. A. Bhaskaran, P. Frank and Th. Just

SHOCK TUBE IGNITION OF NITROCELLULOSE
A. Cohen and L. Decker

THE EFFECT OF REACTION EXOTHERMICITY ON SHOCK PROPAGATION
J.N. Bradley, W.D. Capey and F. Fanajii

A SPECTROSCOPIC TEMPERATURE MEASUREMENT OF CONVERGING

DETONATIONS
T. Sugimura and T. Fujiwara

ON THE DETONATION OF UNCONFINED ALUMINUM PARTICLES
DISPERSED IN AIR
A.J. Tulis

TEMPERATURE MEASUREMENT IN DETONATION WAVES BY USING
LIGHT EMISSION FROM SHOCK HEATED ARGON
K. Terao, K. Imamura and N. Takasu

419

429

437

457

465

476

486

495

503

514

524

533

539

548




e AOSESS ASTINITY N T e sy, -

LASER SCHLIEREN DEFLECTION IN INCIDENT SHOCK FLOW
T. Tanzawa, Y. Hidaka and W.C. Gardiner, Jr.

ION-MOLECULE REACTION MEASUREMENTS BY A SHOCK-TUBE
PULSED-FLOW PULSED-AFTERGLOW TECHNIQUE
J.S. Chang, S. Joshi, G.L. Ogram and R.M. Hobson

PLASMA PROPERTIES IN A SHOCK HEATED ARGON ATOMIC BEAM
B. Evans, R. M. Hobson, 1.S. Chang and K. Teshima

NOVEL LASER DOPPLER VELOCIMETER ENABLING FAST INSTAN-
TANEOUS RECORDINGS
G. Smeets and A. George

MOLECULAR BEAMS FROM SHOCK HEATED SOURCE
K. Teshima and N. Takahashi

“GAIM” — GAS-ADDITION, IMPEDANCE-MATCHED ARC DRIVER
R.E. Dannenberg

THERMAL ISOMERIZATION REACTIONS OF SUBSTITUTED CYCLO-
HEPTATRIENES IN SHOCK WAVES
D.C. Astholz, J. Troe and W. Wieters

OXIDATION OF CYANOGEN IIl. SHOCK INITIAIED IGNITION IN
C,N,-0,-H,-Ar MIXTURES
A. Lifshitz and M. Bidani

THERMAL DECOMPOSITION OF CH,
P. Roth, U. Barner and R. Lbhr

RESONANCE ABSORPTION MEASUREMENTS OF ATOM CONCENTRA-
TIONS IN REACTING GAS MIXTURES. 4. MEASUREMENTS OF H
AND D ATOMS IN OXIDATION OF H,, D, AND CD,

C.C. Chiang and G.B. Skinner

SHOCK WAVES IN THE INTERSTELLAR SPACE
M. Efitzur

CO GASDYNAMIC LASER MEASUREMENTS IN A SHOCK TUNNEL
M. Tilleman, J. Stricker and A. Burcat

FLUID PROCESSES IN SUPERSONIC DIFFUSION LASERS
G.W. Butler and D. A. Russeil

LASER-INDUCED-FUSION EXPERIMENTS AT KMS FUSION
S.B. Segall

PRESSURE WAVE ATTENUATION FOR REPETITIVELY PULSED FUSION

LASERS
J. Shwartz, V.A. Kulkarny and D.R. Ausherman

ENERGY AND POWER REQUIREMENTS FOR DIRECT INITIATION OF
SPRAY DETONATIONS
E.K. Dabora

MEASUREMENTS OF ENERGY DENSITY IN SHOCK AND BLAST WAVES
J.M. Dewey and D.). McMillin

'W

555

562

571

579

589

599

607

612

621

629

640

655

675

685

695

=




N . al

SHOCK WAVE GENERATION IN LIQUID BY A HIGH ENERGY CO,
LASER PULSE

D. Dufresne, J.P. Caressa, P. Giovanneschi, M. Autric and Ph. Bournot 704
ENTRAINMENT OF DUST BY AN AIR SHOCK WAVE: INFLUENCE OF
SHOCK DIFFRACTION AROUND AN OBSTACLE
K. Bracht and W. Merzkirch 712
THE FLUID DYNAMIC ASPECTS OF AN EFFICIENT POINT DESIGN
ENERGY EXCHANGER
J.F. Zumdieck, T.S. Vaidyanathan, E. L. Klosterman, R. T. Taussig, P. E. Cassady,
W.J. Thayer and W. H. Christiansen 720
Author Index 733
i
! ad
R ST Y S - = mm—

b § e

SElairt T ————— s




ER0 - TR

B IR
IR rE 2

A,

Part I : PLENARY LECTURES

’
$
.
1
Y
i
H
.

Tt sttt




.

N L S

POTENTIAL APPLICATIONS OF WAVE MACHINERY
TO ENERGY AND CHEMICAL PROCESSES

P. H. ROSE

Mathematical Sciences Northwest, Inc.
Bellevue, Washington 98009, USA

Wave machinery based on non steady gasdynamic processes,
i.e., mechanizations of shock tubes to produce quasi-steady
gas flows, have been suggested and applied to energy and
chemical processes, since the invention of the "Comprex" by
Seippel in 1942 and earlier. In the current critical period
of energy shortages, the potential of this class of wave
machinery is being investigated with renewed vigor and on a
broader scale than before. It appears that if a wave ma-
chine can be developed, capable of operating over a temp-
erature ratio of three with an available energy or work
transfer efficiency of the order of 80 percent, a wide
variety of applications will become practical.

Several applications of this technology are reviewed and
their advantages and specific development problems identi-
fied. Among the applications discussed is the use of wave
machinery in gas turbine topping ¢ycles, in solar heat con-
verters, as a high efficiency thermal conversion system for
fusion reactors, and in chemical processing systems to pro-
duce fixed nitrogen and synthetic hydrocarbon fuels. The
paper concludes with a description of the development pro-
gram for this technology at MSNW.

INTRODUCTION

Wave machinery refers to the class of devices in which energy, pressure
and/or temperature are transferred from one stream of a working fluid to
another without mixing by means of non-steady gasdynamic wave processes.
When the purpose of the device is to transfer the available work of expansion
we call the concept an energy exchanger. When the objective is to transmit
pressure, such as to supercharge, we call it a dynamic pressure exchanger.
When the concept is used to produce a predetermined thermal pulse such as
rapid heating, a steady bath and rapid quench, we call the device a wave
reactor. They are all the same class of machinery, composed primarily of a
large number of tubes exposed to pre-set reservoir conditions at timed in-
tervals to produce a series of pressure and expansion waves.

Improvements in gasdynamic compression-expansion machinery components
of thermal combustion cycles have always been sought. As early as 1900,
but more intensely in the 1940s, the dynamic pressure exchanger was explored
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as a means of transferring pressure between fluids.l The genesis of the
modern version of this class of machines probably lay with Seippel's inventions
of that period, now generally referred to as the Comprex.2 Although the gas-
dynamic and mechanical feasibility of this type of device has now been well
established, practical and economically important applications of the Comprex
have not been accomplished. From 1941 to 1943 Brown Boveri tested a pressure
exchanger to serve as a high pressure stage of a locomotive gas turbine plant.
In the late 50s, the groups at Cornell University4 as well as at Cornell
Aeronautical Laboratory under Hertzberg actively investigated several different
applications for wave machineryd built and used as a "wave superheater" to
power a fluid mechanics test facility. In the early 60s, Power Jets Ltd.
attempted to develop such a device as part of an air cycle refrigerator,

More recently Brown Boveri Company has been making a determined effort to
introduce the pressure exchanger as a supercharger for truck and automotive
diesel engines,’ an application which had been pioneered by Berchtold.8

3

The realization of the current limitations of energy supplies and the
resulting changed economics of energy technology have led some groups to
revive this relatively dormant technology and look anew at the possible uses
of wave machinery in the current era of costly and scarce energy. Can the wave
chemical reactor compete with natural gas made from coal as a basic stock for
nitrate fertilizer? Can the pressure wave supercharger help make the diesel
with its potential fuel savings the engine of the 80s? Can an energy ex-
changer be an efficient thermal combustion cycle element and compete or
out perform the high temperature turbine in an advanced power cycle?

In this paper I shall review the current state of this technology and
ghare with you our group's thinking. It appears to us that wave machines
have some important unique characteristics. First and foremost, they are
direct work transfer devices and do not depend on heat transfer or thermal
gradients for their operation. Consequently, they lend themselves very
well to high temperatures, thus at least allowing the possibilities of
higher cycle efficiencies due to the greater Carnot potential. Second, this
high temperature operation is achieved without the need for high temperature
materials due to the transient nature of the flow at any ome fixed point in
the system. Third, high component efficiency of a wave energy exchanger is at
least possible even though losses and cycle imperfections are serious
problems that need to be better understood. Fourth, these machines are
basically high throughput machines and lend themselves well to large-scale
processes such as are involved in the chemical and utility industry. Last,
gasdynamic cooling by non-steady expansions allows very rapid cooling of a
gas stream. The latter 18 a capability that has yet to be explored to any
significant degree in the chemical processing industry.

In the analyses and applications that I will discuss, one or more
of these characteristics have been explored. We are currently conducting
a technology program under which we hope to extend the understanding of the
performance of this type of device to the point where we can back up
analyses with experimental data and modern fluid mechanical calculational
techniques. We believe this is the combination needed to bring this type
of machine into serious consideration.

BASIC OPERATING PRINCIPLES

Since the advent of shock tube technology, it has been well known that
non-steady gasdynamic compression and expansion processes are a convenient
and potentially efficient means for transferring pressure and even available '
energy from one fluid medium to another. Obviously, it is possible to com- §
press and heat a static driven gas by transfer of wave energy from a higher §
pressure driver gas and to achieve a high temperature and pressure by such i
a process.

(4]
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Wave Machinerv in Energy and Chemical Processes

Although there is a long histcyy of applications of wave mechanics to
energy exchange in gases,” it was the clever invention of the "Comprex"
by Seippel that essentially made a steady flow machine out of the shock
tube. A wave-machine based on the Comprex principle is essentially a multi-
plicity of many shock tubes mounted on the periphery of a rotating drum. These
"'shock tubes" are rotated past a series of stationmary nozzles which expose the
gas to high pressure or driver gas for any desired period of time. The
appearance of this high pressure reservoir is equivalent to the diaphragm
break in the shock tube. A series of pressure waves or a shock wave propagates
into the gas in the tube, accelerating, heating and compressing the driven
gas, followed by the interface between the two gases. Figure 1 shows
schematically the idea of a rotating wave machine and its relation to a shock
tube,

GAS IMTERFACE BETWEEN MIGH TEMPERATURE
DRIVER GAS AND LOW TEMPERATURE DRIVEN GAS DRIVEN GAS
ouT

Y

EXNAUST
MANIFOLD

COMPRESSION TUBES
MOUNTED ON ROTATING
DRUM

u:nn::i) \
“s 1 INJECTOR
LD

LI Y ml'
Figure 1. Schematic Diagram of a Typical Wave Machine.

The processes which can be made to occur in such a device can be
completely generalized and a wide variety of transient pressure and thermal
states can be generated in a highly controllable manner. One has control
not only over timing but also pressure, velocity, temperature and composition
of the two gas streams. Exposure to a high pressure reservoir is related to
the bursting of a shock tube diaphragm; similarly, exposure to a low pressure
or vacuum region can signal the start of an expansion and cooling process
in the driven gas. By judicious choice of high and low pressure reservoirs,
as well as solid walls or openings at either end of the drum, a series of
vaves can be generated that can create almost any heating or cooling cycle.
In fact, as was done in the single pulse shock tube for chemical kinetic
studiesl0 a compressed and heated gas can be cooled or quenched by such a
device in a highly controlled manner, leading directly to the several chemical
processing applications to be discussed later.

Two more simple shock tube concepts which have been adopted into the
wave machinery need to be discussed. Strong shock waves are a convenient but
not efficient means of compressing a fluid, since there is a total available
energy loss (entropy rise) across such a wave. If, however, a single strong
wave is replaced by two or more weaker ones, the same compression ratio can
be achieved at a considerably reduced loss (or smaller entropy rise) and
consequently, at a higher compression efficiency, This effect is shown in
Table I.
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Table I. Adiabatic Static Compression Efficiency* ¢ = 1.4)

Static One Shock Two Equal Three Equal Four Equal
Compression Ratio Shocks Shocks Shocks
2 0.96 0.99 0.99 1.00
5 0.74 0.91 0.97 0.99
10 0.57 0.84 0.92 0.95
20 0.41 0.74 0.87 0.91
40 0.28 0.62 0.79 0.88
%. = _LSENTROPIC STATIC TEMPERATURE RISE _ (TZITl)ISEN
Nec ~ SHOCK SYSTEM STATIC TEMPERATURE RISE (T1./T,)
2" "1 snock

The limit of the above suggesijon is an isentropic, 100 percent efficient com=-
pression process. Also, it is clear that a small number of waves can achieve
nearly isentropic compression over pressure ratios as large as 10 or 20.

Another important shock tube concept is impedence matching of the driver
and driven gases, or the so-called tailored interface driver operation.
An impedence matched interface between two gases allows a sound or a shock
wave to proceed from one gas into the other without any wave reflections at
the interface. In terms of the gas conditions at the interface, this require-
ment means that the product of density and sound speed, i.e., the product pa,
as well as the specific heat ratio, Y, must be the same on each side of the
interface. This condition allows the use of dissimilar gases under matched
conditions where, in principle, wave energy can be transferred from one gas to
another in an ideal manner; i.e., without any acoustic reflection losses at the
interface.

Shock tube processes have historically been displayed as x-t diagrams, and
such a diagram as shown in Figure 2a can be very useful again in visualizing
the processes which occur in a wave machine, both within the tubes, in the
reservoirs and at the tube ends. Figure 2b shows the locations of the various
shock waves, S, contact interfaces, C, expansion waves, e, at nine key inter-
vals during one cycle. In this diagram the driver gas enters at two pressure
levels to produce a two-step compression process. In fact, the total compres-
sion process consists of three shock waves, the first one occurring when a
solid end wall is imposed on the incoming driven gas, creating a hammer shoek.
The expansion process starts at point 3, as shown, and 1is timed so that it
reverses the flow just as the interface reaches the tube end but never quite
leaves the tube. The driven gas continues to exit the tubes up to point 5,
after which a new charge of driven gas starts to re-enter the tube as the
driver gas reverses its direction under the influence of the expansion. Points

: 6 through 9 are the scavenging cycle as the driver gas leaves the tubes and the
’ new charge of driven gas flows into the tube to start a new cycle.

! The following relatively simple wave diagram encompasses most of the

ﬂ concepts required for all the proposed ngplication-. One of the key con-

- tributions of Hertzberg and Weatherstonl? was to point out the theoretical
possibility of a perfect energy exchange process even across a large pressure
or temperature ratio, by replacing the shock compression process with an isen-
tropic compression and by impedence matching the two gases. Such a cycle is
of course an idealized situation but helps to clarify the potentisl of these

t
v devices. Figure 3 shows the wave diagram for this idesal energy exchanger.
v, Assuming no losses, it can be seen that this process can be 100 percent
1
i (6]
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Wave Machinery in Energy and Chemical Processes

efficient and completely reversible. The key technology issue, which has never
been faced experimentally, is to build a device approximating this performance.

CYCLE
REPEATS
L)
\
AINTERFACE | g LocaTION
N IN_THE
WAVE DIAGRAN
@-——=
DRIVER_GAS
ouT

IN

(2) (b)

Figure 2(a) x-t Wave Diagram, (b) Schematic Snapshots of
Process at Several Time Intervals.

The most important aspect of this ideal cycle is its potential to transfer
all the available energy of expansion from the driver gas to the driven gas
stream. That is not to say all the energy is transferred since the driver gas
leaves with a thermal energy component, However, the change in available
energy of the driver gas, i.e., AH - ATOS, the maximum expansion work avail-

able in the driver stream when operating between the two given pressure
levels can be transferred to the driven gas. This can be accomplished by
substituting isentropic compressions for the less efficient shock processes
and by impedence matching the interface gases so that no losses would occur
in the energy transfer process either inside or outside of the machine. This
of course reduced the total process to an ideal, isentropic, reversible

M
ph
£ one.
é.
? An important element had to be introduced into the wave diagram in order
i £ to prevent wave reflections at the tube ends to accomplish this ideal cycle,
i ¥ i.e., a circulating region of residual gases. These gases ideally circulate
‘ 5 from one side of the machine to the other in a lossless manner. This cir-
J culating region 1is extremely difficult to implement in a real machine without
5 incurring some losses.
{ ‘1
I3 N
b
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Figure 3. x-t Diagram for an Ideal Energy Exchanger Cycle.

We believe the contribution of Hertzberg and Weatherston12 to be the
promise that efficient energy transfer devices can be considered which
operate between two different fluids, thus allowing for the transfer of
availability of work to @ lower temperature gas. Previous investigators
had always considered only a single fluid in their machines. In such a
device the interface cannot be impedence matched if there is to be a
temperature difference between the two streams. Consequently, by necessity,
they accepted the losses generated by wave processes, whether they were
created inside the device or in the manifolds. The more successful devices
operated at modest pressure ratios where these losses were not very large.
The two fluid machine can be made close to internally isentropic and the
design challenge becomes the recovery of the maximum amount of the energy
in the non-uniform flow in the ducting.

Converting an ideal cycle of this type into a machine is a development
problem which has not been completely mastered as yet. Isentropic operation
for both gases requires very careful attention to the wave structure to
assure that all wave processes, such as reflections at the interface and
the ends are minimized. This may and frequently can require the construction
of a wave diagram much more complex than those shown in Figures 2 and 3. The
design process is made doubly complex by the obvious requirement to close
the cycle, i.e., the exiting driver gas must be compatible with an injection
of a fresh supply of driven gas which must be identical to the initial charge.

Our group has attempted to generalize the problem of understanding such
a wave diagram and generate some quantitative relationships with which
the performance of these devices can be evaluated. Although we have been
successful so far in only a limited case, the results demonstrate the physics
of the process.

We have simplified the ideal reversible device of Hertzberg and Weather-
ston as shown in Figure 4 to make a tractable analysis. The extra ports

(8]
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Wave Machinery in Energy-and Chemical Processes

on each side had to be added to allow closing of the cycle. This wave diagram
is valid for both matched and mismatched gas streams and is composed of only
simple regions which can be defined analytically. There are no waves crossing
the contact surfaces. We had to introduce a second driver, in order to allow

closing of the cycle, i.e., to match the velocity and pressure across the
interface of the exiting uniform driver and the entering driven gas.

UNIFORM Figure 4. (left) Modified Wave
DRIVER Diagram Composed of Simple
GAS OUT Analytic Regions.
IIFAN" Q IlFANII .' .0
DRIVER ?EIVER - Pr -(4.;5
ouT . N r pa
w > 0.9} K = d
UNIFORM 5 5 (Da)D
ORIVEN Q £ i
GAS OUT = s
b UNIFORM = 0.8
DRIVER o [
GAS IN - !
0.7 Loragdoaaet I alaua
0.5 L0 15 20 2. 3.0
K = MISHATCH
Figure 5. (above) Energy Exchanger
UNIFORM Efficiency Calculated for Modi-
g&évm fied Wave Diagram of Figure 4.

From this wave diagram we can define an efficiency for this machine,
represented by the ratio of the actual available energy transfer to the

maximum possible available energy transfer for the fluid operating between the

driver entrance conditions and the reference state. In order to close

the cycle, some of this driver gas had to be introduced or ejected at
intermediate pressures. This excess of energy in the fan driver is

taken as a loss. Some of this energy could be recovered outside of the
machine such as through a series of micro turbines to extract work from the
non-uniform exhaust regions.

The results of the analysis are shown in Figure 5 for the case of Pr=4
The maximum efficiency occurs when the impedances are matched, The efficien
curve changes curvature across the peak because for K less than one addition
high pressure fluid must be injected to compress the gas, some of which
escapes the machine before full expansion. Also the driver mass flow in the
fan increases making the machine ineffectual due to choking at K ~ 0.6 for
Pr = 4.75. The drop in efficiency for slight mismatching around the peak is
not too great thus preserving efficient performance under real operating
conditions,

This figure can be used to compare a single fluid machine like the
BBC Comprex to our two fluid energy exchanger. In the Comprex, the cycle
closing conditions require a complex series of shock waves to eventually
equilibrate the driver gas. This process approximates the uniform condition
we have assumed in our analysis. A single fluid comprex would operate at a
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mismatch parameter of about 2 in order to produce the same work as an impedence
matched, K = 1, two fluid machine. The potential improvement due to impedence
matching can thus be seen to be the order of 10 to 15 percent.

We will not dwell further with the difficulties of achieving an ideal
energy exchanger design but rather will accept the degree of success that
various investigators claim to have achieved and discuss their results. The
technology program on wave machinery, in which our group is currently engaged,
is designed to advance the state-of-the-art of this area. The problems of
such a design are discussed in a companion paper by Zumdieck, et al.l3

The previous discussions were based on ideal, inviscid fluids and the
effects of interface mixing, finite tube opening times, boundary layers, and
leakage were neglected. The magnitude of these effects depends strongly on
the specific design under consideration, but an overall efficiency of about
85 percent appears achievable in a device operating with practical parameters.
The accurate evaluation of these effects will have to await the development
and verification of analytical techniques to calculate these effects.

Interface mixing should be minimized for the impedence matched case
as such an interface is stable to Raleigh-Taylor instabilities,14 i.e.,
no growth of disturbances should occur. A key question is how the interface
behaves for non-impedence matched conditions, such as may be of interest for
achieving larger temperature ratios for a given set of gases, or to allow
specific non-ideal gas combinations to be used,

A primary source of interface mixing is the finite opening time of the
individual tubes. As each tube rotates past the driver nozzle, the driver
fluid will jet unsymmetrically into the tube. The depth of this penetration
is related to the driver fluid velocity and the time interval required for
the tube to open to a nozzle. It has generally been possible to restrict
the affected zone to be only several percent of the tube length.

The mixing of the two gas streams can complicate the use of a wave
machine in a practical cycle because of the requirement to separate the
fluids for continuous closed cycle operation. Various concepts such as
buffer gases have been suggested for minimizing this mixing. Although some
containment of mixing can be achieved, all inhibition schemes represent
added complexity and must be evaluated on an economic base for each
application.

Boundary layers will affect the performance of the wave machine in the
same manner as they do in non-ideal shock tube performance. Boundary layers
interact with the interface due to differential action of the inviscid and
boundary layer flow introducing vorticity at the interface, a phenomenon that
has been thoroughly studied in shock tubes.l5,16 Boundary layer theory is
complicated by the thermal cycling due to cyclic exposure to hot and cool
gases. Standard boundary layer calculational techniques exist to estimate
these processes, but the process can become complex for the non-steady flow
problem.

Leakage at the ends of the drum between the nozzles and the tubes
is another difficult design problem, This loss is very scale sensitive and
although not expected to be a serious problem for utility or process ap-
plication, it can be very serious for any small laboratory device. Solutions
for minimizing leakages exist, such as drums made of low thermal expansion
alloyl,17 rotating noszles and a static drum, automatic control devices to
compensate for thermal expansion,18 hydrostatic pressure bearings to main-
tain a constant nozzle drum gaplg as well as other innovative designs. A

key unanswered question is the minimum size wave machine that can be
designed without a dominant leskage loss.
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Wave Machinery in Energy and Chemical Processes

In the following sections a variety of applications which have been
considered will be discussed. No attempt will be made to generalize since
the applications are varied and the design problems are very different.

The first application, the Cornell Aeronautical Laboratory Wave Superheater,
wvas one of the simplest and least demanding on device performance, however,
it. was a major achievement in device design and is still used as a landmark
for proving the high temperature capabilities of the machines. We will
complete the discussions by considering the most complex applications, those
for chemical processing, which not only require high temperatures but also
efficient energy transfer, minimized leakage and mixing, efficient energy
recovery and in particular, careful attention to process economics.

FLUID MECHANICS TEST FACILITIES
The Cornell Aeronautical Laboratory (CAL) Wave Superheater

A direct application of the shock tube process to produce a flow of ex-
tremely hot gases for fluid mechanic testing purposes was the CAL Wave
Superheater.4,50 It was really the first two fluid comprex. Built in 1958
and utilized until its decommissioning in 1969, the wave superheater was
an imaginative approach to supplying a "steady" stream of high temperature
gases to an aerodynamic test facility. The efficiency of the device as
a wave energy transfer machine was not too critical, except as it limited the
ability to produce a high temperature (enthalpy) gas at a high pressure. The
device was operated as an air open cycle and utilized shock heating with
helium as the low molecular weight driver gas.

In the process of developing this facility the CAL group first built a
smaller bench model, called "Little Rollo". Little Rollo achieved air
temperatures of 1600 °K using a cold helium driver, in close agreement with
simple shock tube theory.21 In order to achieve the performance range desired
for the wave superheater, a heated helium driver gas was used, preheated by
pebble bed heaters. Air temperatures in excess of 4000 °K were achieved
for run times as long as 15 seconds, and at stagnation pressures up to about
120 atmospheres. The practical limit on high temperature capability of this
device proved to be the rotor tip speed. The design used broached tubes
and proved to be exceptionally rugged and trouble-free. The research performed
on Little Rollo proved to be invaluable in evaluating the imperfectioms,
losses and deviation of the large machine from ideal theory. The accomplish~
ments of that machine stand as strong support for predictable and practical
design capability for this class of machines, being the first and only
high temperature two fluid wave machine that has been built. Figure 6 is a
photograph of the wave superheater drum.

TRANSPORTATION
Diesel Supercharger

Internal combustion engine performance can generally be boosted by
increasing the total air throughput. Indicated power, brake power and
mechanical efficiency, all go up and thus potentially increases the specific
pover and improve the fuel consumption of any given engine. In applying
charge boosting to gasoline engines one very quickly runs into the limitations
of knock and maximum cylinder pressures. Diesel engines, however, are not
knock-1limited and can benefit very directly from simple supercharging, usually
from exhaust gas energy rather than by mechanical boosting. However, due to
the need to provide a useful range of operating conditions and the effect of
some unavoidable increased friction, decreased fuel consumption is not always
achieved by supercharging.
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Figure 6. Photograph of the CAL Wave Superheater Drum.

Turbo superchargers are of course in wide use in the diesel industry,
particularly in Europe. With small compressors and turbine efficiencies run-
ning between 70 and 80 percent, the turbo-supercharger efficiency is usually
about 50 percent, falling off badly at both low and high speeds. It is diffi-
cult to obtain sufficient available energy from the exhaust to provide the re-
quired compressor work to give a turbo-supercharger efficient low speed boost.
Also since the turbo-shaft speed is independent of the crank-shaft speed, there
is a lag of as much as several seconds in the response of a turbo-supercharger.

The pressure wave supercharger, as typified by the Brown Boveri "Comprex",
operates by transferring pressure energy directly from the engine exhaust to
the intake air. Figure 7 is an isometric sketch of such a device. The multi-
cell rotor is drivem by a V belt from the crankshaft, usually at three to four
times engine speed. High pressure exhaust gases flow into one end of the cells
resulting in pressure waves which travel down the tube and compress the intake
air. The compression waves are reflected from an expansion pocket and travel
back down the cells allowing low pressure air to enter behind them.

Figure 7. Schematic of the Brown~-
Boveri Company Comprex Dynamic
Energy Exchanger Supercharger.
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Table I1. Comparative Performance.

Acceleration Times--Seconds

Speed
Range Naturally Comprex
km/h Gears Aspirated Turbocharged Boosted
0-100 All 23.0 14.0 12.5
50-90 3rd 10.0 7.0 5.9
90-100 4th 19.7 10.2 7.9
Gaseous Emissions--(g/mile)
Naturally Comprex
Emission Aspirated Turbocharged Boosted
HC 0.145 0.25 1.16
No 0.99 1.24 0.66
cO 0.79 0.95 3.70
Fuel Economy--mile/gallon
Naturally Comprex
Condition Aspirated Turbocharged Boosted
Highway 35.8 33.7 33.1
Steady 50 km/h 49.3 43.3 42.0
Steady 90 km/h 32.7 30.5 33.0
Steady 120 km/h 19.6 18.0 23.2

This method of operation means that compression can be achieved whenever
pressure wave energy can be obtained from the exhaust and effective boost can
be obtained at very low speeds. The belt drive further gives the device excel-
lent transient response, and excellent compression efficiencies of approximate-
ly 80 percent can be obtained at low speeds. The main drawbacks of the Comprex
system appear to be their larger size, weight, and cost, and some problems with
high frequency noise. The matching of a specific pressure wave supercharger to
a particular diesel engine application involves careful selection of appropri-~
ate rotor size, siting of exhaust and intake manifolds, fitting of the bypass
starting valve, the optimum rotor-crankcase speed ratio to give the desired
performance.

A number of test p’ogiams have been performed with the BBC-Comprex pres-
sure wave supercharger.’’ In one such program, a 1977 Opel Record 2100 D,
was carefully monitored for naturally aspirated, turbo-supercharged and Comprex
boosted operation.23 Table II summarizes the results of that program.

The complexity of such a comparison should be emphasized. Whereas the
naturally aspirated performance is the result of considerable optimization and
experience, the problem of fitting and adjusting existing components or models
to make such a direct comparison does not favor the superchargers. In each
case very serious compromises needed to be made, as described in the detailed
reports on that test program.23

The general conclusions are that supercharging enabled the diesel engine
to achieve performance essentially equivalent to its gasoline equivalent, while
extending its fuel consumption and emission advantages. The pressure wave
supercharger in particular allowed satisfactory transient response to be
achieved, and early problems of noise and installation have been overcome. The
problem of cost, transient emission and transient fuel consumption still appear
to require additional work, although the regults of some other, more ideally
matched tests have reported better results.

{13}
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Figure 8. (a) Arrangement of a (b) Entropy-Enthalpy Diagram of
Throughflow Pressure Exchanger (PE) Combined PE-GT Cycle.
Gas Turbine (GT) Combination.

Small Gas Turbine

The development of small gas turbines for passenger car and other applica-
tions has been held back by the difficulties of maintaining high overall effi-
ciencies at sizes of 100 kW and smaller. Heat exchangers have been used with
some success as a means of overcoming this disad¥2ntage at a cost of compact-
ness, A number of years ago, Berchtold and Lutz<® suggested the pressure ex-
changer as an alternate means of overcoming this disadvantage.

The arrangement suggested by Berchtold is shown in Figure 8. The gas tur-
bine cycle handles the air at lower pressure and the pressure exchanger (PE) at
higher pressure. 1In this configuration the PE and a higher pressure combustor
takes the place of the conventional combustor for the gas turbine cycle. Being
a single fluid device it must split the combustor mass flow between the PE and
a turbine. Both cycles produce shaft power as shown. The relative thermal
efficiency gain,neor/ngy of a combined system is shown in Figure 9 as a func-
tion of upper stage or pressure exchanger efficiency, npg. It can be seen that
at the lower values of gas turbine cycle efficiency, the pressure exchanger can
be very beneficial, for example, raising the total efficiency from 9 to 18 per-
cent with a PE cycle efficiency of only 10 percent. Figure 9 shows clearly why
this combined use 18 particularly attractive for improving the efficiency of
small or low efficiency gas turbine cycles.

The key question of this application is the feasibility of achieving the
desired efficiency for the pressure exchanger cycle, In this case the PE is
operated in a parallel flow manner, i.e., the gases actually flow through the
machine and exit on the opposite side, as opposed to the diesel crossflow
system where there is essentially a hot and a cold flow side. The parallel
flow is thought to have definite cooling advantages.

THERMAL POWER CYCLE APPLICATIONS

Some of the earliest applications of the Comprex concept involved improv-
ing the efficiency or output of thermodynamic machinery. In the 40s, Browm
Boveri built a pressure exchanger to serve as the high pressure stage of a
loco-ot%vc gas turdbine for the British Railways based on the patent of
Seippel 3. It operated essentially on the same cycle as shown in Figure 8.
So far as is known, the dynamic pressure exchanger worked satisfactorily, but
did not give the anticipated performance. It was replaced by a heat exchanger
which yielded a higher thermal efficiency. Some time later Power Jets, Ltd.23

[14]
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Table III. Performance of Gas Turbine/
Steam Combined-Cycle with Low Btu

Gasifiers.
Turbine Inlet Temp. ©K
1365 1475 1645
Compressor pressure 8 10 12
ratio

Percentage of com-

- pressor inlet flow 6.68 10.16 16.8

e used for turbine

jg cooling

- Gas-turbine effi- 26.8 29,2 31.7
1.0 = e — ciency, percent

0.10 0.20 0.30 n

Figure 9. Total Efficiency Gain,
Neot/Na of Combined PE/GT Cycle,
Against Basic GT Cycle, n,, and PE
Efficiency, ny.

a Steam-turbine effi-

36.1 36.1 36.1
ciency, percent

Overall energy ef-
ficiency, percent 37.0 39,3 42.0

experimented with the use of pressure exchangers as equalizers, a means of com-
bining high and low pressure gas streams efficiently. Although their perform-
ance indicated improvements over competitive ejector performance, no data on
further development is known to us.

Application of the ideas proposed by Hertzberg and Weatherston, 12 allowing
new flexibility by the choice of suitable working fluids opens up the potential
of more significant cycle improvements. In this age of critical energy sup-
plies such a technology, potentially capable of increasing the efficiency of
any energy conversion process by a significant factor, deserves a careful study.
Consequently, our group has initiated studies to evaluate the benefits which
could be achieved by applying wave machinery to several thermal cycle applica-
tions. The list of applications is by no means comprehensive; in fact, any
thermal cycle which involves an energy source with working fluid temperature
beyond those usually utilized in thermal conversion machinery is a good candi-
date for this technology.

High Temperature Gas Turbine Cycles

A low Btu coal gasifier combined with an open cycle gas turbine has been

identified as a promisin% near-term alternative for electric power production
The critical component of such a cycle is a turbine system capable of operating
continuously at temperatures up to 2000 °K. If such development can be accom-
plished the open cycle, gas turbine, combined cycle promises to be an economi-
cal approach. Two major development programs are presently underway; one at the
General Electric Company which utilizes water cooled blades and vanes, and the
other at Curtiss-Wright Company which employs transpiration cooling. Both pro-
grams have demonstrated operation at 1800 °K on clean fuels. Both must over-
come formidable technological obstacles to demonstrate safe, reliable operation
on low Btu coal-derived fuels.

The energy exchanger offers a competitive alternative approach to achiev-
ing the same performance improvement.2/ For comparison purposes we have used a
design study by the General Electric group in which sgsten performance at three
different turbine inlet conditions was 1nvestigated.2 Their results are shown
in Table I1I.

The energy exchanger cycle configuration we have chosen for this compari-
son is shown in Figure 10. The gasifier and main flow to the compressor have

(15]
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Figure 10. Schematic of Low Btu Gasifier Combined Cycle Gas Turbine
System with Energy Exchanger.

been taken identical to the reference case. Since we are interested in near-
term energy exchanger technology, a modest pressure ratio, 2:1, device with an
energy exchanger inlet temperature of 1580 °K has been analyzed. We estimated
110 MWe output from the turbine power take off loop.

Our calculations indicate that 60 MW of high grade heat are rejected from
the take off loop to the steam bottoming cycle. The three main sources of this
heat are 1) non-ideal expansion in secondary loop turbine, 2) rejected heat
from the energy exchanger rotor, and 3) throttled side streams to maintain the
wave cycle operation. The exhaust from the driven stream is ducted at a pres-
sure of 8 atm and 1365 °K to a turbine system equivalent in performance to the
1365 °K case used in the comparison.

A key element in the analysis of the energy exchanger cycle is an estimate
of the losses of the system. Calculation of the losses of such a machine {s as
yet an imprecise process. Based on both steady and non-steady gasdynamic model-
inging techniques, we have estimated the following losses, referred to percent~
ages of the total energy input from the low Btu fuel. (See Table 1V.)

Heat transfer from the hot gas to the cold gas via the intermediate tem-
perature of the wall is a major loss accounting for a 0.55 percent loss in ef-
ficiency. Fluid friction losses due to unsteady opening, inlet and diffusion
losses account for an additional 1 percent loss in overall efficiency. Leakage
and shock losses were calculated to be negligible in this low pressure ratio
machine.

A problem not treated was the mixing loss at the interface between the
two fluids. For an impedence matched case, the density is equal for the two
gases and no instabilities would be present. However, the opening and closing
processes do introduce turbulence and could create a serious problem. Boundary
layer mixing can also occur.

This application appears to us to be one of the most promising near-term
applications of wave machinery. It is clear from this simple example that
relatively modest energy exchanger technology has the potential of producing
very significant performance gains. If we assume that the cost of the overall
system is not significantly increased by the use of an energy exchanger, then
the resultant effect of electricity cost is shown in Figure 11, This analysis
was based on a simple, low pressure ratio energy exchanger, and it is expected
that a higher pressure ratio system would challenge the performance potential
of the higheat temperature turbine technology presently under consideration.

[16]
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Table IV. Loss Charged to Energy
Exchangers in Pressure Ratio
Two Reference Design

I
=
% Loss in £
Overall < 4or TURBINE INLET
Loss Source Efficienc v Sy
u M ~ TEMPERATURE, 1365 °K
loss 100 [= K
Y, o &\ , 1580 °K
= T~ # ENERGY
Power take off o 35 ,A\\o" EX HANGER
loop inefficiency 1.25 [ 1475 °x = ‘\\A
Heat transfer to EE TURBINE e
tube walls 0.55 [ 1645 °K
Throttling and heat & 30 1 1 TUR?EﬂE
transfer to energize 7 .36 .38 .40 42
auxiliary flows 0.45 3 OVERALL EFFICIENCY
Fl:igefziiiion to 0.70 Figure 11. Effect of Turbine Inlet
: Temperature on Cost of Electricity
Entrance and diffuser of Gas Turbine/Steam Combined
losses 0.50 Cycles.

Others, including:
shock loss, windage,
leakage 0.25

Fusion Power

Fusion processes leading to electric power generation have all the attri-
butes to make them good partners for advanced energy conversion schemes. The
system performance of fusion plants is very sensitive to the efficiency of the
energy conversion process because of the need for a large amount of energy re-
circulation, increasing the useful output of the process strongly. This can
easily be seen from consideration of the very simple process analyzed in
Figure 12, The required yield of the plasma core defined as H/L = Q, and the
required fractional power recirculated, f, both strongly vary with the conver-
sion efficiency, ne. Since plasma Q is the parameter which measures the degree
of confinement and consequently the ''quality" of the fusion process, the sig-
nificance of a high conversion efficiency to the fusion program, especially in
its early stages where high values of Q are difficult to achieve, is great. A
high efficiency conversion cycle could allow a low Q, near-term device to pro-
duce net saleable power.

A second characteristic of fusion power i{s that it is potentially a source
of a very high temperature working fluid. Very energetic particles, 14 meV
neutrons and in some cases Y rays or Xx-rays, are the source of energy. These
high energy particles must be degraded in a converter or blanket region into a
much lower quality heat, which eventually runs the power conversion system,
i.e., steam turbines.

The Carnot efficiency of this secondary fluid loop sets the efficiency
limits of the conversion system. In the process of degrading the energy from
MeV to fractional eV values, the system is, of course, theoretically capable of
producing far hotter secondary heat transfer streams, It is this high tempera-
ture potential of the fusion power reactor that can be exploited by the energy
exchanger.

Present day fusion reactors are built to exploit the deuterium-tritium
(D-T) reaction, since it has the lowest reaction cross section and produces a

7]

h . - . " .I " ' .I.-. l_ e A -




RECIRCULATED POWER, fneH

'

nH | output
HEATER ) L I"ceactor Hﬁnsuzgg! o
: ?Hx Ne (]-f)neH
WASTE HEAT WASTE HEAT
ny = 0.7 to 0.9
~
100 e
—~ 90 Q
= 80 \
@ 70 kibh— M
g 60 N 'l ENERGY
s N EXCHAHGER
S 0PN - COMEINEY CVCLE
= 40 __GAS_TURBINES
& STEAM TURBINE
__ \ CYCLES
5 30FF N
2
w
)
z 20# %
o N
: A
&
b N f=1.0
10} \
77 00865 | 2 f 4 6 810 20 30

p''s view  yied,%L

Figure 12. Energy Conversion Efficiency vs Thermonuclear Yield.

net energy gain at the least demanding level of plasma confinement. The cur-
rent state-of-the-art i{s such that it is anticipated that a plasma with a Q> 1
will be achieved in the next generation of plasma experiments, exemplified by
the Tokamak Fuséon Test Reactor (TFTR) at Princeton, scheduled to be on line in
the early 80s, Concepts have been proposed whereby the neutron energy is cap-
tured in a high temperature ceramic blanket made of materials such as graphite,
silicon carbide, tantalam or magnesium oxide.29 a working fluid circulating
through this blanket would be heated to a high temperature, the exact value de-
pending on the material's precise capabilities. The heat transfer fluid might
be an alkali vapor since alkali vapor binary cycles look favorable for achiev-
ing very high conversion efficiencies. The blanket or boiler of such a system
would be a very difficult but, we believe, achievable technology.

If a high temperature, condensable vapor working fluid can be generated in
such a blanket, then the conversion of this thermal energy to useful work in a
binary Rankine cycle looks very promising. Figure 13 shows the schematic and
T-S diagram of the cycle we have analyzed. Alternatively, a Brayton cycle,
using a high temperature heavy noble gas, could be used, probably with similar
results. The overall efficiency calculated for the cycle is given in Figure 14
Utilizing energy exchangers with pressure ratios of 3 to 4, overall cycle effi-
ciencies for the binary system can be as high as 60-70 percent which, referring
back to Figure 12, allows one to consider fusion reactor systems based on 4 low
Q plasma source and still have circulating power fractions of less than 0.5.
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Figure 13. (a) System and (b) T-S Design for a Single Reheat Mercury Vapor
Steam Combined Cycle Utilizing a Radiation Boiler and Two Energy Exchangers.

Plasma Qs of 3-5 appear very achievable within the next decade whereas plasma
Qs of 10 or greater may require another 10 years of research.

An alternate and more futugistic use of the energy exchanger is in a more
advanced, fusion reactor cycle. 0 Advanced fusion reactor cycles are those
utilizing reactions which have smaller cross sections than D-T, but which have
some special properties, mostly involving less neutron production. A particu-
larly interesting one involves the reaction of a proton with boron-11, produc-
ing only x~rays and almost no neutrons (less tham 0.1%).31 This reaction has
the potential of a nuclear system in which there is a minimum of activated
radioactive material, which could operate in any environment without special

safeguards.

Figure 14. Cycle Efficiencies as a
Function of Peak Cycle Temperature.
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The pllB reaction has two characteristics that lend themselves to coupling
to an energy exchanger. First, due to the nature of the output of the reaction,
i.e., x-rays, it appears feasible to consider a unique, high temperature
blanket or boiler concept based on volumetric absorption of the x-rays in a
high Z gas or a noble gas seeded with high Z material to achieve the desired
absorption. A second characteristic of this reaction is that it has a very
limited yield potential, i.e., maximum of Q of only between 2 and 3, according
to the latest calculations, Such a low Q system needs a high conversion ef-
ficiency in order to be a viable candidate at all.

The new element which would make this type of cycle feasible is the x-ray
radiation boiler.33 The boiler must operate at relatively high pressures in
order to make the total cycle efficient. The first wall between the plasma and
boiler working fluid must be transparent to the x~rays and must simultaneously
support the interior pressure of the working fluid. Hence a thin, high
strength, low Z structural material is required. Further, the boiler cavity
must be deep enough to allow absorption of the x-rays. The working fluid will
probably also have to serve double duty and cool the first wall and support
structure before absorbing too much energy. An initial look at potential
materials indicated that berylium or carbon doped Be could meet the specified
requirements.

Space Power Applications

Another application with many similar features is the space power applica-
tion. Conversion efficiency plays a critical role here to reduce both the col-
lector requirement and the waste heat radiator area. Obviously, any conversion
efficiency increase has a major impact on system weight. There are two areas
of energy exchanger application in this concept, i.e., the solar to electric
energy conversion in space as studied by Hertzberg et al.34 and the conversion
of laser radiation into work on the ground in the case of a laser transmission
link from space to ground. An overall study of the Space Laser Power System
has been performed by Jones et al.35 who have indicated a very critical role
for the energy exchanger in such a system. This concept has been looked at by
Taussig et al.36 of our group.

Hertzberg et al.34 have shown that very high gas temperatures are possible
using concentrating solar collectors of special design. In order to attain
high temperatures, efficient solar radiation absorption must be achieved at
high pressures (100 atm) and high temperatures (4000 °K). Alkali metal vapors
have the proper properties and potassium has been studied. 37 Absorption
lengths of the order of 1 meter have been calculated for potassium at tempera-
tures above 2000 °K and pressures of 10 atm or greater. Ome serious loss, i.e.,
the reradiation of the entrance window, can be minimized by the use of the in-
coming gas near the window to cool the window. Since radiation is deposited in
depth, the radiation from the hotter gases will be partially absorbed or trap-
ped by the cool gas near the window. This effect can have a major impact on
the reradiation loss compared to a more usual black body loss. Figure 15
shovsoauch a concept and its performance, which still falls off sharply near
4000 °K.

The performance of a potassium vapor binary cycle, similar to Figure 13
has been snalyzed. To overcome the temperature limitations of conventional
energy converters, the Rankine cycles analyzed utilized wave energy exchangers
to transfer the available energy of the high temperature plasma to a cooler
fluid for power extraction by conventional turbine. The system operates as a
classical Rankine binary cycle utilizing a 1liquid metal for the high tempera-
ture topping cycle and a steam bottoming cycle. Figure 16 shows the variation
of performance with condensing or radiator temperature and energy exchanger
efficiency of a 2000 °K system. It is surprising that higher temperatures did
not give a large increase in performance (69 to 73X at 85X energy exchanger
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efficiency for 3500 °K). However, at 3500 °K the overall efficiency is still
71% for a 75% efficlent energy exchanger, whereas at 2000 °K the performance
has fallen to 62%. Combining the cycle performance with reradiation losses
gives the result shown in Figure 17, indicating that operation beyond 3500 °K
is unwarranted.

Jones33 has integrated these concepts into a total laser based space power

system. The several different concepts he evaluated always utilized a radia-
tion boiler absorber/energy exchanger on the ground as the laser to electric
energy converter. An energy exchanger was also utilized for all systems that
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converted solar energy to electricity in space prior to transmitting it back
to earth. Consequently, he identified the energy exchanger as one of the key
technology areas which required development in his plan for the Laser Space
Power Satellite.

CHEMICAL PROCESSING

The use of non-steady gasdynamic techniques to heat a gas to high reac-
tion temperatures to promote the formation of useful products and then to re-
tain these products by extremely rapid cooling was suggested by Hertzberg and
his colleagues in the early 50s. Particular attention was given to the
production of fixed nitrogen from air 9 as well as the conversion of butane
to acetylene.AO This group developed the single pulse shock tube,l0 a refine-
ment of shock tube technology which could cycle a gas sample through a single
controlled heating and cooling pulse for study of chemical kinetic behavior.
The wave reactor for chemical processing is the steady flow analogue of the
single pulse shock tube.

Nitrogen Fixation and Acetylene

The chemical process which has received the most attention is the fixa-
tion of nitrogen from air.39» 41 It is well known that if air is heated under
pressure (approximately 100 atm) to sufficiently high temperatures, nitrogen
oxide will form in concentrations of 5 to 7 percent, sufficient for economic
recovery. To retain the high NU concentrations, the hot air must be cooled
very rapidly. A single pulse shock tube process is an ideal way to accomplish
this under highly controllable conditions.

Hertzberg and colleagues sought commercial support for this concept from
June 1956 to January 1958. Monsanto Chemical Company sponsored almost two
years of research in this area.42 The chemical kinetic data developed at CAL
under Monsanto sponsorship indicated that acetylene could be formed in very
high concentrations under shock tube conditions. However, Monsanto's eco-
nomic analysis did not warrant taking the concept into the pilot plant stage
and Monsanto terminated the project relinquishing all rights to the data.

Data obtained under that program for butane diluted in argon, neon and
water vapor, is shown in Figure 18. 3 of particular interest was the fact
that the water vapor did not yleld the classic reactions as expected from
the water gas system, and little CO appeared until the temperatures became
very high.

REACTION PRESSURES ~ 60 psi P, ATM
REACTION TIMES ~ 3.5 msec .

] 7 r _EQUILIBRIUM 2
. 60 -=KINETIC LIMIT
& 6t L=10cm
g I y=1.3
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INITIAL REACTION TEMPERATURE (°K) “TEMPERATURE, °K ;
Figure 18. Carbon Conversion Effici- ¢
ency to Ethylene and Acetylene Figure 19. Nitric Oxide Yield. ;

(Reactant mixture of 0.75Z C4Hjq, !
16.7% Hy0 and 82.3% (A+Ne)).
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The CAL success and the changed economic picture led our group to look
anew at the nitrogen fixation process. The yield of NO as a function of tem-
perature and pressure are shown in Figure 19, both for the equilibirum state
and when followed by a fast (shock tube scale) gasdynamic cooling process. It
is clear that concentrations as high as 6 percent are achievable. The kinetics
of NO are relatively well known from early work of Zeldovich%? as well as more
recent shock tube measurements for individual key rates.44,45 Consequently,
the calculated yields are considered to be very realistic.

Our analysis of the CAL/Monsanto work indicated that a major weakness of
their scheme was the excessive amount of peripheral equipment required in the
gas streams. On the driver side, auxiliary power, a turbo compressor, heat
exchanger and combustion chamber were required. A major innovation by our
group was to completely eliminate the driver side auxiliary equipment by means
of the "Flywheel Driver."46 In this concept all the energy is supplied by the
driven or reacting gas. A wave process energizes the driver gas and allows it
to leave the machine at a higher total pressure than {t entered. It can thus
circulate back to the entrance, despite mixing and other losses, yet without
any external power source. The flywheel driver significantly simplified the
equipment requirements and allowed a new look at economic feasibility.

In our pursuit of this process we investigated various methods of incor-
porating the wave reactor into a commercially viable process, the production
of nitric acid. Ammonia nitrate fertilizers are composed of approximately
half nitric acid and ammonia. Currently, nitric acid is made from ammonia by
the Haber process, utilizing methane as a feedstock. Our early investigations
indicated the need to separate NO from air at low concentrations. Jackson Yu
of Bechtel Corporation47 made an ingenious observation that due to the anhy-
drous nature of the NO produced, a less complex stripping process was possible,
This invention led to the development of the process flow chart as shown in
Figure 20. The process used a fluidized bed reactor to deliver the process
heat required.
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Figure 20, Conceptual Wave Reactor--Nitric Acid Process Flow Diagram.
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An economic analysis of this process is shown in Figure 21. Comparison
was made with a process based on the ammonia costing $124/ton, a cost roughly
consistent with $2/MM Btu methane. Current methane cost is already beyond
that level. It should be noted that our energy cost was assumed to be $1/MM
Btu based on a coal fed fluidized bed process. This cost may also be too low
in today's terms.

masis: 500 T/day Nitric Acid, 100 percent basis. Product streagth, 57 percent
300 Operating days per year
Capital Cost of Ammonia Oxidation Process - $1108M

Asmonia Oxidation Process Wave Reactor Process

Raw Materials Unit Cost $/ton Unft Cost $/ton
Ammonia 0.2845 ton/ton $128/ton 5.2 Process water 242 gal/ton 0.¢/gat 0.24
utilities Fuel 13000 6T/ ton si/naTy 13.00
Electricity 15kwh/ton 2¢/ Kty 0.30 15 b/ ton 2¢/lom 0.30
Cooling water 37,000 gal/ton 4¢/1000 gat V.48 37,000 gal/ton 4¢/1000 gal 1.48
Makeup water 173 gal/ton 0.1¢/0a1 0.17 23 gal/ton 0.1¢/ga1 0.2¢
200 psi steam (-675 1b/ton} $2/1 1.5 = =
Subtatal B 1.4
Operating Labor and Materials Annual Cost
9 operators @ $15,800/year $142,200 0.95 0.95
1 sypervisor 8 $19,000/year 19,000 Bk} 013
Operating Materials - 40% 0.8 0.43
of operating labor Subtotal e
ASSIMED TO BE THE SAE
Maintenance Labor & Materials (5% of $11M1) 3.67 3.67
Miscellaneous
Indirect Plant Overhead - 80% of labor .0
AMdwinistration & General Corporate Expenses
(23 of sales) (Assume $80/ton) 1.60 1.60
ubtotal T Ll
Tota) Non-Capital Relsted Costs 44.70 0.4
Ccapital Related Eined Costs
{1asurance & Taxes 2.5% of Fixed Capital) 1.83
Deprecistion # 10X per year straight Yine 7.4
Return on [nvestment § 251 before taxes 8.2
Subtotal b8} Available capital charges R
TOTA COST $72.20 $72.20

Figure 21. Cost Estimate for Nitric Acid Process.

On the assumption of equal operating cost, the proposed wave reactor pro-
cess has a 2:1 advantage in capital cost charges. At this stage of develop-
ment that looks like a comfortable margin, but one that needs to be refined
before the real economic viability can be established.

The wave reactor, for this process, ended up with an interesting design.

In order to achieve the rapid quenching we had to minimize the scale of the
device and thus ended up with a 4 mm dia. 10 cm long tube. 14,200 such tubes
were aligned on a 1.2 m dia. drum operating at 3300 RPM. The rotor had a mass
flow of 10 Kg/sec. Five rotors of this design were needed to produce 500 ton/
day of HNO3, which is roughly what a large ammonia nitrate plant would con-
sume. Such an ammonia plant would cost $11 million. It is our position that
building such a wave reactor is well within the technology of the turbine-
compressor industry.

CO and Hydrogen Production

The combination of a high temperature gas source and the wave reactor
allows the consideration of the production of hydrogen (Hz) from thermal de-
composition of CO2 for use in synthetic fuel production. This subject is the
topic of another companion paper by Klosterman et al.“® and will be summarized
only briefly here.

The high temperature energy source studied was a fusion reactor; however,
that is only incidental to the present purpose. The process considered was
the production of carbon monoxide by thermal dissociation of CO2. The CO pro-
duced is separated out and combined with steam in a standard water gas shift
process to produce Hy and to reform C02. Since the CO2 is reformed, it cir-
culates and the raw material is steam. The wave reactor enables the CO+02+C02
mixture to be quenched rapidly enough to freeze the CO concentration.

[24]
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A simple flow chart for the process is shown in Figure 22. Other than
the wave reactor and fusion source, standard commercial or development hard-
ware has been considered in all areas. We have calculated a yield of CO at
the wave reactor exit as shown in Figure 23. These data have been used to
design a wave reactor which would be matched to the thermal output of a large
fusion plant. The wave reactor would be similar to the NO reactor discussed

above.
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Figure 22. Schematic Diagram of Chemical Processing Cycle for Hj.

One interesting relationship which has been derived from that study is

the dependence of the overall cycle efficiency on the wave reactor efficiency.

For this purpose we have defined a wave reactor component efficiency as fol-

lows. n - (b +%u%) ¢ - work output
wave reactor Th ¥3% ucy
in
The overall cycle efficiency is then defined as follows:
+
AHchem L Pelec

ncycle Thermal Input

We have calculated the efficiency as shown in Table V for a 3000 °K tempera-
ture case,

Table V. Impact of Wave Re-
actor Efficiency on Overall
Cycle Efficiency

Wave Overall
EXIT PEAK Reactor Cycle
16 PRESSURE  TEMPERATURE Efficiency(Z) Efficiency(%)
1.0 atm {3300°K) 90 %.0
Jd4 L
12 0.5 atm  (3000°K) 80 23.3
T
oeax ) 1-0 atm  (3000°K) 70 12.6
.10
[ RESSURES
38.2 atm 9.5atm
.08 |
020 40 60
PERCENT HELIUM DILUENT
79 028613

Figure 23. CO Yield at Wave Reactor
Exit.
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CURRENT DEVELOPMENT PROGRAM

In our attempts to find applications for wave machinery, we have been
frustrated by our inability to convincingly demonstrate the performance of
the wave machine itself. Chemical companies are not comfortable with such a
novel technology. In thermal cycle applications the energy transfer effici-
ency 1s such a key question that it can make or break an application. Clearly
what is needed is a technology demonstration which can produce the background
data upon which studies of various applications can be based.

We have just completed the first year of a multi-year program to build
such a technology demonstration device. To our knowledge this facility will
be the first wave machine dedicated specifically to the purpose of upgrading
the understanding of such machines. We intend to measure the efficiency of
energy transfer, one of the really key parameters in many of the applications
under consideration. The machine will operate with a modest pressure ratio
and temperature in order to minimize the thermal design difficulties. The
program also has a strong analytical component so that the results of the ex-
periments can be compared with steady and non-steady analysis.

Figure 24 shows an isometric of the overall facility. Finally, Figure 25

is a photograph of the facility as it currently exists. The energy exchanger
facility has the characteristics shown in Table VI.
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Figure 24. MSNW 100 kW Energy Exchanger Research Facility.

The objectives of this experiment are to verify the design point tempera-~
tures and pressures, measure mass and energy balances, and to measure the
energy transfer efficiency and compare the results with analysis,

From this experiment, a coabination of empirical, or validated analytical
models for the behavior of these machines will be derived which will be useful
in predicting the performance of a wide variety of wave machines. The facil-
ity to perform these measurements is not a trivial one. It has taken us over
a year to complete the design, construction, and assembly cf the system. Cur-

, rently we are in the process of performing the very first gas flow shakedown
experiments, We have to have some initial data at an early date.

-
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m Table VI. Energy Exchanger Parameters

Static Pressure Ratio 5.6
Driven Gas 80 Ar/20 He
j Driver Gas 100 Ar
] Mass Flow 2.7 kg/sec
Power Throughput 0.3 MW
Rotor Diameter 45 cm
Rotor Length 40 cm
Rotor Speed 14.6x103 cm/sec
Figure 25. Photograph of MSNW Number of Tubes 100

Energy Exchanger Research Facility.

CONCLUSIONS

Over the past 30 years the technology of wave machinery progressed steadi-
ly but as yet no significant commercial penetration has been made. The me-
chanical validity of the concept has, however, been firmly established. The
CAL Wave Superheater demonstrated high temperature operation beyond any con-
ceived application. The BBC Comprex pressure wave supercharger has clearly
established wave machinery as a component in industrial machinery.

The pressure wave diesel supercharger is clearly furthest along the road
to a practical application, and the Brown Boveri Company has made a major com-
mitment to the success of this program: The gas turbine combined cycle util-
izing low Btu gas made from coal appears to us to be a real candidate for a
major development effort. The analysis on those applications indicates the
ability to achieve significant performance improvements due to the utiliza-
tion of higher gas temperatures. Additional and more detailed analysis is
clearly warranted to assess the level of energy exchanger performance neces-
sary to achieve significant gains.

It is in the areas of long-range energy solutions where wave machinery
may well have its greatest impact. Both fusion and solar central thermal
electric systems would benefit greatly from any increase in the conversion
efficiency. Both are inherently very high temperature heat sources and conse-
quently natural partners. However, the development of the high temperature,
binary cycles necessary to take advantage of the high temperature represents
a major technological challenge.

Finally, the chemical processing application appears to be another
technology which offers great promise. Auxiliary technology such as ceramic
heat exchangers and fluidized bed combustors may be required. The wave
machinery for this application should be technologically feasible and should
be pursued if the economics of the process continues to show promise.
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THE REAL THING:
BLAST WAVES FROM ATMOSPHERIC NUCLEAR EXPLOSIONS

HaroLp L. BrooE

Pacific-Sicrra Research Corporation
1456 Cloverfield Blvd., Santa Monica, California 90404, USA

In the years between 1946 and 1963 (including a three year
moratorium), the U.S. conducted over 200 nuclear tests in the
earth's atmosphere. Since then, only underground tests have
been carried out by the U.S. The possibility of a complete
test ban prompts us to evaluate what was learned from the
past atmospheric testing, and what is left to learn. This
paper reviews the atmospheric test program relevant to blast
phenomenology, identifies some problems remaining and sug-
gests possible directions for further simulation and study.

Since the first nuclear explosion in 1945, much has been learned about such
weapons of war, and as knowledge of the effects of nuclear weapons has ygrown, so
has an appreciation of the importance of minimizing the devastation and risk to
life in the event of their use accidentially or intentionally. From 1945 until
1963 (excluding a three-year moratorium) many nuclear explosive experiments were
conducted in the atmosphere. Most of these shots were for the development of
weapons; relatively few tests were exclusively conducted for studies of weapons
effects. With the atmospheric test ban, came the end of easy and direct meas-
ures of blast or thermal or other atmospheric explosion phenomena. Since then,
all U.S. testing has been done underground. A complete or comprehensive ban on
all nuclear tests is now likely. What was learned in those years of atmospheric
testing? What is left to discover or to figure out? What blast simulation me-
thods are available to extend our knowledge in the absence of nuclear tests?

This paper provides a brief summary of the nuclear effects investigations
of the past, with emphasis on physical effects, noting some omissions and fail-
ures in the previous test programs. The paper concludes with some suggestions
for promising and potentially important programs of continued research.

TRINITY (Alamagordo, New Mexico) 1945

Even before the first nuclear explosion at Alamagordo, New Mexico, theory
and experiment had contributed to the then fragmentary knowledge of air blast,
These first predictions were quite elegant and sophisticated, e.g., Taylor
(1950),! Bethe (1944).2 Measurements on the TRINITY shot, however, were very
1imited. Everyone is familiar with the high-speed pictures of that very first
earthly fireball from a nuclear detonation (Glasstone, 1962).3 Those pictures,
e.g., Fig. 1, prompts some questions, which have never been adequately answered.
What causes the so-called "dirt cloud" ahead of the "Mach Front" which in turn
precedes the strong fireball shock wave? What causes the bright puffs? What
generates the violent, turbulent nature of the "dirt cloud?"
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HIROSHIMA/NAGASAKI
(Japan) 1945

A few weeks af~
ter the TRINITY test,
two bombs were drop-
ped on Japanese ci-
ties. While the de~
vastation was enor-
mous, it represented
less destruction
than other WWII raids
such as the fire
bombing of Tokyo and
Yokahama, which des~

Fig. 1. TRINITY fireball (20 ke, 30 m height of burat) troyed nearly two-

thirds of the
10-20 msec after detonation. world's largest city.

Observations of dam~
age at Hiroshima and Nagasaki represent, today, our largest source of informa-
tion about the effects of nuclear blast waves on urban and industrial targets,
Extensive surveys of the damage in both cities®*S have helped to document the
structural, as well as human consequences. Unfortunately, almost no direct
measurements of the blast phenomena exist. Elaborate deductions from observa-
tions made more than a month later have lead to some estimates of the mnature of
the blast wave itself (Penny, Samuels, and Scorgie, 1970),° and one pressure
record from a parachute-hung microphone gage dropped by the chase plane at Hiro-
shima gave a clear pressure-time trace (Fig. 2), but its interpretation is dif-
ficult (Brode, 1964).’
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1.2 . Fig. 2.
=~ ( HIROSHIMA BLAST MEASUREMENT AT Record
g 7.0 30,000 FT ALTITUDE (35,000 FT SLANTJ trace from
hd ' RANGE) Hiroshima
] burst
s 68| (v 14 ke,
2 1 s67m
- height of
; 6.6
2 6 burst).
Y eal—
z
N
©® 621
o
6.0 i .
1 1 ! 1 L L 1
79 80 81 82 83 84 85 86 87

SECONDS AFTER UNITS DROPPED (81 SEC=82 SEC AFTER "“BOMB AWAY")

The relatively high burst height (567 m) and low yleld (12-14 kt) of the
HIROSHIMA bomb lead to peak overpressures on the ground directly under the
burst of around 230 kPa (30 psi). This reflected pressure drops to less than
half its peak value in about a tenth of a second. Figure 3 shows what that
kind of a pressure pulse did to a massive reinforced building. (Note the smoke
stack and antenna or lightning rod still standing on the far uncollapsed corner
of the roof). This close to ground zero, the blast approaches the building al-
most vertically. This structure was also gutted by fire. At greater distances
the blast winds drag down most projections above ground such as buildings,
trees, street poles, and walls.
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Blast Waves from Nuclear Explosions

The damage at
Nagasaki showed seri-
ous consequences to
industrial buildings
and equipment and con-
siderable influence
of hills and valleys.
The burst height was
a little lower (about
500 m) and the yield
a bit higher (about
23 kt) than that at
Hiroshima.

CROSSROADS (Bikini)
1946

Fig. 3. Hiroshima (v 14 kt, 567 m HOB) Heavy rein-

forced concrete 3-story building near ground zero. In the following

year, two more bombs
were dropped in a test of naval vessels in the lagoon of Bikini Atoll. While
the effects were duly noted, relatively few blast measurements were attempted.
The spectacular water column of the underwater burst is a familiar picture
(Fig. 4).

SANDSTONE (Eniwetok) 1948

Less than three years af-
ter the first nuclear explo-
sion, three nuclear develop-
ment shots were fired from 61-
m towers with yields around 20,
40, and 50 kt., Only the crud-
est of blast measurements were
made on those faraway islands;
one set being a string of
crushable beer cans as inden-
ter gauges. Good highspeed
photographs of fireball growth,
however, provided a wealth of
information about the early
blast wave.

RANGER (Nevada) 1951

Five small-~yield shots,

Fig. 4. Rising cloud, falling water column all air dropped in Nevada, con-
and spreading base surge from BIKINI BAKER stituted the RANGER series,
shallow water detonation (20 kt). No extensive effects tests

were included, but a number of
used cars and other vehicles were exposed. Fire did extensive damage.

GREENHOUSE (Eniwetok) 1951

GREENHOUSE was the first series that included extensive effects programs.
These shots were on 61- and 91-m towers, leading to relatively high overpres-
sures on the ground. Sowe very hard bunkers, as well as conventional buildings,
were exposed (Fig. 5).° Ground zero is to the left in Fig. 5. The building
had openings (windows and doors) in the front wall, but none in the side walls,
so that high reflected pressures inside the structure blew out the side walls.
Many measurements of blast parameters were attempted; air density, temperature,

-~

4 and materfal velocities as functions of time, as well as overpressures and dy-
[33]
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Fig. 5. GREENHOUSE-EASY structure (47 kt,
91 m HOB) 1353 m range (v 50 KPa), showing
sidewall blow-out and debris pattern.

namic pressures, impulses,
durations, and effects on
buildings, vehicles, ani-
mals, and bunkers. In ad-
dition, an attempt was made
to document the cloud phy-
sics and late fireball be-
havior. This test series
marked the first extensive
effort to conduct scienti-~
fic measurement of nuclear
explosion phenomena and
their effects on structures.

BUSTER~-JANGLE (Nevada) 1951

A series of seven shots
(a tower shot, four air
bursts, the first "surface"
burst, and the first buried
burst (5.2 m underground))

e -

late in 1951 lead to some
blast measurements which included studies of altitude effects and terrain ef-
fects. For the cratering burst (JANGLE-U), measurements included missile
impacts, ground motions (accelerations, displacements, stresses), base-surge
phenomena, and various structural responses, including buried structures. The
surface burst was primarily a fallout test, and neither crater nor blast were
well documented. 1In additionl much of the instrumentation was expedient and
lacking in sophistication.'®’'!

On the air drops, a group of small shelters was exposed.'? Unfortunately,
instrumentation was exceedingly crude, and the results of individual shots were
not documented, since all three shots (BAKER, CHARLIEs and DOG) occurred before
examination. A communal shelter was also evaluated.

TUMBLER-SNAPPER (Nevada) 1952

A few months later, a series of four air and four (90-m) tower shots was
carried out in Nevada. A few of these shots were extensively instrumented for
blast measurements, including studies of pre- and post-shock sound speed,'"
air temperature.'5 air and dust denaity,l and overpressute.” Various §auge
types were cross-compared, surface effects were studied extensively,!® 2T gnd
effects tests included minefields, trees,22 aircraft, vehicles, and structures.

IVY (Eniwetok) 1952

Later that year, a return to the Pacific saw the first multimegaton nu-
clear explosion (10.4 MT) burst on an island in Eniwetok. A low air burst of
high yield followed two weeks later. Considering the limited land area, fairly
ambitious blast measurements were laid out. Measurements were attempted for
air density, particle velocity, air temperature, and overpressure vs. time.

UPSHOT-KNOTHOLE (Nevada) 1953

The next Nevada series included an expanding effort to understand surface
effects on air blast for low burst heights, UPSHOT-KNOTHOLE involved 11 shots,
with blast projects on several of them. Seven were tower shots, three were
air-dropped bombs, and one was an artillery shell fired from a 280-mm gun.
Table I suggests the extensive investigations underway during this series.
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Table 1. UPSHOT-KNOTHOLE Programs

BLAST PHENOMENA BLAST EFFECTS

Overpressure23 and dynamic pressurez“ ‘ircraft (in flight and parked)
Blast asymmetries Ordnance, military vehicles, minefields
Soil stabilization for thermal and Underground?’ and basement?® shelters

blast Field fortifications,?® POL
Hill and dale influences?®® Communication equipment
Smoke (black) Railroad equipment
Preshock pressures and sound speeds Animals and dummies’®®3!
Height of burst & height of target Truss®? and open-frame structures’®
Precursors and thermal/blast effects Wall & roof panels, 2-story homes®"
Diffraction around shelters?® Trees (conifers)’®
Negative phase Field medical equipment

An example of the overpressures measured in a hill and dale experiment is
illustrated in Fig. 6.°° The low air burst pictured in Fig. 7 raised heavy
dust clouds, but sucked only a small fraction of the dust up into the stem and

OVERPRESSURE (PSl)

~ €
—L

L 1 i

ke 1 —l
10 1" 12 13 14 15
TIME (SEC)

1 1 L 1 1 t
16

Fig. 6. UPSHOT-KNOTHOLE positive phases of pressure records across a hill.

cloud. All experiments were not complete successes, and measurements were fre-
quently cut short or interrupted by physical damage from blast, debris impacts,
dust clogging, thermal heating, nuclear radiation, or EMP interference.

CASTLE (Bikini/Eniwetok) 1954

In this series, six shots in the Pacific, including the largest U.S. test
yield, CASTLE BRAVO (15 MT), made it possible to study long duration blasts and
the slow and intense thermal pulses from large ylelds. Surface effects on over-
pressure and dynamic pressure were studied. Besides structural response obser-
vations, the effect of rain on blast waves, the use of jeeps as dynamic pres-
sure gauges, and the effects of blast on tree stands®® and vice versa were all
studied.

TEAPOT (Nevada) 1955

By early 1955 the number of experiments that could be fielded had growm,
as had the number of effects aspects recognized as worthy of investigation. A
special test (3 KT) at high altitude (11.2 km) was carried out. Figure 8 shows
the scaled pressure and ranges from airborne cannister meacurements on this
shot.’” Modified Sachs scaling which seems to apply reasonably well to these
results, assumes that the effect of the variable atmosphere can be handled by
scaling everything to an homogeneous atmosphere at the pressure and density of
the gauge, regardless of the altitude and ambient conditions at the source or
explosion point or in-between.®®
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A set of specially
prepared surfaces around
a 122-m tower were ex-
posed to a 22-KT shot to
test the development of
precursor action."?’%!
One surface was black as-
phalt, one was flooded
with a few inches of wa-
ter, and one was the usu-
al dry desert (lakebed)
surface. Another shot, 8
KT on a 150-m tower, had
both asphalt and desert
blast lines. Out of this
experience came a classi-
fication of precursed
blast wave-forms that
tracks the growth and de-
cay of the thermally dis-
torted blast."! Figure 9
shows sketches of the
overpressure wave forms
along with example traces
from the water, desert,
and asphalt blast lines.
Comparable dynamic pres-
sure wave forms have been
constructed.”! In gener-
al, while the peak over-

N T X
N . x 2

: .ﬁ ” pressures are eroded by
K T ey B ’ precursor action, impulse
> ',\_ T e S ‘; 7 and duration are if any-
: MRS I ) thing slightly enhanced.
The dynamic pressures,
Fig. 7. UPSHOT-KNOTHOLE low air burst torroidal due to higher dust densi-
fireball, entrainment vapors, and heavy dust ties and irregular flows,
clouds. included upward gusts

within the highly turbu-
lent wake of the precursor, and exhibited much higher peak values (several
times higher than near-ideal blast waves at the same scaled range or peak over-
pressure level).

Table 2 is a partial list of projects fielded on this series, including
those associated with a cratering burst.

WIGWAM (Pacific) 1955

One deep ocean underwater burst was studied for effects. A 30 KT nuclear
depth charge was detonated at 600-m depth in deep water.’ Bubble and surface
phenonena were recorded; shock propagation and hull responses were measured;
radioactivity spread was studied.

REDWING (Pacific) 1956

The Pacific atolls of Bikini and Eniwetok provided scant ground for mount-
ing experiments, particularly for large yields, and so, some seemingly excel-
lent opportunities to gather information about large nuclear bursts were passed
or only lightly covered in the 13-shot REDWING series. Fairly extensive use
was made of war surplus jeeps as the cheapest dynamic pressure indicator.

Their drag behavior was quite predictsble side-on and :ace-on. Again, a partial

(36]
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Table II. Operation TEAPOT Programs

PHENOMENA EFFECTS
Air Blast Air Blast
Free air?’ Airblast on underground structwsres®’
High altitude®’™*? Concrete panels
Height of burst & surface effects"® ™’ Residences®? and mobile homes®?
Fireball effects Earth-covered structures

Overpressure & dynamic pressure“! “* Noise in shelters®‘

Dust, temperature & sound velocity®®’*® Canned goods, packaged beverages

Precursor drag loading"’™“° Aircraft in flight
LNG,%® LPG,%® POL, elect. Uti1l.57
Cratering and Ground Shock Biological systems
Airblast-induced §round shock Industrial buildings
Crater dimensions®? & induced motions Communication equipment, machine
tools
Radiation
Gamma dose rate, neutrons Ground Shock
Fallout from underground burst®! Buried structures®®
Cloud Physics Radiation
Radiological defense®"
Thermal Radiation Biological systems®®
Direct and ground reflected Contaminated aircraft®®
Smoke-screen protection®?
Spectrometer measurements®® Thermal Radiation
High time resolution Alrcraft in flight
Fireball growth Detonation leccator

list of programs of measurement suggests the
broad scope and challenging nature of the field
experiments on REDWING (Table 1),

T T 1 T 1T 11717

PLUMBBOB (Nevada) 1957

Meanwhile, back in Nevada, in 1957 the lon-
gest series yet (24 shots) allowed an ever wid-
ening diversity of investigations. While almost
all of these shots were still weapons develop-
ment tests, many onportunities existed to ex-
plore effects. Balloon-supported shots were
tried for the first time. With a growing under-
standing of blast phenomena, it was no longer
assumed that nothing could survive inside a fire-
ball, and protective structures at high overpres-
41 sures were designed, constructed, and tested.
Further investipations of terrain effects were
possible.7° All sorts of equipment, from blimps
and helicopters to bank vaults and air filters,

were tested. The desert became populated with

N strange structures, contraptions, instruments,
"N\ equipment, and experiments (Fig. 10). Precursed
Lol and non-ideal blast features were more complete-

1000 ly examined, and hazards such as blast-driven

RANGE (M) debris and bodily transport by blast accelera-
tions were studied. Further measurements helped

Fig. 8. TEAPOT-HA peak determine that precursors in the desert from

overpressure vs. slant kiloton yields 'cleaned up'" below 70 KPa (10 psi)

range reduced to 1 KT Contained underground nuclear detonations were
sea level, first attempted, and the ground motions generated
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Air Blast
Ground surface measurements
Free-air measurements
Air burst (Mach reflection)
Ground burst

Blast over vegetated areas

Table TIT.

REDWING Programs

Cratering and Ground Mot1on

Positive phase and drag structures

Aircraft in

£1ight

Ionospheric sound refraction

Fallout and Cloud Physics

Activity in clouds, aerial surveys

Shipboard radiological measures

Geology and geophvstcs

Radii and depth
Ground shock

Thermal

Te68

Chorioretinal burns
Aircraft in flight

Material response

High resolution spectra'

Nuclear Radiation

Neutron and gamma
Induced activity

flux and fluence
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Fig. 10. PLUMBBOB typical test instrumentation.

were the subject of study.

Table 4 gives a partial list of PLUMBBOB program
measurements.

Table IV. PLUMBBOB Programs

Air Blast

Ground Motion
Rough terrain’® ound °

Air-blast induced®®’®!

High-pressure blast, fireballs Buried structure loading’®®79>78:92s83
Above-ground structures’'*7’? Structure isolation®"
Aircraft, helicopter, blimp, Spectra85

missiles, rockets
Shelters,’’’”* valuts, air filters’®
Blast-generated missiles’® Nuclear Radiation
Precursors’’ Soil activation
Reinforcing & structural plates77’7° Neutron, gamma-ray flux and fluence
Gamma and neutron shielding

Confined explosions®®™%¢

Thermal Doses for aircrews _
Eye protection’’® Dosimetry instrumentation®® ®!
Aircraft, helicopter and blimp Fallout 2’93

High-speed spectra

Foodstuff contamination®"
Protection by clothes

Plutonium monitoring

On the PRISCILLA shot (37 KT on a 213-m tethered balloon) fairly extensive
blast measurements were made over the dry lakebed surface of Frenchman's Flat.

Figure 11 shows peak dynamic pressures continuing to drop rapidly with increa-
sing range, even at large distances.

The largest structure exposed on shot PRISCILLA was a civil defense dual-
purpose reinforced-concrete mass shelter, which was at 488-m from ground zero.
The surface peak overpressure was around 270 KPa. The below-grade shelter had
a ramp entrance with an end wall at the bottom of the ramp where it turns to
enter the shelter. The end wall, facing the shot, experienced 1300 KPa, and
the end wall failed. Figure 12 shows this ramp and the failure of the end wall.
Had the ramp continued up in the opposite direction (in place of the end wall)
the high reflected pressures at the Lottom of the ramp would have been elimina-
ted, reducing the load on the shelter door, and avoiding the structural damage.

HARDTACK (Pacific/Nevada) 1958

The HARDTACK series had a Pacific phase (I) and a Nevada phase (II). The

(39]
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Pacific phase had 31 shots, and the Nevada phase 18
3000 e — v tests. The Pacific phase included underwater shots
[ Lo ] and high-altitude shots as well as investigations
- A : 1 of very high overpressure blast phenomena. The
1000} hﬂwv§~\(wg4g,___ YUCCA test was on a free balloon at 26.2 km (86,000
3 v ft). WAHOO and UMBRELLA were at 150-m and 46-m
water depths, respectively. CACTUS and KOA were
island shots (KOA was 1.3 MT in a water tank. The
v tank influenced the crater,gs’96 the ground motionm,
‘e °? the nuclear radiation and the EMP signals). A
series of beams and slabs were tested at high lev-
els on KOA, demonstrating survivability near 7600
KPa, but showing failure due to large footing dis-
placements.®® The whole structure and surrounding
island sank two meters.®’ Figure 13 shows the
r 11\ closest beams, postshot. At overpressures from
|
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.
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' A +540~1240 KPa, buried corrugated metal arches col-
10¢ lapsed or showed heavy damage.®°*!?°
F PLUMBBOB at 1240 KPa is shown in Figure 14.
PRISCILLA

I 37KT \.\ The remaining 24 shots were mounted on barges
I 213M HOB ' v1 anchored in the lagoon, between islands, or in cra-
vy ters from previous shots. Two final shots in phase
“00 L "'Hﬁbo ‘3000 I (TEAK and ORANGE) were megaton-range rocket-borne
GROUND RANGE (M) shots at very high altitudes (76.8 and 43 km). In-
strumentation for these shots was difficult, but
excellent photographic coverage provided intriguing

The structure

PEAK DYNAMIC PRESSURE (KPA)
T rirrr

il gy

information.
Fig. 11. PLUMBBOB
PRISCILLA peak dynamic The Nevada phase included some very small
pressure vs. ground yield (subkiloton) shots!®! and some contained un-
range. derground tests.'®27!%* Ten tethered balloon shots

Fig. 12. PLUMBBOB PRISCILLA ramp to shelter (faced shot).
Incident overpressure = 270 KPa.

Fig. 13, HARDTACK-KOA
(1.38 MT) deep beams
(range 558-m) post
shot (APs =~ 7000 KPa).
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four contained underground
tests, and four tower bursts
made up phase II. Some struc~
tures tests were included.!®®

ARGUS (South Atlantic) 1958

Three shots in the kiloton
range were fired above the at-
mosphere over the South Atlantic.
Only modest photographic cover-
age and some ionospheric measure-
ments were possible on these
tests.

Fig. 14, HARDTACK-KOA (1.38 MT)
Buried corrugated metal shelter, range
975~m, APS > 1240 KPa.

MORATORIUM (1958-1961)

From the end of October 1958 until mid-September 1961 the United States
(and the Soviet Union) abstained from nuclear testing. In August 1961 the
Soviets suddenly began atmospheric testing, more than 50 shots (as announced by
the USAEC) before the end of 1961, and more than 40 in 1962.

DOMINIC, SUNBEAM (1961, 1962)

The United States began testing underground one month after the Soviet ab-
rogation, but little preparation had been made for effects tests, and it was
not until six months later that a small yield (0.42 KT) cratering test in hard
rock (basalt) resulted in a 26-m deep, 8l1-m diameter crater (from depth of
burial of 33.5-m).

More than nine months after resuming testing (June 1962) the tunnel shot
(MARSHMALLOW) became the first of a series of vacuum-pipe experiments to study
x-ray effects. Most of the rest of the Nevada test in 1961-1963 were under-
ground weapon-development shots. However, four small near-surface shots were
designed primarily for effects, SMALL BOY, JU'™NY BOY, and LITTLE FELLER I and
I1. SHOAL (about 12 KT) was shot in granite in Jevada in comnection with re-
search in the seismic detection of underground nuclear explosions. SEDAN, a
PLOWSHARE test of 100 KT buried 194-m in alluvium produced the deepest crater
(100-m deep, nearly 400-m diameter). A clump of dirt destroyed a massive
structure 1 km away (Fig. 15).

Dominic, a Pacific series of less
than 40 tests consisted mostly of air
drops off Christmas Island. One shot was
an operational test of a Polaris warhead
fired from a submarine (FRIGATE BIRD), ®
and another was a proof test of the AS-
ROC antisubmarine rocket (SWORDFISH).®

Several rocket-borne high-altitude
shots concluded the U.S., atmospheric
testing. STARFISH was a 1.4 MT detona-
tion above the atmosphere (400 km).
CHECKMATE, BLUEGILL, KINGFISH, and
TIGHTROPE were all shot at tens of kilo-
meters above Johnston Island. While
microbarographs measured pressures on
the ground, and some limited coverage
by rocket-borne and aircraft-supported instruments was attempted, very little
beyond photographic and electromagnetic observation was planned for these high-
altitude shots.

Fig. 15. SEDAN. Ejecta impact on
JANGLE structure about 1 km range.
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ATMOSPHERIC TEST BAN

Observance of the atmospheric test ban treaty has meant the end of nuclear
blast and thermal research experiments of a direct or simple nature. Certain
measurements of nuclear source characteristics are possible underground, but
even with heroic mining efforts, cavities sufficient to support meaningful
blast experiments are impractical. It has proved more profitable to study sim-
ulation techniques based on a fairly complete understanding of the nuclear phe-
nomena. Such indirect methods place great reliance on a full appreciation of
the physics involved, and makes empirical observations or scaling dangerous
and difficult,

What was overlooked or inadequately documented? Table 5 suggests a few
areas in which further clarification or resolution may be useful. By the end
of atmospheric testing, relatively few very high peak overpressure-time his-
tories had been recorded, and only one on a megaton shot. The high-pressure
loading and response of protective structures is still a very active subject
of research.

Table V. Aspects of Nuclear Blast not Adequately Understood.

High overpressure blast uncertainties
Near-ideal surfaces (dynamic pressures near double Mach peaks)
Non-ideal surfaces (enhanced drag?, impulses)
Structure interaction (loading, response, ablation rates, temperatures)
Low overpressure blast uncertainties
Near-ideal surfaces (free air curves, surface normalization)
Non-ideal surfaces (dependence on yield and surface type)
Structure response (dynamics and material properties, hardening)
Height of target (aircraft in flight, Mach stems)
Multiple burst interactions
Non-simultaneous (fire, debris, compound damage)
Simultaneous (blast reflection, enhancement)
Interactions (fire, dust, cloud rise, thermal)
Blast/fire interaction
Blast suppression of incipient fires
Blast spreading of established fires (brands)
Glowing vs. flaming combustion (blast fanning?)
Secondary impacts (disturbed blast)
Blast debris impact damage and injury
Blast bodily transported impacts, casualties
Air-blast-induced ground motion
Dependence on geology and hydrology
Consequences of non-ideal blast loading

Table 6 identifies a few promising areas for simulation studies of nuclear
air blast phenomena and effects.

Table VI. Some Nuclear Airblast Simulation Needs

Aircraft in flight (drag, overpressure, thermal, combined)

Structure response (structure interactions, duration and orientation)
Blast/fire interactions (snuffing, fanning, spreading)

Thermal influences on blast (precursors, preshock dust, smoke)
Fireball physics (ablation, spallation, displacement)

Height of burst and height of target (surface effects)

Dust loading (preshock loading, postshock dynamics)

Simulation implies an incomplete reproduction of the phenomena or effect
to be studied, and it is the essence of successful simulation to model those
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features necessary for the study of some important aspect or aspects without
undue complexity or cost. The principal pitfalls lie in the demonstratability
of relevance, i.e., that the proposed simulation experiments do faithfully re-
produce some aspects of the phenomena to be studied, and that their isolated
examination can be theoretically (or experimentally) justified.

For example, it is not enough to generate dust by intense thermal radia-
tion pulses, if we are concerned about the dynamic properties of dust-laden
shocks, nor is it obvious that mechanical means of dust loading can adequately
represent the thermally-generated dust. Such simulation experiments place con-
siderably more importance on an adequate (integrating) theoretical model for
the overall phenomena.

REFERENCES

1. Sir G. Gaylor, "The Formation of a Blast Wave by a Very Intense Explosion,"

I and II, Proc. Roy. Soc.-Series A, Vol. 201 (1950).

2. H.A. Bethe, K. Fuchs, J. von Neumann, R. Peierls, W.G. Penny, Shock Hydro-
dynamics and Blast Waves, Los Alamos Sclientific Lab., AECD-2860 (1944).

3. S. Glasstone (Ed.), The Effects of Nuclear Weapons, U.S. Dept. of Defense
and Atomic Energy Commission (1957), revised (1962); [A subsequent revi-
sion with P.J. Dolan (Ed.) (1977) does not contain the list of nuclear
tests. ]

4, The Manhattan Engineer District, The Atomic Bombings of Hiroshima and
Nagasaki, Los Alamos Scientific Laboratory (1946).

5. The United States Strategic Bombing Survey, The Effecis of the Atomic Bomb
on Hiroshima and Nagasaki, Japan, Report No. 92 & 93 (Vols. I-III),
Physical Damage Division (1947).

6. Lord F.R.S. Penny, D.E.J. Samuels, G.C. Scorgle, Phil. Trans. Roy. Soc.
Lomdon, Vol. 266, pp 357-424 (1970).

7. H.L. Brode, Yield of the Hiroshima Bomb Derived from Pressure Record, RM
4193-PR, The Rand Corp., Santa Monica, Ca. (1964).

8. R.A. Houghton, Space Time Relationships Measured from the SANDSTONE Photo-
graphy, Los Alamos Scientific Lab, 0S-28 (1950).

9. B.E. Pettitt, U.S. Air Force Structuree OPERATION GREENHOUSE Scientific
Directors Report Amnex 3.3, (WT-29) Air Material Command USAF (1951), also
Appendix I, Section II (WT-88) (1951).

10. S. Rankowitz, R.S. Chase, and J.B.H. Kuper, OPERATION JANGLE Project 1.3
a Free Air Shock Arrival Times, Brookhaven National Lab. (1952).

11. R.A. Eberhard, C.N. Kingery, W.F. Molesky, OPERATION JANGLE Project 1.2a-1
Peak Air Blast Pregsures from Shock Velocity Measurements Along the Ground,
WI-323, Ballistic Research Labs, Aberdeen Proving Ground, Md. (1952).

12, A.P. Flynn, OPERATION BUSTER, Project 9.1la, FCDA Family Shelter Evaluation,
WT-359, Federal Civil Defense Administration (1952).

13. R.L. Corsbie, OPERATION BUSTER, Project 9.1b, AEC Communal Shelter Evalu-
ation, WT 360, U.S. Atomic Energy Commission (1952).

14. R.C. McLoughlin, Sound Velocity Changes Near Ground in the Vieinity of an
Atomic Explosion, TUMBLER Project 8.6, WT 546, USNEL (1953).

15. T.R. Broida, A. Broido, A.B. Willoughby, OPERATION TUMBLER Project 8.2,
Air Temperatures in the Vieinity of a Nuclear Detonation, WT-542, USNRDL
(1954).

16. E. Boulton, et al, OPERATION TUMBLER, Pre Shock Dust Project, 1.9, Army
Chemical Center, WI-519 (1952).

17. N.A. Haskell and J.0. Vann, OPERATION SNAPPER Project 1.1, The Measurement
of Pree Air Atomic Blast Pressures, WI 511, AF Cambridge Res. Center (1953).

18. V. Salmon, OPERATION TUMBLER, Project 1.2, Air Pressure vs. Time, WT 512,
Stanford Research Institute (1953).

19. G.W. Cook, V.E. Benjamin, OPERATION TUMBLER, Project 1.13, Measurement of
Air Blast Pressure vs. Time, WI 521, David Taylor Model Basin (1953).

20. Ballistic Research Laboratory Staff, OPERATION TUMBLER, Project 1.4, Air
Blast Measurements, WT 515, Aberdeen Proving Ground (1952).

-
-—

i

i




21.

22.

213,
24,
25.
26.
27.
28.
29.
30.

31.

32.

33.

34,

35.

36.

37.

38.

39.
40.

41.

42,
43.
44.

45.

Brode

F. Porzel, OPERATION TUMBLER-SNAPPER, Project 19.2 a to f, Blast Measure-
ments, WI 556, Los Alamos Scientific Lab. (1952).

A.A. Brown, R.K. Arnold, W.L. Fons, F.M. Sauer, W.E. Reifsnyder, OPERATION
SNAPPER, Project 3.3, Blast Damage to Trees-Isolated Conifers, WT-509,
Div. of Fire Research, Forest Service, U.S. Dept. Agriculture (1953).

N.A. Haskell and R.M. Brubaker, OPERATION UPSHOT-XNOTHILE, Project 1.7,
Free Air Atomic Blast Pressure Measurements, WT 715, AFCRC (1954).

C.D. Broyles, OPERATION UPSHOT-KNOTHOLE, Project 1.1d, D:marmic Pressure vs.
Time and Supporting Air Blast Measurements, WI 714, Sandia Corp. (1954).
M.L. Merritt, OPERATION UPSHOT-KNOTHOLE, Project 1.1e-Z, Air Shock Pres-
sures as Affected by Hills and Dales, WT 713, Sandia Corp. (1954).

W.E. Morris, OPERATION UPSHOT-KNOTHOLE, Shock Diffraction in the Vieinity
of a Structure, WT 786, Naval Ordnance Lab. (1959).

J. Meszaros, J. Randall, OPERATION UPSHOT-KNOTHOLE, Project 3.28.1, Struc-
tures Instrumentation, WI 758, Ballistic Research Lab. (1955).

E. Ruhl, et al, OPERATION UPSHOT-KNOTHOLE, Prefect 24,3, AEC Shelter In-
strumentation, WT 790, Vitro Corp. of America (1953).

A.R. Fowler and D.R. Muller, OPERATTON UPSHOT-KNOTHOLE, Project 3.3, Field
Fortifications, WT 728, Engineer Res. and Devel. Labs., U.S.A. (1954).

R. Draeger and R. Lee, OPERATION UPSHOT-KNOTHOLE, Project 4.2, Direct Air

Blast Exposure Effects in Animals, WT 744, Naval Medical Res. Imnst. (1953).

J. Roberts, et al, OPERATION I/PSEOT-KNOTHOLE, Project 23.15, Effects of
Overpressures in Group Shelters on Animals and Dwmmies, WT 798, Lovelace
Foundation (1953).

E. Sevin, OPERATION UPSHOT-KNOTHOLE, Project 3.4, Tests on the Loading of
Truss Systems Common to Oren-Frame Structures, WT 723, Wright-Patterson
AFB Air Material Command (1955).

T.H. Schiffman and E.V. Gallagher, OPERATION UPSHOT-KNOTHOLE, Tests on the
Loading of Building and Equipment Shapes, WT 721, Air Material Command,
Wright-Patterson Air Force Base (1955).

J.B. Byrnes, OPERATION UPSHOT-KNOTHOLE, Project 21.2, Effects of an Atomic
Explosion on Two Typieal Two-Stor; -and-Basement Wood-Frame Houses, WT 792,
Federal Civil Defense Admin. (1953).

F.M. Sauer and W.L. Fons, OPERATION UPSHOT-KNOTHOLE, Project 3.19, Blast
Damage to Coniferous Tree Stands by Atomic Explosions, WT 731, Division of
Fire Research, Forest SErvice, U.S. Dept. of Agriculture (1954).

W.L. Fons and T.G. Storey, OPERATION CASTLE, Project 3.3, Blast Effects on
Tree Stand, WT 921, U.S. Dept. of Agriculture (1954).

N.A. Haskell, J.A. Fava, R.M. Brubaker, OPERATION TEAPOT, Project 1.1,
Measurement of Free Air Atomic Blast Pressures, WT 1101, Air Force Cam-
bridge Research Center (1958).

J.W. Reed, J.R. Banister, F.H. Shelton, OPERATION TEAPOT, Project 1.3,
Ground-Level Microbarographic Pressure Measurements from a High-Altitude
Shot, WT 1103, Sandia Corp. (1955).

H.L. Brode, "Review of Nuclear Weapons Effects," Annual Review of Nuclear
Seience, Vol. 18, pp 163-166, (1968).

J.F. Moulton, Jr., and E.R. Walthall, OPERATION TEAPOT, Project 1.2, Shock
Wave Photography, WT 1102, U.S. Naval Ordnance Lab. (1958).

D.C. Sachs, L.M. Swift, F.M. Sauer, OPERATION TEAPOT, Project 1.10, Air-
blast Overpressure and Dynamic Pressure over Various Surfaces, WT 1109,
Stanford Research Institute (1957).

E.J. Bryant, N.H. Ethridge, J.H. Keefer, OPERATION TEAPOT, Measurement of
Air-Blagt Phenomena with Self-Recording Gages, WT 1155, BRL (1957.

M. Kornhauser and J. Petes, OPERATION TEAPOT, Project 1.13, Drag Force
Measurements, WT 1111, U.S. Naval Ordnance Lab. (1958).

J.R. Banister and F.H. Shelton, OPERATION TEAPOT, Progject 1.11, Special
Measurements of Dynamic Pressure ve. Time and Distance, WT 1110, Sandia
Corp. (1958).

R. McLaughlin, OPERATION TEAPOT, Project 1.5, Preshock Sound Velocities
Near the Ground in the Vieinity of an Atomic Explosion, WT 1104, Navy
Electronics Lab. (1957).

[44]

R E——— -




46.
47.
48.

49.

50.

51.

52.

53.

54.

55.

56.

57.
58.

59.

60.

61.

62.

63.
64.

65.

66.

67.

68.
69.

Blast Waves from Nuclear Explosions

E.C.Y. Inn, OPERATION TEAPOT, Project 8.4, Air Temperature Measurements
over Several Surfaces, WT 1149, U.S. Navy Radiological Defense Lab. (1957).
L.A. Schmidt, OPERATION TEAPOT, Study of Drag Loading of Structures in the
Precurgor Zone, WT 1124, Armour Research Foundation (1959).

L.J. Vortman, OPERATION TEAPOT, Project 34.2, Effects of a Nonideal Shock
Wave on Blast Loading of a Structure, WT 1162, Sandia Corp. (1957).

G.K. Sinnamon, et al, OPERATION TEAPOT, Project 3.7, Effect of Positive
Phase Length of Blast on Drag and Semidrag Industrial Buildings, WT 1129,
Univ. of Illinois (1958).

R.E. Woodring, G.K. Sinnamon, N.M. Newmark, OPEFATION TZAPOT, Project 3.4,
Air Blast Effects on Underground Structures, WT 1127, University of
Illinois (1957).

J.R. Allgood and W.A. Shaw, OPERATION TEAPOT, Project 3.8, Teat of Con-
erete Panels, WT 1130, Bureau of Yards and Docks (1957).

P.A. Randall, OPERATION TEAPOT, Damage to Conventional and Special Types
of Residences Exposed to Nuclear Effects, WI 1194, Office of Civil De-
fense Mobilization (1961).

E. Shaw and F. McNea, OPERATION TEAPCT, Project 36.1 and 36.2, Exposure of
Mobile Homes and Emergency Vehicles to Nuclear Explosion, WT 1181, Federal
Civil Defense Agency (1957).

F. Hirsch, 2t al, OPERATION TEAPOT, Project 33.2, The Effects of Noise in
Blast-Resistant Shelters, WT 1180, Sandia Corp. (1957).

G. Corfield, OPERATION TEAPOT, Effects of a Nuclear Explosion on Typical
Natural and Manufactured Gas Underground and Above-Ground Installations,
Ineluding Appliances in Houses, WT 1176, American Gas Assoc. (1965).

P. Tucker and G. Webster, OPERATION TEAPOT, Project 35.4a, Effects of a
Nuclear Explosion on Typtical Liquified Petrolewn Gas (LP Gas) Installa-
tiong and Facilities, WI 1175, Federal Civil Defense Agency (1957).

R.V. Wood, et al, OPERATION TEAPOT, Project 35.1, Effects of Atomic Wea-
pong on Electric Utilities, WT 1173, Edison Electric Inst. & FCDA (1965).
L. Sparks, et al, OPERATION TEAPOT, Project 34.4, Nuclear Effects onm
Machine Toolg, WT 1184, AEC-Santa Fe Operations (1956).

G. Sinnamon, et al, OPERATION TEAPOT, Project 3.32, Behavior of Under-
ground Structure Subject to an Underground Explosion, WT 1126, Univ. of
Illinois (1957).

L.J. Vortman, '"Craters from Surface Explosions and Scaling Laws,” Jour. of
Geophys. Res., Vol. 73, No. 14 (1968).

L. Baurmash, Neal, Vance, Mork, Larson, OPERATION TEAPOT, Distribution &
Characterization of Fallout and Airborme Activity from 10 to 160 Miles
from Ground Zero, Spring 1955, WT 1178, UCLA School of Medicine (1958).

E. Enquist and J. Mahoney, OPERATION TEAPOT, Project 8.3, Protection
Afforded by Operational Smoke Sereens Against Thermal Radiation, WT 1144,
Army Chemical Center (1956).

W.B. Plum and W.J. Parker, OPERATION TEAPOT, Project 8.4d, Spectrometer
Measurements, WT 1148, Naval Radiological Defense Lab. (1958).

T. Petriken, OPERATION TEAPOT, Project 6.1.1b, Evaluation of a Radiologi-
cal Defense Warming System, WT 1112, Signal Corp. Engineering Lab. (1957).
G.C. Imirie, Jr., and R. Sharp, OPERATION TEAPOT, Radiation Enerby Absor-
bed by Human Phantome in a Fisaion Fallout Field, WT 1120, U.A. Naval
Research Institute (195 ).

P.M. Crumley, J.L. Dick, K.C. Kaericher, W.J. Micholson, J.E. Banks, E.A.
Pinson, OPERATION TEAPOT, Projecet 2.8a, Comtact Radiation Hasard Associa-
ted with Contaminated Aircraft, WI 1122, Air Force Special Weapons Center
(1957).

B.L. Ristvet, E.L., Tremba, R.F. Coud, Jr., J.A. Fetzer, E.R. Goter, D.R.
Walter, V.P. Wendland, Geologic and Geophyeical Investigationa of the
Eniwetok Nuclear Craters, AFWL-TR-77-242, Air Force Weapons Lab. (1978).
D.T. Griggs, F. Press, Probing the Earth with Nuclear Explosions, RM-2456-
AEC, the Rand Corp. (1959).

L.J. Circeo and M.D. Mordyke, Muclear Cratering Experiences at the Facific
Proving Ground, UCRL 12172, Lawrence Livermore Laboratory (1964).

[45)




70.

71.

72.

73.

74,

75.

76.

77.
78.

79.

80.

81.

82.

83.
84,
85.
86.
87.

88.

89,

90.

91.

92,

93.
94.

Brode

E.J. Bryant, J.H. Keefer, L.M. Swift, OPERATION PLUMBBOB, Project 1.8a,
1.8¢, Effects of Rough and Sloping Terrain on Airblast Phenomena, WT 1047
Ballistic Research Labs and Stanford Research Institute (1962).

J.R. Banister, L.J. Kortmary, OPERATION PLUMBBOB, Effects of a Precursor
Shock Wave on Blast Loading of a Structure, WT 1472, Sandia Corp. (1961).
E.H. Bultmann, Jr., E. Sevin, T.H. Schiffman, OPERATION PLUMBB(OB, Blast
Effects on Existing UPSHOT-KNOTHOLE and TEAPOT Structures, WT 1423, Armour
Research Foundation (1960).

E. Cohen, E. Laing, A. Bottenhofer, OPFRATION PLUMBBCB, Project 30.2,
Responge of Dual-Purpoge Reinforced-Concrete Mags Structure, WI 1449,
Amman and Yhitney, New York (1962).

E. Cohen and A. Buttenhofer, OPERATION PLUMBBOB, Project 30.7, Test of
German Underground Personnel Shelters, WT 1454, Amman and Whitney (1960).
R. Dennis, C.E. Billings, L. Silverman, OPERATION PLUMBBOB, Project 34.4,
Blast Effects on an Air Cleaning System, WT 1475, AEC Civil Effects Test
Group (1962).

1.G. Bowen, R.V. Taborelli, and V.R. Clare, OPERATION PLUMBBOB, Project
33.2, Secondary Missiles Generated by Nuclear-Produced Blast Waveg, WT
1468, Lovelace Foundation (1963).

R.H. Carlson, J.P. Martha, OPERATION PLUMBBOB, Comparison Test of Reinfor-
cing Steels, WT 1473, Sandia Corporation (1960).

R.A. Williamson, P.H. Huff, OPERATION PLUMBBOB, Test of Buried Structural-
Plate Pipes Subjected to Blast Loading, WT 1474, Holmes and Narver (1961).
W.E. Gulley, R.D. Metcalf, M.R. Wilson, J.A. Hirsch, OPERATION PLUMBBOB,
Project 4.2, Evaluation of Eye Protection Afforded by an Electromechanical
Shutter, WT 1429, Aero Med Lab., Wright Air Development Center (1960).
L.M. Swift, D.C. Sacks, F.M. Sauer, OPERATION PLUMBBOB, Project 1.4,
Ground Acceleration, Stress, and Strain at High Incidenmt Overpressures,

WT 1404, Stanford Research Institute (1960).

W.R. Perret, OPERATION PLUMBBOB, Project 1.5, Ground Motion Studies at
High Incident Overpregsure, WI 1405, Sandia Corp. (1960).

G.H, Albright, E.J. Beck, J.C. LeDoux, R.A. Mitchell, OPERATION PLUMBBOB,
Evaluation of Buried Corrugated-Steel Arch Structures and Associated
Components, WT 1422, Bureau of Yards and Docks (1961).

E. Cohen, N. Dobbs, OPERATION PLUMBBOB, Project 30.6, Test of French Under-
ground Personnel Shelters, WT 1453, Amman and Whitney, New York (1960).
R.B. Vaille, Jr., CPERATION PLUMBBOB, Isolation of Structureg from Ground
Shock, WT 1424, Stanford Research Institute (1960).

R.E. Grubaugh, L.E. Elliott, Scaling of Ground Shock Spectra, DASA 1921,
United Aircraft Corp., El Segundo, California (1967).

L.M. Swift, D.C. Sachs, OPERATION PLUMBBOB, Surface Motion from an Under-
ground Detonation, WT 1528, Stanford Research Institute (1960).

W.R. Perret, OPERATION FLUMBBOB, Subsurface Motion from a Conmfined Under-
qround Detonation, WT 1529, Sandia Corp. (1961).

S.E. Warner, C.E. Violet, RANIER, Properties of the Enviromment of Under-
ground Nuclear Detonatioms at the Nevada Test Site, UCRL 5542 RV, Univ.

of California, Lawrence Livermore Laboratory (1961).

F.R. Rehm, OPERATION PLUMBBOB, Aerial-Monitoring Operations Development,
WT 1485, Office of Civil Defense Mobilization (1962).

G.V. Tamplin, K.H. Malin, M.L. Griswold, et al, OPERATION PLUMBBOB,
Chemical Doaimetry of Prompt and Residual Radiation from Nuclear Detona-
tionsg, WT 1493, Univ. of California, Los Angeles (1961).

S. Sigoloff, H. Borlla, OPERATION PLUMBBOB, Project 38.9, Remote Radiolog-
Zcal Monitoring, WT 1509, AEC Div. of Biology and Medicine (1959).

K. Larson, et al, OPERATION PLUMBBOB, Projects 37.1, 37.2, 33.2a, 37.3,
37.6, Distribution, Characteristics, and Biotie Availability of Fallout,
WT 1485, Univ. of California, Los Angeles (1966).

C.F. Miller, Some Properties of Radioactive Fallout - Balloon-Mounted
Shot - PRISCILLA, URS 757-4, URS Research Co. (1969). y o
H. McConnell, OPERATION PLUMBBOB, Project 38.3, Measuring and Momitoring 3
Training Exercise, Foodetuffe, WT 1498, Food and Drug Admin. (1959). <

L46)




95.

96.

97.

98.

99.

100.

101.

102.

103.

104,

Blast Waves from Nuclear Explosions

L.J. Circeo, M.D. Nordyke, Yuclear Irarering Experience at the Pacific
“roviny Tround, UCRL-12172 Lawrence Livermore Laboratory (1964).

M.D. Nordyke, ™ lraterinm, A Brief History, Analysis, and Theory of
Craterin:, UCRL-6578, Lawrence Livermore Laboratory (1961).

L.M. Swift, D.C. Sachs, W.M. Wells, OPERATION HARDTACK, Earth Motion
Measurements, WT 1702, Stanford Research Institute (1961).

E.H. Bultmann, Jr., J.D. Hatiwanger, R.H. Wright III, and J.T. Hanley,
OPERATION HARDTACK, Project 3.6, Behavior of Deep Reinforced Concrete
Slabs in Hinh Overpressure Regions, WT 1630, Univ. of Illinois (1961).
J.C. LeDouk, P.J. Rush, OPERATION HARDTACK, Project 3.2, Respomse of
Earth-Confined Flexible-Arch Structures in High-Overpressure Regions,

WT 1626, U.S. Naval Civil Engineering Lab. (1961).

R.A. Cameron, Jr., and P.H. Huff, OPERATION HARDTACK, Project 34.1, Physi-
cal Damage Survey of AEC Test Structures, WT 1701, Holmes & Narver (1962).
D.F. Seacord, Fireball Calculations, RIO ARRIBA, OPERATION HARDTACK, Phase
I, Project 15.1, B-1947, (also B-1881, QUAY) Edgerton, Germershausen and
Grier (1959).

R.H. Sievers, A.R. Stacy, OPERATION HARDT/CK, Structural Response and
Fermanent Displacement Measurements, WT 1708, USAERDLAB (1960).

L.M. Swift, W.M. Wells, OPERATION HARDTACK, Potshot Disturbances and Sur-~
face Motion, WT 1740, Stanford Research Institute (1960).

W.K. Cloud, et al, OPERATION HARDTACK, Surface Motions from Underground
Fxrlostons, WT 1741, Coast and Geodetic Survey (1961).

[47]




DEVELOPMENTS IN LASER BASED DIAGNOSTIC TECHNIQUES

S. LEDERMAN

Aerodynamics Laboratories, Department of Mechanical and Aerospace Engineering
Polytechnic Institute of New York
Farmingdale, New York 11735, USA

Several laser based diagnostic techniques, applicable to
fluid dynamic and combustion research consisting of the
spontaneous Raman effect, coherent anti~Stokes Raman scat-
tering, coherent Raman gain spectroscopy, laser induced
fluorescence and the laser Doppler velocimeter are dis-
cussed. Characteristic features of each of these techniques
are brought forth. It is shown that these modern, laser
based diagnostic techniques are capable of measuring most of
the variables of interest in fluid dynamics and combustion
research. Among these are the temperature, species concentra-
tion, velocity, turbulent intensity temperature and concen=-
tration fluctuation as well as a number of correlation and
crosscorrelation parameters. Practical examples of the ap-
plicability to flow fields and combustion diagnostics are
presented.

INTRODUCTION

The appearance of the laser and its introduction into the field of spec-
troscopy was a turning point in the development of light scattering diagnostic
techniques. In a relatively short period of time, laser based diagnostic tech-
niques emerged as major investigative tools in a number of branches of the
physical sciences. Since in this work the application of laser based diagnos-
tic techniques to the investigations of flow fields and combustion systems are
of interest, only some of the techniques which have been successfully applied,
and which present some potential promise in the future for those investigations
will be discussed.

Some of these techniques as mentioned previously are based on light scat-
tering. A number of scattering processes have been considered for diagnostic
purposes of flow fields and co-bustion systems, Among these the elastic scat-
tering processes such as Rayleigh and Mie* and the inellstic scltterin* .
processes represented by Raman, near-resonant Raman®’’and fluorescence!®”20
have been extensively 1nvestigated Other processes which could be utilized in
combustion and flow field diagnostics are the absorption and nonlinoar optical
processes, The latter are re esented by coherent anti-Stokes RamanZ!”27and
stimulated Raman scattering. 0 From this list of potential diagnostic tech-
niques applicable to flow fields and combustion, the Mie and spontaneous Raman
scattering techniques are the most versatile. 'l'he Mie scattering phenomenon
has been utilized in Laser Doppler Velocimetry3!™32 capable of providing non-
intrusively velocity, turbulent intensity, and particle size distribution in
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flow fields. The spontaneous Raman effect can provide simultaneously, remotely
and instantaneously species concentration and temperature of a flow field con-
sisting of any number of species. When properly used it canprovide, in addition,
local turbulence properties, correlation and cross-correlation parameters and
the so called mixedness parameters in reactive flows.33 However, due to the
very low equivalent scattering cross-section under certain conditions occurring
in hydrocarbon turbulent combustors, difficulties may develop in securing re-
liable measurements. These difficulties are related to the very high noise
level, generally attributable to carbon emissions. The signal to noise ratio
under those conditions may become unacceptably low thus making the utilization
of the spontaneous Raman technique very difficult. Here the coherent anti-
Stokes Raman spectroscopy appears to fill the gap. The equivalent scattering
cross-section in conjunction with the coherence of the radiation combine to
provide signals 5 to 6 orders of magnitude higher than the spontaneous Raman ef-
fect. Its coherent character permits,in addition to the collection of the total
generated signal, the simultaneous suppression of the collected interference
signals, resulting in high signal to noise ratios in very hostile environments.
One of the major drawbacks of CARS is its nonlinear character which may cause
difficulties in a number of situations encountered.

A process which holds out great promise for flow field and combustion
diagnostics has been recently demonstrated.2® This process known as stimulated
Raman spectroscopy, [SRS] has been known for over a decade3“”35 and applied in
the first practical demonstration of a collinear CARS system. It has been used
with high power pulsed lasers and CW low power lasers.2? Being of a coherent
nature, the SRS signals under certain conditions may exceed the signal strength
of the CARS signals, with the added advantage of being linear and the fact that
the technique is self-phase matched and thus requires no great effort in this
respect.

In terms of high signal response, a technique which has been known for
several decades is the fluorescent diagnostic method. Here the major interfer-
ing phenomenon of the spontaneous Raman technique is being utilized as a diag-
nostic technique. This technique,in spite of its very high signal levels, has
not been until recently very successfully applied. The major obstacle being
the strong collisional quenching process associated with fluorescence, which is
competing with the radiative decays, and thus makes the measured fluorescent
intensities ambiguous.

The cited possible nonintrusive diagnostic techniques are discussed at
length in this work. A description and evaluation of these new techniques,
the accomplishments to date and their potential applicability to flow fields and
combustion systems is presented here.

THE RAMAN EFFECT

The Raman effect is the phenomenon of light scattering from a material
medium, whereby the light undergoes a wavelength change and the scattering mole-
cules undergo an energy change in the scattering process. The Raman scattered light
has no phase relationship with the incident radiation. Based on quantum theo-
retical considerations, the incident photons collide elastically or inelastical-
ly with the molecules to give Rayleigh and Raman lines respectively with the in-
elastic process much less probable than the elastic. The process of light scat-
tering can be visualized, as the process of absorption of an incident photon
of energy E by a molecule of a given initial state, rising the molecule to a
virtual state, from which it immediately returns to a final stationary state
emitting a photon of the difference energy between the two stationary states
and incident energy E. This is seen graphically in the schematic diagram of
Fig. 1, where vibrational and rotational transitions are indicated correspond-
ing to the appropriate vibrational and rotational selection rules which are
AJ = 044+ 2 and AV = + 1, Since the anti-Stokes lines must originate in mole-
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cules of higher energy level, which are less abundant at normal temperatures,
the anti-Stokes lines would be expected to be much weaker than the Stokes lines.
This qualitative description of the Raman effect is obviously very superficial.
For a more rigorous and complete discussion of this effect one must consult the
cited references.
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An inspection of Fig. 1 reveals that the incidence of a photon on a mole-
cule, if Raman active, may result in the exictation of vibrational as well as
rotational transitions. Fig. 2 presents an approximate Raman and Rayleigh
scattering response from air illuminated by a Ruby laser. It is evident that
the Rayleigh as well as the vibrational spectra have closely associated rota-
tional wings. Since, for our purposes, the vibrational scattering is of direct
interest, it is worthwhile to examine the vibrational Raman response., It con-
sists essentially of three branches: (1) the intense Q-branch for which AJ = 0,
(2) the much weaker O-branch for which AJ=-2, and (3) the S-branch for which
4J=+2 of approximately the same intensity as the O-branch. The O and S branches
are much weaker than the Q-branch and represent only about 1% of the intensity
of the Q-branch, They are therefore of minor importance as far as the present
applications to fluids are concerned. The Q-branch, 1f a high dispersive in-
strument is used, can be resolved into components corresponding to the energy
levels characterized by the quantum numbers v = 1,2,3, etc. These of course
will appear at elevated temperatures, and may be used to determine temperatures,
Fig. 3. Since in fluids the orientation of the molecules cannot be fixed, the
scattering will correspond to an average overall molecular orientation, and the
vibrational Raman scattered intensity as derived using the Placzek polarizabil-
ity theory may be expressed as

(votv)af(a'.v‘)
1 = CNI

$A 0 (teexp (REY))

£50]

o et A i RS Y



A

Y

: \‘ gy P

Laser Based Diagnostic Techniques

and from the relative intensity of the Stokes and anti-Stokes lines, taking ac~
count of the Boltzmann factor, the temperature is given by
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FIG. 3 THE RESOLVED Q-BRANCH®

It should be noted that the scattered intensity is proportional to the fourth
power of the frequency and to the incident intensity and, of course, to the
number density of a given species. It is well-known that the pure rotational
Raman spectra appearing near the exciting radiation frequency can be quite
intense. However the very small wavelength separation of the lines particular-
ly in a mixture of gases makes the pure rotational spectra very difficult to
use for diagnestic purposes as defined here in spite of its stronger signals.
The weakness of the Raman scattering technique is its low scattering cross-
section. Consequently, the signal obtainable is a major factor in determin-

ing the applicability of the technique to a given problem. The number of photo-
electrons contributing to the signal, may be written

-1
ng EoNcmnon ‘E
where E_ is the energy per photon, o is the optical efficiency of the collect-

ing optics, and n g is the quantum efficiency of the photocathode. The last

equation may also be written in terms of an output voltage from a photomultip-
lier tube across a load R, with a gain G and laser pulse duration t,

-1
V' - EoNol.-nnon'-G-eR-(B .t)

where ¢ is the electron charge in coulombs and V_ the signal voltage. The last
two equations permit the evaluation of the achievable voltage signal or photon-
count in a given situation, if not exactly, at least to a first reasonable ap-
proximation. (The laser pulse in the above approximation is assumed to have a
rectangular shape vhereas in actuality the laser pulse has generally a Gaussian
distribution in intensity). The voltage signal or photon count must exceed the
signals due to background noise or other disturbing signals, if the measurement
is to be useful.
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Some features of the Raman diagnostic technique

At this point it is clear that, in principle at least, instantaneous and
simultaneous data for the determination of species concentration and tempera-
ture can formally be obtained. The former because the Raman transition takes
place in a time of the order of fractions of picoseconds for most Raman active
molecules, if illuminated by light in the visible range; and the second be-
cause one may record the Stokes and anti-Stokes intensity at the same time,
the number of data points depending on the number of receiving channels one has
available. The vibrational Raman system, which generally permits clear identi-
fication of species involved, is generally used. An obvious difficulty in
performing Raman intensity measurements is the extremely small equivalent Raman
scattering cross-section. Typically, this cross-section may vary between
1072%cm? and 10 31lem?, depending on the molecule under investigation and the
frequency of the primary light. Since the frequency dependence is of over-
riding importance here (fourth power), and is essentially the only parameter
which is at the disposal of the experimentalist, one would tend to automatical-
ly chose the laser operating at the highest frequency. While this choice
might be desirable in one respect, other aspects of this choice might be less
favorable.

The line separation of the resulting Raman spectra is greater as a result
of longer wavelength lasers, than shorter wavelength sources of primary radia-
tion. This feature may become important in cases where several species are in-
volved and their measurement and rvesolution are desired, in particular when nar-
row bandpass filters are contemplated. Figs. 4 and 5 illustrate this problem
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very clearly, both in terms of concentration measurements of a mixture of gas-
es and the preference of using the ratio of the vibrational Stokes to anti-
Stokes intensity for the determination of temperature, as opposed to the rota-
tional spectra. It should also be pointed out that the use of a nitrogen
laser at the conventional energy (lmj) levels available, requires the utiliza-
tion of photon counting techniques and generally mean values of the measured
variables are obtained, wyhile with a Ruby laser, due to its much higher energy
(4 joules) per pulse (several orders of magnitude), single pulse operation is
possible and therefore instantaneous values can be obtained. The latter is
also true for a doubled neodymium yag laser operating at 5320A available at a
repetition rate of 10pps at energy levels in excess of 0.5 joules.

In addition to these pulsed lasers, C-W lasers are being utilized to pgr~
form Rapsn measurements. In particular the argon ion laser operated at 5145A
or 4880A is very useful in steady state systems where mean concentration and

‘ temperature are desired. C-W lasers would, of courge, be ideal for time re-
(52)
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solved Raman measurements of fluctuating flow fields and combustion systems.
However, the available commercial lasers are of insufficient power to provide
useful data concerning fluctuating systems.

It is therefore apparent from the above that spontaneous laser Raman
scattering has all the desired features of an ideal probe. There are, however,
problems associated with this diagnostic method.

In discussing the feasibility of diagnostics by means of monitoring the
intensity of radiation, and particularly scattered radiation resulting from
the Raman effect, one must consider the background radiation which may inter-
fere with the desired signal and render it useless. There are a number of
sources which may contribute to the undesired background radiation. 1In order ‘
of significance they are: Rayleigh scattering, scattering of the incident beam
by viewing port windows, walls and large particles in the flow, gas particle |
and surface fluorescence, ambient light, detector dark current, electrical |
noise and detector shot noise.

The first two, being of the same frequency as the incident beam and thus
spectrally separated from the desired signal, can be filtered out using proper
interference filters or spectrographs used for the selection of the desired
signals. The fluorescence problem can be a very serious problem. Careful se-
lection of the materials and surface coatings may eliminate this problem. 1In
some cases by proper choice of the primary laser this problem can be avoided.
In this respect, the use of a Ruby laser has not caused any significant
fluorescent problem in this laboratory. The detector dark current and electri-
cal noise can generally be coped with by using photomultiplier coolers, which
serve a dual purpose of decreasing the dark current and shielding the photo-
multiplier from electrical interferences. As far as the shot noise is con-
cerned, this problem must be dealt with at the data processing level.

In general the larger the signal-to-noise ratio the better the system.
As has been pointed out,}% a very convenient parameter to assess the capability
of a system is the "feasibility index'". This index was defined as X=NLo.Qe
where N is the number density of the scatterers per cm?, L is the 1engtg of the
sample in the direction of the laser beam, o, reference cross-section, and Q
and e the solid angle and optical efficiency, respectively. The minimum feasi-
bility index for a 1 joule Ruby laser in a single pulse operation_is approxi-
mately 10715, Thus, for a situation where this index is below 10715 a 1 joule
single pulse laser would not provide the desired information. An increase in
the laser energy or any of the other factors may be necessary. There is, how-
ever, a limit on the laser energy one may apply. The laser energy density
should be below _the breakdown threshold which for Ruby and air appears to be
around 1010W/cm2,

The choice of the proper method of spectral analysis can be very impor-
tant. There are basically three methods available. The standard monochroma-
tors, interference filters and Fabry-Perot interferometers. Each has a range
of applicability and its positive as well as negative features, The ingerested
reader may consult standard texts or some of the references cited,10:15:2%

The detection of the scattered photons of interest is best accomplished
by photomultipliers. They are the most sensitive low level light detectors
available at present, applicable in the wavelength range from u.v. to near in-
frared or from about 3-10 thousand Angstrtm wave length. The output of the
photomultiplier may be used in one of several ways: a) as an input to a d.c.
amplifier, b) as an input to a photon counter, c) as an input to a phase sensi-
tive detector, or as a combination or modification of the above basic schemes.

In general photon counting is more accurate than a direct reading of the
photomultiplier current. The reasons are: 1., the d.c. level caused by leak-
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age currents of photomultiplier tubes cannot be detected by photon counters,

2. the statistically varying heights of the detector output pulses are replaced
by standard height pulses, 3. the photon counting rate with proper care can be
made insensitive to power supply voltage fluctuations. However, at high photon
count rates photon counting may_present some.difficulties particularly if the
detection rate exceeds about 10’ counts sec .

Recently a new detection system has been introduced. It offers a number
of advantages over photomultiplier tubes. It is supposed to be capable of pro-
viding simultaneous measurements of the Raman scattering signals of a multi-
plicity of species at many spatial points, during a single laser pulse. It
would therefore be capable in conjunction with proper computational facilities
to provide in addition to concentration and temperature, data necessary for the
determination of spacial correlation functions.

Two commerical versions are now on the market, the first and most known
is the optical-multichannel analyser OMA and the more recent entree, the DAARS.
Both claim a photon sensitivity as high as the best available photomultiplier.
One claims one signal count for two detected photons, the other one count per
photon. 1 have not been able to confirm that with either. Be it as it may,
this kind of a detector represents a major advance in the laser scattering
diagnostic technology. At this point it must be mentioned that, due to the
simultaneous and instantaneous response of the spontaneous Raman signals, the
correlation and crosscorrelation parameters defined in the following32 can be
obtained. Thus:

or o 1 F 5
c’C al fi(C“i Ca)(cBi CB)
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1
whﬁre fi 18 the frequency of occurrence of the joint values Cui and cBi’ and

n=L fi and Cq and C
i=1 ’

g are the concentrations of species o and B.

CARS

Coherent anti-Stokes Raman scattering has been receiving a great deal of
attention since its introduction in 1973 by Regnier, Moya and Taran. It became
popular among the researchers in the field of combustion and particularly com-
bustion in systems with exccssive soot. As discussed previously, the spontane-
ous Raman techniques cannot easily handle this type of flow field. It has been
shown?1+23,24,33 that the coherent anti-Stokes Raman scattering system can pro-
vide signals several orders of magnitude higher than the Spontaneous Raman sig-
nals for the same initial driving laser intensity. In addition, the coherent
character of the signal beam allows the collection of the total beam and at the
same time minimize the collection of the interfering radiation.

Theory

When an incident photon of fixed frequency w),interacts with a tunable
photon w, (Stokes photon of the given specie of interest) through the third or-
der nonlfnear Raman susceptibility it generates a polarization field which {is

. responsible for coherent radiation of frequency w, ® 2w,~w,. If w,~w, is of or
near a Raman resonance line the intensity of the 2ohere*t gadiatio% bgcomea

[54]
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very large, in fact several orders of magnitude larger than the intensity of

the spontaneous Raman radiation, and it occurs at the Raman anti-Stokes line

with respect to the incident radiation wy. In Fig. 6 an energy level and the
corresponding phase matching diagrams are shown, which are self-explanatory.

The CARS radiated power for the case of collinear diffraction limited beams s

can be shown to be:

4n2
2
c

w
3.2 2 2
' 2 JYPY

“1.2
By = (;a) (

where P., P, and P, are the incident, Stokes and anti-Stokes powers respective~
ly and }Xl is the absolute Raman nonlinear susceptibility given by

-1
X Kij j—iFj)

where Amj = wj - (wl-wz) = the detuning frequency and

(20w

b 4 -1
Kj = 4nC (hmzrj) NAjgj(aalan)
w, is the frequency of a particular possible transition from V,J3V,;J", A, = the
nArmalized population difference between the levels involved in the transi-
tion, g, = line strength factor equal to (V,+1) when at resonance Aw, = 0 and
|x|- K ;nd T, is Raman line width. The in{etaction of this type ofja CARS
systemjwill oécur in a beam diameter d of length % given by:

d = 4Xf/7D L= ﬂd2/2l

where f, A and D are the focal length of the lens, the wavelength of the inci-
dent beam and the beam diameter at the lens respectively.

As is evident from the above, the CARS technique is a nonlinear technique,
unlike the spontaneous Raman technique. It is a double ended technique. It is
therefore necessary to traverse the sample and obtain the desired signal at the
opposite side of the signal input to the sample. CARS can resolve only one
specie at a time. The resolved specie corresponding to the applied Stokes
beam, Spontaneous Raman as pointed out previously can resolve simultaneously
as many species as there are in a mixture providing the acquisition system
is capable of resolving the acquired spectra.

In applying CARS to a system, one must exert caution if the flow-
field is very turbulent and extensive. Beam steering may cause difficulties
in phase matching and relating the signals to actual concentrations and
temperatures as obtained by this method.
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COHERENT RAMAN GAIN TECHNIQUE

A technique as old as CARS which provides a coherent signal beam of con-
siderable strength has until recently been completely neglected as a diagnostic
tool. This technique is based on stimulated Raman spectroscopy SRS. Recently
it has been reported?8”30 that sensitivities comparable or exceeding those of
CARS under similar conditions can be obtained. The added attraction of this
new technique is the possible utilization of two low power C-W lasers, and the
linear response of the technique.

Theory

The idea behind the direct SRS technijue using C-W sources is as follows.
A linearly polarized pump beam of a fr-yuency w. is ~using an electro-optical
modulator - modulated and combined craxialiy th%ough a dichroic mirror with a
probe beam of frequency w,. The comvined beam is focussed through the sample.
The modulated pump beam pfoduces a modulated Raman gain at the Stokes fre-
quency or Raman loss at the anti-Stckes frequency which is then detected by
the probe beam Fig. 7. If the probe and pump beams are focussed collinearly
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through the sample, it can be shown that the fractional power gain
8P(w2)/P(wp) at the probe frequency w, induced by the pump beam of a
frequency ) is given approximately by30

4,-2 -1 -1
G = 6P(w2)/P(w2) = 384m A ¢ n Imx3(-w2,w2,-m1,m1)'P(wl)

vwhere n is the refractive 1nde§ at freq!ency Wys P(w,) and P(w,) are the probe
and pump powers respectively )\° = (2nc)“/w uy and I x3is the imaginary part of
the third order nonlinear susceptibility a%d is givgn by:

Imxa(—wz,wz.rwl,ml) - nNc3(24hw24)-1L(w1-m2)dc/dwld(llx)

where L(w;-wp) is the line shape function equal to unity at the line center.
Since both CARS and SRS depend on the nonlinear susceptibility x3 it is worth
pointing out that SRS is linearly dependent on x and the pump power P(uw;),
whereas CARS's dependence on these parameters is quadratic. One other property
of SRS 1s the fact that the SRS technique is self-phase matched and therefore
requires only an overlap of the two beams to proceed with the interaction,
similar to the collinear CARS system. The technique is insensitive to slight
depolarization of the beams, and offers high resolution.

As an example of the signal strength of SRS, Owyoung cites the following:
the 992 cm'! mode of 1iquid benzene for which I_x3 = 15.9:10 1%cmd/erg, a pump
power of 100mw yields an SRS signal SP(wz)/(P(wz) = 3.5:10"5 which is about 6
orders of magnitude larger than that obtained at comparable power levels in
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There are, however, certain problems associated with this diagfiostic
' technique. The most serious of them being the required probe laser stability,
and mode purity.

As of now, experimental data in liquids and dense media have been ob-
tained. The agglication to gaseous media have been limited as of now to molec-
ular hydrogen<” at 1/4 to 14 atm. of pressure.

LASER INDUCED FLUORESCENCE

A technique which holds out great promise as a diagnostic tool in flames,
combustors and combustion driven MHD generators is laser induced fluorescence.
The great attraction of this technique is the relatively very high scattering
cross-section, compared to any of the thus far discussed techniques. It is a
very sensitive, spacially precise technique for determination of the species
concentration in difficult environments. Fluorescence occurs when a light beam
which is in resonance with a particular absorption line of an illuminated
molecule, excitga it into a higher energy level which, after a time delay of
the order of 10 “sec, radiatively decays to the original or intermediate energy
level with the spontaneous emission of a corresponding photon. This process is
illustrated in the simple energy level diagram Fig. 8. This process could
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therefore be used for diagnostic purposes, provided that this spontaneous
emission is the only deexcitation process active. This however is not the
case. Since at STP the collission rate is of the order of 1010 sec”!,
collisional deexcitation of the excited molecules may occur without radiative
emission, This phenomenon known as collisional quenching is essentially a
very complicated process depending on a number of properties of the gas under
investigation such as density, temperature etc. Since those are the properties
one is trying to measure, the computation of the quenching effects, effecting
the measurement of some of those properties is generally very difficult.

Theory
Recently, Daily36 proposed a technique which may result in a very

sensitive and useful method of obtaining concentrations., It is based on the
so called saturation condition given by

No= N By/Byy

where N, and N, are the upper and lower state number densities. This condition

requires that: »
¢
Bklo> 0,
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where B k and are the Einstein coefficients for stimulated emission and
absotption. A {s the total Einstein coefficient for spontaneous emissions
summed over ali transitions, Q2 is the total quenching probability, and

I ~P/AAv is the laser beam energy density of the wavenumber interval Av and
finally P and A are the incident power and crossectional area of the focal
volume of the sample, respectively.

Assuming that the saturation condition is satisfied and Nl is saturated,
the fluorescent intensity can be written:

-1
Ty = hA (4 70V Ry By /By

where @ is the solid angle of the collecting optics and V. is the excited
volume.€ In the simplest case of a two level system No the total number
density is given by

No = Hk + Nl = N1 + Nz

L=1

with Bkllalk = gllgk = 82/81 resulting in the total number density

-1 -1
- thz(An) av, N°(1+31/32)

-1
N, = 12(32+31)Au(huhzncvcg2)

For multi-level system, assuming that the lines can be separated, similar expres-
sion for the total number density can be found. The complexity, however, in-
creases greatly particularly the separation of the fluorescence spectrum of the
various levels. In principle this technique equires the illumination of a gas
volume with the intensity I and the collection of the fluorescence radiation
at 90° to the laser beam. IFrom the last equation it is apparent that the con-
centration can be measured without any knowledge of the quenching probabilities
when the saturation technique is used. However not all species are suitable
for fluorescent diagnostics. First of all the specie must have its first ex-
cited electronic energy level located such that the absorption transitions are
in a portion of the spectrum that can be covered with a laser. Second, the
rotational spectrum must be sufficiently wide spaced such that the individual
absorption and emission lines can be easily isolated. The last requirement
might be difficult to satisfy with more complex molecules, whose rotational
vibrational structure can be very complicated. It is therefore clear that while
this technique can provide very strong signals in hostile environments, the
range of applicability is limited to a selected group of species. In addition,
only one specie at a time can be measured, with a given laser wavelength, in
contrast to spontaneous Raman, where all the species present can be identified
simultaneously using only one laser, In addition the temperature can be deter-
mined simultaneously with the concentration using spontaneous Raman, whereas
the fluorescence technique cannot provide the temperature.

Laser Doppler Velocimeter

Laser Doppler Velocimetry is the best known laser based diagnostic tech-
nique. Mie scattering in conjunction with the Doppler effect provides the
theoretical basis of the LDV. The laser Doppler velocimeter has been in use
for over a decade. Its development has reached a point where most laboratories
use it as a standard measuring device. The theoretical and operational back-
ground is described in References 31, 32 where most aspects of LDV technology
have been treated and additional references can be found.

The operation of an LDV is predicated on the assumption that particles
suspended in the flow, move with the same velocity as the fluid whose velocity
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one is attempting to measure. Furthermore, in the case of a turbulent flow, it
is assumed that the frequency spectra of the scattering particles, provide the

required information regarding the turbulent structure of the flow field. The

latter is associated with particle dynamics. The effect of particle dymamics
on the performance of LDV has been considered by a number of researchers.38™"!

They all came to the conclusion that the size of the scattering particle has an
effect on the frequency resolution of the spectrum. This is shown in Fig. 9.
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It is evident from the above, that the relationship of the frequency
spectra from an LDV, to the turbulence spectra of a flow field is limited to
the lower frequency region, that limitation being a function of the size of
the majority of the scattering particles. This puts also a restriction on the
use of naturally occurring particulates, because their sizes are generally
unknown. The above suggests that for a more meaningful interpretation of the
LDV measurements, a monitoring of the sizes of the particulates should be
carried out and incorporated in the data reduction process. Careful choice,
however, of the size and number of scatterers does permit one, within limits,
to determine the velocity of the fluid and its turbulent intensity. The major
problem in laser Doppler velocimetry is the acquisition, processing, and
handling of the acquired data not the principle itself. Of the many optical
arrangements possible, the one most frequently used is the dual scatter or
sometimes known as the differential scatter systems. A schematic diagram of
this type of an arrangement is shown in Fig. 10. The reason for its popularity
is the fact that it can be operated in the forward as well as backward
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scatter mode. The acquired signals are independent of the angle of observation,
and the alignment process is very simple. The translation of the signals into
velocity and turbulent intensity of a one dimensional dual scatter LDv33 js
essentially reduced to the measurement of frequency. Since frequency can be
measured with very high precision, extreme care is required in acquisition,
processing, seeding and control of the LDV system to obtain precise velocity
information.

At this point it should be mentioned that one of the very important par-
ameters in combustion research is the droplet or particle size distribution in
the flow field. Besides the standard sampling probe methods, optical methods
based on the Mie scattering have been developed over the years. It has been
found that for spheres the scattered light intensity is a complicated function
of the scattering angle, of the size parameter a = wd/A, the refractive index
and the polarization. Durst“? using two photomultipliers on both sides of op-
tical axis of a forward scattering LDV was able to show that under certain
conditions the phase difference between the two signals could be related to the
particle size. Farmer“3 on the other hand, using fringe spacings larger than
100um, was able to measure particles whose diameter was less than 100um using
the visibility concept. Youle et al“*" using a dual scatter LDV was able to
measure particle sizes between 30-240um. The particles had to be transparent,
spherical and larger than the fringe spacing. They found that under those
conditions, the peak LDV signal increased monotonically with the diameter of
the particles. As of now there appears to be no satisfactory diagnostic tech-
nique based on Mie scattering, holography, or diffusion correlated spectroscopy
capable of providing unambiguous measurements of size and concentration of
particulates in a flow remotely and nonintrusively. Most of the techniques
wentioned are under development and further research is needed to develop par-
ticle diagnostics for combustion flows.

Applications: Experimental Results

The previously discussed, laser based diagnostic techniques have been and
are still being developed for the most part for a unique purpose. That is, to
provide a reliable, nonintrusive, nondisturbing probe for the measurement of
the relevant parameters of fluid dynamics and combustion. It is obvious that
the spontaneous Raman and LDV techniques would fit that purpose completely if
all the encountered practical systems would be ideal, that is, free from in-
terfering radiation and noise. As has been pointed out previously, the equiva-
lent scattering cross section of the spontaneous Raman technique is relatively
very low and subsequently this technique is not universally applicable. How-
ever in systems where this technique can be applied, it, in conjunction with
an LDV, presents a very unique diagnostic system. As an example, the system
utilized in our laboratories and shown in Fig.ll is capable of providing
simultaneous measurements of concentration of 4 species, or 2 species and
their respective temperatures, the velocity, the turbulent intensity, the
correlations and crosscorrelations of specles and velocities and in reacting
flows the mixedness parameters. In addition the probability density functions
(PDF) which is of importance in combustion modeling can be obtained easily.

The system shown in Fig.ll is self-explanatory. The number of receivers
is by no means limited to four. Any number required for a given system may be
incorporated without affecting the systems performance. In the next several
figures examples of measurements performed on turbulent diffusive flames are
given. Thus Fig.12 shows the normalized axial velocity and temperature dis-
tribution in a flame with the corresponding turbulence intensity and temperature
fluctuation, Fig.13 shows the normalized nitrogen, carbon dioxide and oxygen

, concentration distribution and the corresponding fluctuations in the same
flame. Fig.14 represents the first and second order correlations between
oxygen,nitrogen and carbon dioxide. Finally some histrograms of the N, specie
in the flame are shown in Fig.l5 at several points, It must be emphasized
that all these data have been taken simultaneously with the apparatus shown
in Fig.11.
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FIG.1I2 VELOCITY AND TEMPERATURE, AXIAL
PROFILES IN A FLAME

As discussed previously, under certain conditions the spontaneous Raman
technique becomes inapplicable. Under those conditions, attempts have been made
to utilize CARS. While CARS cannot replace spontaneous Raman, it is capable of
providing information concerning density and temperature of a single specie in
a hostile environment. There are essentially two types of optical arrangements
utilized in CARS. They are both shown in Fig.16. The first one is the so
called collinear one. The other is the so called "boxcars".2 Both are essen-
tially self-explanatory. The reason for the "boxcar'" is the desire to improve
the spacisl resolutions, with a possible sacrifice in the anti-Stokes intensity.
One should remark that the collinear type is self-phase matching, whereas the
'boxcar" requires some delicate adjustments. The collinear system can be
quite simple if one uses a stimulated Raman cell to generate the necessary
Stokes line 22032
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LASER

FIG. 16 COLLINEAR AND BOXCAR SCHEMATICS OF CARS

Some examples of data obtained using CARS are shown in the next few
figures. Thus Fig.17 shows the concentration of unburned methane in a sooty
flame, obtained with a collinear system and a stimulated cell,32 while Fig.18
the radial temperature profiles in a laminar propane diffusion flame25 obtain-
ed using the so called "boxcar" system. It would be emphasized again that CARS,
unlike spontaneous Raman, can supply only temperature and concentration of one
specie at a time with a given set of lasers. It is not generally applicable to
provide fluctuation information or correlation parameters.
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The practical application of laser fluorescence is still very 11mite§7
The available data in the open literature are scarce and of limited scope.
The same 1is true of the stimulated Raman technology. Both of these techniques
as discussed previously hold out great promise for the future, by virtue of
their great radiation transfer efficiency and their pointwise resolution capa-
bility. Both techniques need further development.
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TABLE I ~ SUMMARY

| Raman CARS SRS Fluorescence LDV
=
[Specificity Yes Yes Yes Yes X
ILinearity Yes No Yes No Yes
Independent
Response Yes Yes Yes No X
|Spacial Resolution Yes Yes Yes Yes Yes
Remoteness Yes Yes Yes Yes Yes
Single Endedness Yes No No Yes Yes
Instantaneity Yes Yes Yes Yes* Yes*
Nonintrusiv Yes Yes Yes Yes Yes*
Simultaneity Yes No No No Yes
|General Applicability Yes Yes No No Yes
Applicability to
Fluctuation Meas. Yes No No No Yes
Auto and Crosscorrelation Yes No No No Yes*
#conditionally
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WAVE PHENOMENA IN LASER-PLASMA INTERACTION

SHaLoM ELiEzerR and HAGAI ZMORA

Plasma Physics Department
Sorcq Nuclear Research Centre, Yavne, Israel

The basic phenomena of the interaction of high intensity
laser radiation with matter are presented. The interaction
physics between laser and matter leading to thermonuclear
burn can be schematically summarized by the following
sequence of events:

Light absorption + Energy transport -+ Compreesion -
Nuclear fusion

The irradiated matter consists of a dense inner core
surrounded by a less dense plasma corona. The laser
radiation is mainly absorbed in the outer_geriphery of the
plasma (at an electron density of 102! cm 3 for a 1.06um
radiation). The energy 1s transported from there both
inward to the ablation surface and outward into the
expanding plasma. The onset of inward-going shock and heat
waves results in the compression and heating of the core

to a high density and temperature, adequate to meet the
conditions needed for thermonuclear burm.

The various wave phenomena associlated with these processes
are described.

INTRODUCTION

The controlled thermonuclear fusion of hydrogen isotopes (D + T + a +

n + 17.6 MeV) is potentially the best long term solution for the energy
problem. In order to efficiently burn the thermonuclear fuel, certain con-
ditions must be met, regardless of the heating and confinement method.
First, ignition temperature (about 10 keV for DT fuel) must be reached.
Second, the Lawson criterion, n.t > 101%m"3 sec (where n is electron density
and 1 is the confinement time) must be met. In laser fusion, the Lawson !
criterion is met by maximizing n through the implosion and compression of

v the fusion fuel; 1000 fold compressions are expected. The confinement time
t is fixed by the intertia of the imploded material. The pellet compression
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1
is essential for a successful laser fusion scheme . The confinement time of

a lmm pellet is about 200 psec, and the fusion reaction time is about 200 nsec.

Consequently, only about 0.1 percent of the fuel will be burnt with no net
gain. If on the other hand the pellet radius is reduced 10 fold, (the
density would then increase 1000 fold), the confinement time would be reduced
by a factor of 10, but the burn time would decrease by a factor of 1000,
leading to a factor 100 increase in efficiency. An additional advantage of
high core density is that the part of the reaction energy carried by the a
particles (3.52 MeV per reaction) would be deposited within the pellet and
propagate a thermonuclear burn wave. As a result, the needed ignition energy
is reduced considerably (by a factor 100) since one would not have to bring
the whole pellet to the ignition temperature.

The interaction physics between laser and matter, leading to thermo-
nuclear burn, can be represented schematically by the following inter-
correlated processes:

Light absorption + Energy transport - Compression + Nuclear fusion

The irradiated matter consists of a dense inner core, surrounded by a less
dense corona. The laser radiation is mainly absorbed in the outer periphery
of the plasma, up to a "critical density"” n_where the plasma frequency equals
that of the laser light. The energy is traﬁsported from there both inward

to the ablation surface and outward into the expanding plasma. The onset of
inward going shock and heat waves results in the compression and heating of
the core to a high density and temperature, adequate to meet the conditions
needed for thermonuclear burn. These steps are inter-correlated. For
instance, the transport of energy is influenced by the presence of turbulence
in the plasma, which in turn, is generated in the absorption process. On the
other hand, if the emergy transport is inhibited, the density profile in the
absorption region is steepened and the absorption mechanism is affected.

The concept of laser driven fusion has become a major research field
during the last decade. Table 1 lists the main laser fusion facilities
around the world. The basic parameters of the lasers used and the plasmas

TABLE I: Major Laser Produced Plasma Laboratories

Laboratory Wavelength Power (1012w) No. of beams
(ym)
Livermore (USA) 1.06 30 20
Los Alamos (USA) 10.6 10 8
Lebedev (USSR) 1.06 10 12
Rochester (USA) 1.06 3 6
Osaka (Japan) 1.06 4 4
10.6 1 2
Limeil (France) 1.06 2 8
Rutherford (England) 1.06 0.8 2
KMS (USA) 1.06 0.7 2
0.53 0.2 2
NRL (USA) 1.06 0.5 2
NRC (Canada) 10.6 0.1 2
Palaisau (France) 1.06 0.1 1
Garching (Germany) 1.06 0.05 1
1.3 1 1
Soreq (Israel) 1.06 0.05 1
ANL (Australia) 1.06 0.05 1
Bern (Switzerland) 1.06 0.05 1
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TABLE II: Laser and Plasma Parameters

Laser Plasma
Wavelength A=(0,53410.6) um Size ~ 100pm
Irradiance I=(1012:10}7)W/cm? Duration ~ 1 nsec

Electric field E=(6x107:6x10%)Volt/cm Expansion volocityv107cm/sec

Magnetic field B=(2x105:2x107)Gauss Electron Density n, > 10!8cn 3
Light pressure P=(47x10 2:47)Mbars Electron temperature T, > 100 eV
Plasma frequency 3

w _=1.8x1015{—%—}

P 1021
Critical electron density
n _1021{};22 )2 cm 3

c A(um)
Collision mean free path
124,5x10! TéeV) cm

rad
sec

produced in laser fusion research are summarized in Table 2. One can
distinguish between large, multibeam facilities and small, usually single
beam systems. Although the physics of compressions of spherical targets with
high neutron yields can be studied only with large, multibeam facilities,

the physics of absorption and transport can conveniently be dealt with single
beam, low power but high focussed intensity lasers and planar targets.
Because of their simplicity and ease of operation and high repetition rates,
these systems are often more advantageous for basic research. In contrast to
high power TW lasers, focal spots of a few ym are easily achieved with small
systems and thus the power density on target is still high (up to 1016W/cm?).

The physics of laser-plasma interaction is based on hydrodynamics of
one or more fluids, or alternatively, Boltzmann or Vlasov equations are used,
together with Maxwell equations. This set of equations together with
appropriate boundary conditions have all kinds of wave solutions: periodic
waves, solitary waves or shock waves. These wave phenomena involved in the
process of the interaction of the laser with the plasma are listed schemati-
cally in Figure 1. Although we shall try to discuss the main physical
phenomena involved, no attempt has been made to cover all the vast theoretical
and experimental work done in this field.

T shock wave,

Fusion Cﬂpnubn Transport
Absorption defiagration wave ,
ravefaction wave ,
- —— - ANNN
-
‘4!!!' detonation wave
[Py / = - e e e - — —— e AN Satory wove
b Nuclear Ablation Critical [4 J— plosma flow velocity
reaction surface surfoce
surfoce

Figure 1, Wave phenomena in laser plasma interaction.
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ABSORPTION OF THE LASER LIGHT

The problem of the laser light absorption in the plasma is one of the
most important factors in the process of laser driven fusion. The two
aspects of absorption which are of interest are:

a) What fraction of the incident laser light is absorbed, and b) What are
the mechanisms responsible for the absorption.

The importance of the first question is self evident for an efficient
coupling of energy into the plasma. The form by which energy is absorbed is
also of importance because it affects energy transport into the dense
material.

The laser light, incident on the target can penetrate the plasma up to
a "critical density" n , given by n_=mw?/4meZfrom which it will be totally
reflected in much the Same way as tfom § metal (w_is the laser light
frequency, e and m are the electron charge and mass),

It is presently believed that the three main processes by which light
can be absorbed by the plasma are: a) inverse Bremsstrahlung, b) resonant
absorption and c) parametric instabilities.

The process of inverse Bremsstrahlung is of basic importance as a
mechanism for laser light absorption in the plasma. In this process, an
electron absorbs a photon as it moves from one free state to a more energetic
one in the field of the ion, By simple considerations it can be shown that
the attenuation of the light as it traverses the plasma (from the vacuum to
the critical surface and back) is given by?

. 2, . Y
Iabs B Io[l—exp - 15 koL wo)] &

I and I are the incident and absorbed light intensities respectively,
v_ is The coliggion frequency, w_is the frequency of the laser light and
tfie scale length L is the distanfe over which the electron density changes
from zero to n (assumed linear in Eq. 1).

v_ goes down with temperatured (v ~T ~3/2), and the plasma becomes
collisionless, resulting in reduced abgorStion. I. /I 1is plotted as a
function of laser intensity (for X =1,06um) in Fig? 3. %°(a value of 1001
was assumed for L). As can be seen, classical heating ceases to be effective
at about 10" - 10!5W/cm? on target.

Collective process in the plasma can efficiently couple laser light
into the plasma, by converting the light energy into electron plasma waves.
The laser light can excite electron plasma waves, which then accelerate and
heat the electrons. The generation of plasma waves i{s most efficient near
the critical surface, where any spatial variation of the ion demsity will
couple light into electron plaama waves.

The profile of the electron density in the vicinity of the critical
surface n will effect the relative importance of each of the absorption
mechanismS. In general, inverae Bremsstrahlung and instability heating will
dominate in a plasma with a shallow density gradient. On the other hand, a
steep density gradient will increase the efficlency of resonant absorption
because the critical surface becomes more accessible to the on-coming laser
light. Figure 3 shows a computation of inverse Bremsstrahlung and resonant
absorption fractions as a function of the electron dzusity scale-length L
carried out for two selected rays impinging on a spherical target irradiated
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normally by a 1.06um light.
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Figure 2. Fractional absorption as a  Figure 3. Classical and resonant ab-
function of laser intensity-theoret- sorption as a function of density
ical (Ref. 4). gradient scale-length (Ref. 5).

The spatial variations of the density profile can be caused by a variety
of mechanisms such as the pressure exerted by the laser light® on the
otherwise freely expanding palsma (into the vacuum), transport inhibition of
the energy flow from the absorption region to the ablation surface’ or by
stochastic fluctuations$.

The electron density scale length has been measured experimentally by
varicr's methods. Holographic interferometry measurements of the electron
density gradient have been carried out, using a frequency quadrupled laser
light9 . The results are shown in Fig. 4. In this particular measurement
a 4lum glass microbaloon was irradiated with a 30 psec, 1.06um laser light
having an intensity of 10!* W/cm?. The probing beam (0.266um) was 15 psec
long. The density profile shows a steepened region near n_, for which a
scale length of 1.5um 18 inferred. Another type of measurément involves the
mapping of the critical and quarter critical surfacesl®. This 1s accomp~-
lished by imaging the source of the 2w_and 3/2 w_ 1light emitted from the
plasma. Time resolved measurements yieéld the value of L as a function of
timell., Typically, values of 10-30um are obtained for 300 psec, Nd laser
pulses. Finally, from space resolved X-ray spectroscopy'?, a value of
50um Wwas obtained for low intensity (10!3 W/cm?), relatively long pulse
(500-700 psec) irradiation of slab aluminum targets.
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£
-

sl ,, | )
b Py { on
] '
198 gm, ~16'* Wian?, 41y :;-; [ T:'-": n,
(the critict surface)

Figure 4. Holographic interferometry of Figure 5. Geometry for resomant
a glass microbaloon (Ref. 9). absorption.
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It has been recently established that an absorption of 30-50% is
achieved when a plane target is irradiated by short laser pulses (50 psec)
from a Nd laser in focus, independent of intensitx over more than four
orders of magnitude, from 1033 to 1017 W/cm? 13°1%, gimilar results were
also obtained with 10.6um CO, lasersl!S. Clearly, these experimental results
cannot be explained by classical absorption only, and point out to the
importance of collective processes in the plasma, such as resonant
absorption or parametric instabilities.

Let us first discuss the phenomenon of resonant absorption. Assume that
an obliquely incident electromagnetic wave having the electric field vector
E lying in the plane of incidence (v polarization) is reflected from an
inhomogeneous medium (see Fig. 5). There will exist a surface on which the
electric field is along the density gradient. The electric field tunnels
through the turning point to the critical density and an electrostatic wave
is created therel®. The electrons along the density gradient at the
critical surface undergo resonantly driven electrostatic oscillations, which
will finally damp and result in energy absorption by the plasma.

The importance of
strated experimentally
laser light with power
length in the range of

the resonant absorption mechanism has been demon-
in various laboratories. In these experiments the
intensity ranging from 10!3 to 1016 W/cm? and pulse
30 psec, is obliquely incident on a plane target.

Upon varying the angle of incidence, Ylasma parameters such as total light
absorptionl®, electron tempetaturelz’ 8 or momentum transfer to the plasma
show a definite maximum at about 20  for v polarized light, whereas no such
"resonance” is observed for ¢ polarization. The total light absorption is
higher for n polarized with respect to the ¢ polarized light by about 35-50%,
independent of laser light intensity. On the other hand, it has been shown
experiment:allyzo that for long laser pulses (2.5 nsec), this resonant
behavior disappears, indicating that resonant absorption 1is less effective
in this case.

Although resonant absorption seems to be less effective for larger pulse
lengths, the total absorption efficlency remains quite high?l., A value of
552 1s obtained for 1.06um pulses of 3 nsec duration and intensity of
7x101" W/cm? on target. In this region, absorption by parametric
instabilities?2’23 pecomes an efficient mechanism. The term "parametric
instability"” stems from an analogy with parametric amplifiers, in which an
external driving source at frequency w_excites natural oscillations of the
system at frequencies w; and w, such that energy and momentum are conserved
(1.e w_=w +wy; k =k +k,, where k 1s the wave vector). In our case, w_1is
the drgving lase? light w; and w, are either an ion acoustic wave (ph8non)
or an electron wave (plasmon) which are longitudinal waves, or another photon.
The frequency of an ilon acoustic wave is given by w2=k?(zT +y T ,()/M, and that
of a plasmon wave by w?=w?+3k2T /m. T and T, are dlectrof atdlton
temperatures (in energ§ uﬂita), k is the wave vector, M and m are the ion and
electron mass respectively, y, is the ratio of specific heats (taken as 3
for a plane wave). w_ 1is the plasma frequency. At the critical surface,
weNuP while wi<<wp. P

The possible couplings between these waves are:

a) photon + ion acoustic wave + photon (gtimulated Brillowin).

b) photon » plasmon + photon (8timulated Raman.

e¢) photon + plasmon + ion acoustic wave (parametric decay instability).
d) photon > plasmon + plasmon (two plasmon instability).

The first two mechanisms (and in particular Brillouin back scattering)

lead to a reduced absorption, while the two other mechanisms add to the
absorption efficiency. The parametric instabilities will occur at any

i
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amplitude of the driving force, unless there is a damping (collisional or
Landau damping) which will limit the growth rate of the instability, or
prevent it altogether if the pump wave is not strong enough®3 24, For laser
light normally incident on a plasma with an inhomogeneous density profile,
the estimated absorption efficiency will roughly be given by25

I /I =2Tk 1/w_, where I' is the effective energy damping rate of the
153§abglity°andol is the size of the plasma effectively participating in the
excitation of the instability (7 is of the order of the scale-length L).
This fraction is shown in Fig. 2 (taken from Ref. 4) as a function of laser
intensity assuming I = IOOAO.

Experimental phenomena related to parametric processes should exhibit
threshold and intensity dependence as discussed above. The most direct
evidence for the role of parametric instabilities in laser produced plasma
has come from the observation of harmonic light emission from the plasma. As
many as eight harmonics were observed in the backscattered light from a
planar Al target irradiated by a 10!% W/cm? €O, laser26. By far the most
intense emission of back reflected radiation from the plasma is due to
stimulated Brillouin scattering. It has been found ?7 that under certain
conditions, as much as 50 percent of the incident light is being reflected
from a plane target irradiated by a 1.06um light. The problem of Brillouin
scattering has been thoroughly investigated for both short pulse and long
irradiation in many laboratories because of its paramount impact on the
efficiency of light coupling into the plasma. It has been shownzethat the
back reflected light has a threshold at about 10!3 W/em?, and its percentage
increases with laser intensity. Finally, the spectrum of the back reflected
light is red shifted, and the rays retrace the incident pathzg. All these
phenomena are expected for Brillouin back reflection. The dependence of the
back reflected light on the density scale length has been recently studied
by the N.R.L. group27. In this experiment, polished CH and Al to planar
targets were irradiated by a 75 psec, 1.06um light with intensity of
1015-10'6 W/c?. The main pulse was preceded by a prepulse of variable
energy, 2 nsec ahead of the main pulse. The density length produced by the
pPrepulse at the time of arrival of the main pulse is of the order of 100um,
which is high enough for a high level of Brillouin growth. This experiment
suggests that a significant back scattering may also occur with shaped pulses
which are planned for laser fusion!.

Emigsion of 3/2 w_radiation has been interpreted as an evidence for
plasmons (Langmuir wav@s) generation at n_=1/4n . Plasmons with frequency
0.5 w_created there (i.e. by the "two plSsmon inatability") can couple with
the oﬂcoming light wave w_ to generate a 3/2 w_ photon. The nature of this
radiation has been studied among others, by H.B. Pant et 21.3%9, 1¢ has been
found that the onset of this radiation occurs at 2x10!3 W/em®, in agreement
with the predicted threshold calculated for their experimental conditionms.

Reflected light at frequency 2w_ can also be explained on the basis
of parametric instabilities. Plaemofis generated near the critical density
have a frequency close to w . These longitudinal waves can couple with the
oncoming light photon w_, of with another plasmon to give a photon at 2w .
This radiation should agaln exhibit threshold behavior and be red shifted com-
pared with 2 w e

Finally, the onset of parametric instabilities should be accompanied by
the generation of fast, suprathermal electrons and ions in the plasma. Their
existence has been proven directly by charge collectors measuring the energy
spectrum of charged particles in the plasma blow-off and also by the X~-ray
continuum and line spectra emitted by the plasma. For high laser irradiances
the continuum spectrum is usually composed of a thermal distribution '
together with a high energy tail which, if interpreted as a "temperature" Tu.
yields a value of 1-20 keV depending on laser intensity. The line spectrum
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contains a line of K radiation from low ionization stages. It has been
shown that this radiltion comes as a result of energetic, non-thermal
electrons impinging on the solid target behind the interaction zome3!,

To summarize, the possible absorption mechanisms and their predicted
reglons of occurance along the density profile are listed in Figure 6. In the
low laser intensity regime, where electron temperature is low, collisional
absorption dominates, whereas at higher laser intensities (>10'% W/cm2)
collective effects take over. The type of collective effect that will
dominate depends on the details of the plasma structure. If steep electron
density gradients are produced, resonant absorption will be an important
mechanism whereas shallow gradients will enhance the effectiveness of
parametric instabilities.

Ne
Tostndmoe (7)
=-u Sarpton
4
Ne— Stiveduted Briman

Figure 6. Topography of laser light
absorption mechanisms.

/
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Target
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HEAT TRANSPORT AND PLASMA FLOW

The heat transport from the critical surface inwards and the plasma
flow from the ablation surface outwards is described schematically in
Figure 7. At least three physical mechanisms have been suggested to
dominate the heat and plasma transport: (a) the internally generated
magnetic fields, (b) the ponderomotive forces and (c¢) turbulence.

Figure 7. Flow chart of transport
phenomena.
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The theoretical importance and the experimental evidence of magnetic
fields §engrated in laser produced plasma have been investigated by many
authors32 These magnetic fields may be created from currents driven
by electron pressure in non-uniform plasmas 2, which is proportional to
Vn xVT , where n and T are the electron density and temperature. These
seff-ggnera:ed mSgnetic fields inhibit the electron heat transfer and can
accelerate the ilons through the JxB force, where J 1is the plasma current 35,

The ponderomotive force, which describes the radiation pressure in a
plasma, ma; Blay a dominant role in the dynamics of laser-produced
plasmas The time average Lorentz force on an electron in the
electromagnetic field with frequency w and electric field amplitude |E! is
given by the ponderomotive force

F = -—2—"'2 v|E2| (dyne) (2)
p,e by, y

The ponderomotive force of the laser radiation can sifnificantly influence
the hydrodynamic behavior of the plasma near the critical density. The
radiation pressure acts in addition to the hydrodynamic pressure and may
modify the plasma density at the critical density and the flow velocity
profile. The ponderomotive force may accelerate the ions in an indirect
way by the generation of a charge separation electric field Es,

Fp,e = ek 3)

such that an ion is accelerated by the force ZeE , where Z is the ion charge.
The energetic ions cause an inefficient compression of the pellet. Most of
the absorbed laser energy is converted into ion kinetic energy W_=ipv2
(M is the ablated mass and V is the average ion velocity). The momentum
P transferred to the pellet due to the ablation effect is given by

= 2W./V. For a fixed value of W, the momentum transferred to the pellet
ig 1ncr£ased with lower velocity of more ablated mass. Therefore, one can
conclude that fast ions play a negative role in the quest for laser-fusion.

Laser light absorption and plasma transport physics may be influenced
by the existence of turbulence in the laser-plasma interaction“3’“®, The
phenomenon of inhibition of heat flow can be explained theoretically by ion
acoustic turbulence with strong fluctuating electrostatic fields“®. These
random field structures scatter the electrons transporting energy into the
target. However, more theoretical work and a better understanding of
"turbulence physics' is needed in order to assess its importance in laser-
plasma interaction.

The light absorption occurs in the underdense region of the plasma at
densities n .. The energy is transferred from the absorption region to
the ablatiof sGrface by thermal conduction. In the region of the ablation
surface,plasma 18 created and the core is compressed due to acceleration
caused by the rocket reaction effect. Efficient transfer of energy from
the absorption region to the compressed core of the pellet is needed in
order to obtain efficient thermonuclear reactions. If, on the other hand,
the heat flow would be inhibited by some mechanism, this would cause a
high electron temperature which might lead to preheating of the core. In
particular, a stringent inhibition of electron thermal conduction would
significantly modify the design of fusion targets.

et A
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The thermal conductivity is described by the Fourier law
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Ic =-KVT erg cm 28ec ! (4)

where I 1s the classical energy flux and VT is the temperature gradient.

For fuliy ionized plasma, the thermal conductivity coefficient K was
calculated3’“7 to be proportional to T3/2, where T is the electron
temperature. The Fourier law, Eq. (4); does not 1ﬁply any upper limit on

the magnitude of the energy flux I . However, a finite number of flowing
particles with a finite velocity cdnnot have an arbitrarily large energy
flux. Since the collisional tranport, where the Fourier law is valid, cannot
be faster than collisionless streaming, an upper bound on the energy flux can
be obtained by calculating the free streaming®’“9 flux limit I,. For a
Maxwellian distribution of free streaming electrons the flux limit is given
by

= 172 3s2
IZ fnem / (kTe) / (5
where £=0.8 in cgs units??. Therefore, the electron thermal flux is
given by
I= min{Ic, IZ} (6)

where Ic and I, are defined in Eqs. (4) and (5).

l

It was found that when the laser flux exceeds 101" w/cmz, the value of
f is reduced?*50°51, implying a reduction in electron thermal conductivity.
Transport reduction by factors up to 30 have been suggested35. By observing
the percentage of laser light transmitted through thin polystyrene films, it
was concluded5? that the electron thermal conductivity is reduced only for
laser fluxes larger than 10!“ W/cm?. The results of similar
measurements53’'5% carried out at laser fluxes of about 2x10!3 W/cm? can be
explained by the classical mechanism (Eq. (4)).

The phenomenon of inhibition of heat flow can be explained theoretically
by ion acoustic turbulence with strong fluctuating electrostatic fields“S*46,
Alternatively, the existence of self-generated magnetic fields can reduce
the heat conduction35’38,

In order to understand the plasma flow, we consider the expansion of
ione of charge Z with a constant and uniform electron temperature. The mass
and womentum conservation for the one dimensional expansion of ions,
neglecting the ponderomotive force, are

an 3
3¢ + ™ (av )= 0 (7)

-ZkT :
2 2 2 o e :
at (V) + o0 (vd) = R ® ‘

vhere n and v are respectively the ion density and velocity, Z is the ion
charge and A 18 the atomic mass. The thermodynamic pressure is ZnkT_ and
the energy equation is replaced by the isothermal condition. The {sGthermal
assumption applies if energetic electrons can move fast enough to heat the
expanding plasma. In this case Eqs. (7) and (8) can be solved to yield
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the self similar solution33°58,

n_ exp { =(x+ct)/ct} for x > -ct
n(x) = { %)

n for x < -ct
o

where x is the distance from the target in the direction of the laser beam
and ¢ is the isothermal sound velocity.

< 1
c (ZkTe/Amp) (10)
The spatial velocity is given by

v=c+ x/t (11)

The plasma velocity distribution can be written as
(dN/dV)t’T= (dN/dx)t=T .(dx/dv)t=T (12)

where N is the total number of ions in the plasma and 1 is the time when the
pressure vanishes. From that time on the plasma drifts freely to the
detector. It is generally assumed that t is about equal to the laser pulse
duration®7. Using the relation N(x) = n(x)Act, where A is the area of the
focal spot, together with Eqs. (9)-(12), one obtains

g%'- % exp (~V/c) a»

in agreement with the data taken by charge collectors5’.

Next, we consider the influence of the radiation pressure (i.e ponder-
omotive force) on the density and flow velocity profiles. One has to
distinguish between two classes of models: (a) transient profile
structuresS8’59 induced by short laser pulses and (b) steady state profile
induced by long laser pulses. The distinction between short and long pulses
is given by the product ct, where ¢ is the sound velocity and t is the laser
pulse duration. For long laser pulses one has ct>>A, ) being the laser
wavelength. The importance of the plasma flow on the stationary density
structure can be understoou in a simple manner by using the "jump"
conditions33741°60  The "jump" conditions across the critical surface
may be obtained by integrating the steady state equations of mass and
momentum conservation from a point X; on one side of the critical surface
to a point X, on the other side of the critical surface (see Fig. 8).

If X, is chosen as the local maximum of the electric field E, one can
write the jump conditions in a frame moving with the critical surface

2 1
Vi=p,V Pi4p V =Pytp V24 Nz — g2 14)
P1V1=02V; eV =Pt VO 7o Fmax

(76]
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The solution of Eq. (14) for M,/M; as a function of Il and M), where M {is
the Mach number, M=v/c, with ¢ the isothermal sound speed (c2=P/p), is given

for an isothermal flow (i.e ci = Py/o, = c?)

1
My ey 1+Mm - ﬂ/olC§ +H(1 + ¥ - ,'L/plci)2 - aM2]7

—_= — = (15)
Hp o pp M2
1
Using the fact that MZ/MI is real, one has
T
Moz M2 14 (Mo ed)® (R Type) (16)
or
1
Ml - M.D =1 - (II/plc%)1 (D type) 17

Using Eq. (15) one obtains that "R type" solutions represent compressions

(i.e. P <P ',M1 > MZ)’ whereas "D type" solutions describe rarefactions wave
(o1 > 0.y é < M,). The phvsical possible cases are described schematically
in ' Fig.” 9. The "D type" solution represent the famtliar '"density step" from

plasma simulations.

P/,

Laser

(a)

% Re X X
M ¢Mp<t | "D type" solution
Figure 8 (see above). Transition of

a subsonic flow (region 1) to a super- P/A

sonic one (region 2) under the action
of light pressure (Ref. 60).

Laser
Figure 9 (see right). Schematic (b)

density profiles for (a) D type
M1<M <1,(b) R front M;>M_>1,
(c) Bhock (M>1) plus D front.
(Ref. 41).
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To conclude, in laser plasmas produced from dense targets, there is a
region near the target where the flow is subsonic. Due to the free plasma
expansion, the outflow becomes supersonic relative to the critical surface.
These compressions and shock like structures may affect the light absorption
and energy transport phenomena.

COMPRESSION

Due to the strong heating of matter in the absorption region, high
pressure is exerted on the surrounding material which leads to the formation
of an intense shock wave, travelling along the direction of the incoming
laser beam, into the interior of the target. The momentum imparted to the
compressed material behind the shock front is balanced by the momentum of the
outflowing plasma. The thermal pressure together with the momentum of the
ablated material drives the shock wave in the opposite direction of the
ablated material. The idea of compressing the pellet by convergent com-
pression waves has reduced the required laser energy needed to obtain a
"breakeven" thermonuclear reaction. The required compression is of the
order of pRv1 gr/cm2 (0 is the fuel density and R is the core radius).

In 1974 the first direct observation of a lasér driven shock wave was
reported®1'62, 4 planar solid hydrogen target was irradiated with a 10J,
5-nsec Nd laser pulse and the spatial development of the laser driven shock
wave was measured using high speed photography. The planar interaction
geometry approximates a small section of a pellet (until convergent effects
dominate) and has the great advantage of theoretical simplicity, as well as,
the possibility to diagnose the cold rear surface. The Hugoniot relations
are used to determine the state of the compressed solid behind the shock
front. For planar geometry the conservation of mass, momentum and energy for
a steady state shock wave can be written as:

- - . 2 - - 2
povs 91(Vs Vp) H povs pl(Vs Vp) +p) (18)
e1{p1,p1) - € (o p)-‘sp(—1 -—1) (19)
137101 00" 1 % Pl

where the shock wave is moving with velocity V_ into the undisturbed solid,
the subscript o and 1 describe the regions ahad and behind the shock front
respectively, V_ 18 the particle velocity, p the density, p the pressure and
€ 18 the specific internal energy. From these relations the state behind
the shcok front can be determined 1f the equation of state c=c(p,p) are
known and the shock velocity is measured. The compression ratio and the
pressure were estimated®? to be about p/p =4 and p;=2 Mbars for the

10 Joules, 5 nsec Nd laser pulse 1nteractgng with a plane solid hydrogen.
Using Eq. (18) together with the analysis of Caruso and Gratton®3 plasma
pressures in the range of 1 to 10 Mbars and shock wave velocities between
106 to 3x106 cm/sec were estimated. These results are based on experiments
done at Soreq®™ with Nd laser pulses with intensities 6x10'2 - 10!“Watts/cn?,
0.5 nsec duration, interacting with thin foil aluminum targets.

For high laser irradiance and short pulse durations (<1 nsec) it was
suggested®S that the produced plasma might be hot enough and thus trans-
parent to the laser light. 1In this case, the laser is absorbed at the surface
of the dense region which moves into the target as a laser-heated deflagra-
tion wave preceded by a shock wave. This model was used to calculate the
nuclesr energy yield from s solid D-T target®® as well as from high Z target
saterialsb’,

To date, most compression experiments have been carried out with thin

(78]

R Lo e e =T




R

R L O

S

Laser Plasma Interactions

glass microbaloons, about 100um in diameter and a few microns thick, filled
with 10 atm. D-T gas. Short laser pulses of about 100 psec were used to
illuminate the pellets as symmetrically as possible. The laser pulse
duration 1s chosen such that most of the energy is deposited in the glass
shell before an appreciable expansion has taken place. The glass shell
then heats up rapidly and explodes both inwards and outwards. The inward
going motion causes the D-T gas to compress and heat beyond the point where
thermonuclear reactions start to take place. This type of target is called
an "exploding pusher". Typically, yields of 10° neutrons were obtained with
laser pulses of a few TW. The compression characteristics of the targets
have been investigated experimentally by essentially two methods. First
X-ray pinhole photographs of the pellet were taken which clearly show the
compressed inner core58. Second, line broadenings of Ne X-ray spectra were
analysed to yield the core density57 (the Ne gas was introduced into the
microbaloon instead or in additfon to the D-T gas). Calculations show that
it is impossible to obtain a net production of energy with this type of
targets because although high temperatures are reached, the compression is
too low.

The other types of targets are called "ablation compression' targets
and are believed to lead to breakeven conditions. These have a thicker
shell, and are usually of the multilayer typesg. The thick shell prevents
the high energy electrons from preheating the core. Moreover, the pulse
length is chosen so that the laser energy is incident on the target during
most of the implosion time, leading to a more efficient momentum transfer
to the D-T fuel. If the incident laser energy is high enough, it is
possible to attain higher gains, although the fuel temperature is low. Work
on these types of targets has begun only recently, with the development of
new multiterawatt laser systems. Since core temperature is expected to be
lower than in exploding pusher type targets, diagnosing of the attained
PR causes a problem. A unique method of back lightening the implnding
target with radiation from an external, laser produced X-ray source was
recently developed’?. Other proposed techniques employ the analysis of
a particle emitted from the target, and ratio of nuclear reactions such
as DT to DD"7.

THERMONUCLEAR BURN WAVES

Once the ablation driven implosion has led to the onset of thermonuclear
reactions at the center of the pellet, a burn wave starts to propogate
outwards from the center. Energy is transferred from the hot core to the
adjacent cold layers by three mechanisms: a) thermal conduction,

b) hydrodynamic expansion due to pressure buildup in the hot core and

¢) high energy, charged thermonuclear reaction products transport. Heating
by neutrons is of significance only in the megajoule input energy range

and for densities of the order of 1000 gr/cc. At electron temperatures
above 15 keV and sufficiently high densities, heat conduction propagates

at subsonic velocities, and the burn wave is therefore dominated by the
supersonic charged particles’!l.

"

Thermonuclear reaction waves differ from ordinary chemical wave
reactions in that the temperature range is much higher (107-1019°K) and hence
the medium is completely ionized. Moreover, the thermonuclear reaction rate
increases and then decreases with increasing plasma temperature. The energy
content in the thermonuclear wave (taking into account u deposition only) is
Q=6.74 x 107 erg/gr which 18 orders of magnitude larger than in chemical
reaction waves.
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The structure and behavior of a reaction wave in a plasma can be
described by five equations responsible for the change in demsity, degree
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of reaction, velocity, electron temperature and ion temperature’?’73. This
set of equations is basically similar to that describing the transport and
the compression phenomena with the addition of the nuclear reactions. When
the transport coefficients such as the thermal conductivity, the viscosity
coefficient and the electron-ion collision time, approach zero these systems
of equations have discontinuous solutions describing driven detonation wave
in a one temperature gas. Therefore, the transport coefficients are
broadening the mathematical shocks smearing out the discontinuities. The
development, propagation and structure of the strong reaction wave were
numerically studied assuming various initial and boundary conditions. The
numerical solution of these equations indicate that a thermonuclear burn
wave can actually be ignited with a net energy gain. This optimistic
conclusion still remains to be realized experimentally.
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REVIEW OF EXPERIMENTAL AND THEORETICAL STUDIES
OF THE HARP SOLID PROPELLANT IGNITON AND
COMBUSTON TUBE-LAUNCHER

GERALD V. BuLL

Space Research Corporation (Quebec)
Highwater, P.Q., Canada

The H.A.R.P, program involved the ignition and burning of
large quantities of solid propellant (up to 1300 1bs.) con-
fined in a more or less cylindrical chamber of approximate-
ly 18 inches in diameter and some 190 inches in length.
Varying shot travel and weights were studies, to achieve
the highest muzzle velocities possible. A variety of grain
configurations and web sizes, ignition devices (geometrical
distribution and energy level) were used to overcome
erratic burning, and ultimate catastrophic detonation
problems.

This paper reviews the major problems, background theoreti-
cal studies and ultimate experimental solutions.

INTRODUCTION

Post World War II research in ordnance was conducted in a low-key manner
and in the shadow of dominating, spectacular development in rocketry. During
the decade 1950-1960 many investigations were begun, particularly at the
Canadian Armaments Research and Development Laboratory at Valcartier, Quebec,
which led ultimately to a relatively large program code named HARP and spon-
sored by the U.S. Army and Canadian Department of Defence. The program was
centered at McGill University, with the major large scale firing range in
Barbados, although other firing sites were used. The program was one of close
collaboration between the Space Research Institute of McGill University, and
the Free Flight Laboratory of the Ballistic Research Laboratories, U.S. Army,
Aberdeen, Maryland. Any complete discussion of this program would be well
beyond the scope of the present paper; extensive bibliographies covering the
program are available, and the many names appearing therein are only partially
reflective of those whose work was used in the preparation of this paper.

To provide background to the problem to be discussed in this paper, the
HARP 16" firing facility in Barbados should be described, along with support-
ing ballistic test facilities in Highwater, Quebec. The geometry of the
Barbados 16" gun is sketched in Figure 1A; the geometry of the Highwater 16"
gun is sketched in Figure 1B, and the geometry of the propellant testing
facility st Highwater, aptly named the HARP Flyer owing to its propenmsity to
::ko-off in all directions in response to any technical error, is shown in

gure 1C.
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Figure 1. Geometry of the 16" Guns

a. The Barbados Gun. b. The Highwater Gun
c. The HARP Flyer.
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The Barbados Gun
A. Losded Horizontally. B. In Mid Elevation
C. At Final Vertical Firing Angle. D. At Instant of Firing.
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The Barbados gun is shown here in Figure 2. Loaded horizontally (Figure
2A), the gun is elevated (Figure 2B) to its final vertical firing angle 80 to
89 degrees, Figure 2C, and launches its projectile (Figure 2D) at muzzle
velocities of up to 7,000 feet per second. The projectiles developed for this
pProgram were divided into two classes; those that received velocity only from
the gun launch and through their large ballistic coefficient (5,000 pounds per
square foot) glided to apogees of 200 kilometers (Martlet 2C and 2G, Figure 3),
and those which were much heavier and carried rocket-boosters inside (Martlet
2G-1, Figure 3). The earliest developed, widely used vehicle was the Martlet
2C, shown here in Figure 4, This vehicle carried a heavy sabot, and none of
the vehicle was exposed to the gun gas during launch. This feature was highly
desirable in some experiments where no contamination of the vehicle surface was
desired. Normally the vehicle carried a chemical payload in the rear and an
electronic payload in the nose as illustrated in Figure SA. The disadvantage
of this type of vehicle is the heavy weight of the sabot. The use of a center-
sabot, allowing the missile aft-end to extend into the powder chamber, allows
a much larger vehicle as shown in Figure 3 (compare the 2C and 2G with approx-
imately the same shot weight).

Figure 3. Martlet Vehicles

Figure 4. Martlet 2C
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The vehicle, such as shown in Figure 5SA, discards its sabot at the
muzzle (Figure SB) and starts towards apogee with a slow predetermined spin
rate induced by bevelling the fin leading edges. A delay valve is used in
the rear of the missile, allowing the T™A load to start being ejected at a
fixed rate when the vehicle has attained an altitude of approximately 80
kilometers. At this altitude, the TMA reacts with the ozone in the atmosphere
to produce a luminescent trail, which will extend up and over apogee back down
to the cut-off altitude. The trail is thus over 100 kilometers in length (Figure
6) and visible for several hundred miles. Photo-theodolites, photographing
against a star background, are located to supply adequate base leg triangulat-
ion for determination of a wind shear datal.

Magnetoretor Telgmetry
Payload

Fiuid Time Detay vahm TMA Paytoad Liavia

Sabat diz 16 450
Mose Cone
Nitropen
15 PSS
iGas
Yenigie dra 5 P00

itragen Filt Vatw

MARTLEY 20C Yo

Brass Ring
Taitting 14y
Steei Crown

Puthor Suirt. Ainmimgm

LAUNCH VELOCITY: PRESENT = 5000: 6500 ft.parste.
PROJECTED = 5000:75001.p.5.

WEIGHT OF VEHICLE: NOMINAL 200 1bs. BUT VARIES
WITH PAYLOAD

WEIGHT OF SABOT: 200 Ibs

BALLISTIC COEFFICIENT 4800 fh.per sq Ft. at_

MACH NO. 4-3

vbber Ohtoraior APOGEE PRESENT = 452,000 ft
PROJECTED = A25.000 ft

Figure 5., A) Martlet 2C with Chemical and Electronic Payloads

B) Smear Photograph of Martlet 2A Launch Showing Conditions
80' from Gun Muzzle Approximate Velocity 5500 FT/SEC

The optical data allows precise determination of vehicle apogee. However,
the vehicle is also radar tracked from the muzzle. Muzzle velocity is usually
measured by several other techniques, such as small doppler radars covering
just the muzzle area, gauges located in the barrel close to the muzzle, etc. A
gun, identical in all respects to the Barbados gun, was installed at the Yuma
Proving Grounds, Yuma, Arizona. For the first time we present here in Figure 7
the apogee versus muzile velocity summary of all Martlet 2C flights. It will be
noted that the maximum apogee achieved was 581 kilo-feet, 110 miles or 177
kilometers.
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Figure 6. T™MA Trail

The development of the HARP gun launching system led to long, large
charges completely beyond previously utilized geometries and charge masses.
Maximum muzzle velocity was the critical requirement to obtain useful apogees
for atmospheric measuring experiments. The requirement then translated into the
need to obtain successful ignition of the large powder charge, smooth burning
and maximum shot base pressure profiles along the barrel within tube strength
limits, As indicated by the opening remarks, we did achieve this successfully.
The rest of this paper will review the painful progress towards that success
through the highlights of the interior ballistics program conducted within the
HARP program, more or less in historical order.

Figure 7. Apogee vs Muizle Velocity

(86)
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CONVENTIONAL INTERIOR BALLISTICS
Early Mathematical Work

Nineteenth century mathematicians concentrated extensively on solving the
interior ballistics problem. The work of LaGrange, Le Duc, etc. is well covered
and advanced in the classical textbook by Hunt and Hinds?. A less mathematical
treatment of the problem may be found in Corner3. In all of these works, we
might say a single phase approach is used; specifically, the model is one of

gas generated uniformly in a chamber according to the classical burning law:
R=2gp" ¢}]

vwhere R is the rate of conversion of solid into gas, represented by the reduc-
ing length of solid material, and B and a are constants determined by powder
characteristics. Table 1 summarizes the chemical composition and thermo-
physical properties of the propellants subsequently of interest in this pres-
entation,

Table I: Thermochemical Properties of 16 Inch Gun Propellants

MEM WM PYRO
Nitrocellulose 49.5 65.0 99.0
Nitroglycerine 44.0 29.5 -
Ethylcentralite 1.3 2.0 -
Diethylphthalate 5.0 - -
Diphenylamine - - 1.0
Wax 0.2 - -
Mineral Jelly - 3.5 -
Density, LB/IN3 .0573 .0575 .0578
Force Constant, FT-LB/LB X 1073 378 373 317
Isochcric Flame Temperature, °K 3400 3220 2570
Specific Heat Ratio 1.23 1.24 1.26
Covolume, IN3/LB 27.7 25.5 27.0

The model generally used until large computer facilities became avail-
able, was that derived from the works referenced above, and often described
after its well-known suthors as the Hunt and Hinds method. Implicit in this
model is the assumption of a uniform shot start pressure, initial burning on
all surfaces and 8 pressure distribution which at any time is quasi-dynamic“.
In this solution the amount of energy released by the burning propellant is
determined from the burning rate law and thermophysical properties of the
propellant, and taking into effect the covolume factor to determine the volume
availsble for the gas, a space mean gas pressure is calculated. With surpris-
ing sccuracy the motion of the shot down tube can be calculated by integrat-
ing the gas pressure acting on the base of the shot, according to the simple
Le Duc formuls:

P
P -M

Base
1+ 5

where C is charge weight and M is total shot weight. The validity of this type
of soiution depends on the assumptions of smooth ignition and burning accord-
ing to the simple model described. Furthermore C/M must be much less then
unity, with deviation from the theoretical predictions increasing as this ratio
incresses.

Q)
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Gough developed a much more sophisticated computer solution to the in-
terior ballistics problem designated the Nova Code®, wherein modelling of the
ignition process is taken into account. Progressive work®7 !l advanced the
modelling of chamber ignition processes. The code is based on a quasi-one-
dimensional model of the axial two-phase flow in a gun, where in his most
recent considerations, the effects of circumferential ullage, bag strength and
mass exchange between the bag and the ullage are considered, along with
obstruction of the flame front convective spreading.

The 16" Problem

With its extraordinary long chamber and large charge masses, the 16" HARP
gun presented an extremely complex problem. The program proceeded essentially
in a semi-empirical manner, with careful monitoring of breech pressure-time
profiles, and study of among other effects:

i) Powder Distribution
ii) Ignition Energy Input, Both in Distribution
and Strength

iii) Flame Front Propagation

iv) Mechanical Motion of the Solid Grains

v) Grain Geometry and Strength

vi) Grain Contaimment, Including Shot Start Pressure
vii) Packing Density, etc.

It is beyond the scope of this paper to attempt treating each of these items
in any detail. Rather a few general remarks might be made on some of the areas,
before proceeding to the solutions as they evolved.

The chemical and thermophysical properties of the propellants used are
tabulated in Table 1. Various grain geometries were tried, shown here in
Figure 8, in response to the need to match shot weights varying from 300 to
3,000 pounds. Many ignition techniques were used; commercially available squibs
(CIL-S140) became the standard and most reliable, although they had large
variations in ignition time (order of 1 or 2 milliseconds) and generally were
low energy inputs. Attempts of reducing the jitter between squibs by using
higher enexgy sources proved disastrous, as shown in Figures 9, 10 and 11. The
combination which gave such spectacular results was that of high ignition
source energy and relatively large packing density. Experiments using the strip
propellantl were most promising on smaller scale guns, but disastrous on the
larger chamber of the 16" gun.

Pigure 8. Propellant Grain Geometries
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Figure 9, 10 and 11.
Ignition with High Energy Squibs

Examination of recovered polyethylene obturators showed heavy grain
imprints in the case of base ignition of a contiguous charge. Clearly the
flame front propagation and associated compression and shock waves accelerated
unburnt grains down the chamber and into collision with the vehicle base.
Evidence of fractured grains, leading to sporadic, uneven burning and large
overpressures, were all encountered at the outset of the program. In some more
or less logical sequence, the program can be divided into three phases, which
really trace the time progression of the interior ballistics program of HARP,

Phase 1: Single Point Base Ignition, Contiguous Charge:
January 1963 to November 1965

This paper will concentrate on the Martlet 2C problem where the shot
weight was in the vicinity of 400 pounds and multiperforated grain geometry was
used.

Figure 12 shows roughly the geometry of the chamber, charge, ignitor and
projectile seating. A uniform shot start pressure was maintained by an inter-
ference fit between the tube and the rear portion of the sabot pusher plate.
The vehicle was hydraulically rammed into place, with ramming pressure measured
and maintained constant. Charge weights varied between 600 and 1,300 pounds
dependant on powder energy and burmning rate characteristics, the larger weights
being associsted with the low energy PYRO propellant.

-
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Figure 12. Schematic of Base Ignited, Contiguous Charge.
Phase 1, Jan. 63 - Nov. 65
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Figure 13, Detail of Base Ignited, Continguous Charge

In Figure 12 a typical breech pressure time curve is shown with actual
values. In Figure 13 typical dimensions are shown in detail for a specific
charge, with a reproduction of the actual Kistler gauge record. It is to be
noted that each powder bag weighed approximately 110 pounds and had a 350 gram
grade Al black powder ignitor pad on its base. The pressure time curve shows a
smooth initial pressure rise, with a sudden step and then much more rapid rise

: in pressure to the maximum value. The physical model describing this ignition
: : and burning process is illustrated in Figure 14. The flame front proceeds
forward through the powder bags, at the same time the powder bags are being
accelerated towards the projectile by chamber pressure build up from the rear
face burning. The powder then collides with the projectile, causing umpredict-
able shock loads on the vehicle structure (a problem which proved serious to
any instrumentation aboard the vehicle) and possible breaking of some of the
grains hence altering grain geometry. A reflected wave proceeds rearwards

as shown in the physical illustration of Figure 14 and, based on simple wave
propagation calculations in the x-t diagram of Figure 15, reaches the barrel

A e

- in spproximetely 20 ms. The reflected wave causes a sudden rise in breech
pressure, and the associated steeper burning profile.
é [%)
““75'7";" = e
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e

- COMPAESSTON FRONT REACHES BREECH; INCREASED BURNING
BATE BEHIND FRONT

Figure 14. Physical Model Describing Ignition Process for Base Ignited,
Contiguous Charge

Figure 1S. Typical Wave Propagation Diagram

Phase II: Single Point Base Ignition, Spaced Charge:
November 1965 to September 1966

The powder charge arrangement was altered in the chamber to overcome the
powvder movement problem, still maintaining the standard service squib for
single point base ignition. This is illustrated in Figures 16 § 17. Figure 16
shows schematically the arrangement where the powder bags were uniformly spaced
aslong the chamber, and for a typical flight (nevis) shows the smooth breech
pressure time curve obtained with mmerical values plotted. Figure 17 shows the
actusl details of the charge spacing, where hollow wooden spacers were used to
provide the bag-to-bag separation support. The typical Kistler gauge breech
pressure time trace is reproduced in this figure, and shows the smooth profile.
Figure 18 details the physical processes in this case. Recovery of obturator
plates showed none of the large grain impact indentations of the non-spaced
charge system. Figure 19 compares the traces and peak pressures for the two
charge systems, and in addition to the smooth burning curve, it may be noted
that the peak pressure at the breech is somewhat lower for the spaced charge
case.
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Phase III: Multi-Point Ignition and Spaced Charge

In such a long charge column, the ideal solution was to ignite the powder
uniformly throughout the chamber. The manner in which this was accomplished is
illustrated in detail with a typical successful breech pressure trace in Figure
20. In essence pyrotechnic squibs (reference 13) were placed on the black
powder ignitor pad of virtually each bag. The essential requirement here was to
achieve simultaneous ignition at each point along the charge axis. The inexpen-
sive CIL-S140 low energy squibs used were found to have a spread of up to 2
milliseconds from the time of electrical impulse until ignition. More energetic
squibs used in military systems were found to cut this jitter down by over an
order of magnitude. However, they also were found to trigger some form of
possible low order detonation in the long column. The solution finally adopted
with success was to place a single S140 squib on each black powder bag, in a
parallel electronic firing circuit. Two independent circuits were used for
reliability, so that effectively each ignition point was with two squibs. The
axial spacing of the ignition points was determined experimentally for the
different powders. Figure 21 shows the typical pressure profiles obtained
experimentally with PYRO as the number of axial ignition points were varied.

In Test H44, axial simultaneous ignition occurred at larger than acceptable
spacings, and the rough breech pressure trace obtained. In Test H45, axial
simultaneous ignition at each bag occurred, and the smooth pressure profiles
obtained. Similar results are shown for M8M propellant in Figure 22, where
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Figure 20. Schematic of Multi-point Ignited,
Spaced Charges
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the experimentally determined number of ignition points (10 points, 2 squibs at
each station) Tunctioned perfectly and smooth burning was obtained. Failure of
simultaneous ignition resulted in the erratic curve, typically obtained during
the early ignition experiments to optimize the ignition configuration. Figure
23 simply illustrates the uniform burning process achieved with multi-point
ignition.
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Figure 23, Illustration of Uniform (Multi-Point) Ignition Process

Comparison Results

Figure 24 shows typical traces comparing the simple base ignition, con-
tiguous charge against the successful multi-point ignition with spaced charge.
In addition to the much smoother pressure time curves, peak breech pressure for
similar charges can be observed to decrease by over 30%. Similar comparison
data is given in Figure 25 between single point and multipoint ignition with
spaced charges.

, -e o . . -
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Figure 24. Comparison of Breech Figure 25. Comparison of Breech

Pressures for Base Ignited, Contiguous Pressures for Base Ignition and
Charge and Multi-Point Ignition with Multi-Point Ignition of Spaced

- Spaced Charge Charges
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The significant comparison data from the HARP Barbados gun is presented
here in Figure 26, where the dramatic improvements in muzzle velocity and lower
breech pressures are plotted from all the tests conducted. For the same peak
pressure, increases of over 10% in muzzle velocity were achieved repetitively
and in a reliable manner. The small note of caution here is the dependence on
a reliable electronic firing circuit.

Table 2 summarizes the pertinent ballistic data tied to record flight

data,
Table II. Record Test Data

Ignition Base with Multipoint with
Method Spaced Charge Spaced Charge
Test B173 Y28
Propellant M8M .270 M8M .220
Charge Mass 915 LBM 960 LBM
Maximum Breech Pressure 49200 PSI 51300 PSI
Muzzle Velocity 6300 FPS 7100 FPS
Altitude at Apogee 467 KFT 581 KFT

(142 KM) (177 KM)

ose Igrition - Contipmd

Geve tgrition -

—ton rcsm - o

Figure 26. Comparison Data from HARP Barbados Gun
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RATE MEASUREMENT IN SHOCK WAVES WITH THE
LASER-SCHLIEREN TECHNIQUE

J. H. KIeFrr and J. C. HAJDUK

Department of Energy Engineering
University of llinois at Chicago Circle, Chicago, llinois 60680 USA

We discuss the laser-schlieren or narrow laser beam deflec-
tion technique in some detail, with particular reference to
its application to very fast processes. The technique is
first briefly reviewed together with selected previous ap-
plications. The optics of the beam-shock wave interaction
is then examined using the scalar formulation of Huygens'
principle (Kirchoff integral), with the shock density pro-
file introduced as a transmission coefficient. The accuracy
with which the signal generated by a differential detector
will reproduce the variation of the refractive index gradi-
ent in a reactive shock is discussed in terms of this formu-
lation. The response of such a detector to passage of a
curved shock in a rare gas is also determined employing the
shock-curvature theory of de Boer. These calculations are
in good agreement with experiment and Tocate the "time ori-
gin" - coincidence of shock leading edge and beam center -
on the "positive" portion of the signal near zero-crossing;
an assignment which is in disagreement with the earlier
calculations of Dove and Teitelbaum. This time originshift
and the averaging of initiation over a curved front can
combine to generate a large correction of total density
change measurements in relaxation experiments.

INTRODUCTION

Since its introduction in 1965(1), the laser-schlieren, or narrow laser
beam deflection technique, has been used in the study of a broad range of
kinetic phenomena in shock waves (2). Its virtues of simplicity, direct re-
cording of rate, and excellent temporal/spatial resolutfon make 1t particular-
1y suited to the observation of fast processes. It has accordingly been ex-
tensively employed in the study of relaxation in diatomics and polyatomics,
the dissociation of diatomics, and the decomposition of a growing number of
polyatomic species.

When the method is "pushed”, as in the resolution of extremely rapid pro-
cesses such as relaxation in Hz (3) (4) (5), relaxation of many polyatomics
(2), and the measurement of dissociation induction times (6), a very detailed
analysis of the schlieren signal becomes imperative. The "time origin" must
now be very accurately located; and since the characteristic length (utr) for
such processes can become comparable to the axial extent of the curved shock
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Zc, the axial "spread" of initiation over the curved front must also be taken
into account.

Here we consider the above problems in some detail. In particular we
present a rather rigorous treatment of the optics of the beam-shock interac-
tion using the scalar formulation of Huygens' principle (Kirchoff integral)
(7) (8). With this we are able to reproduce the signals generated by a rare-
gas shock quite accurately. The analysis permits a decisive location of the
coincidence of shock leading-edge and beam center, which is a starting point

for the consideration of process initiation. We begin with a brief review of
the technique.

1.) THE LASER-SCHLIEREN TECHNIQUE

A schematic of a typical_modern set-up is shown in Fig. 1. The parallel
beam from a He-Ne laser (63283) traverses the shock tube normal to the flow,

and after some distance is intercepted by a differential detector (photodiode).
Angular deflection of the beam produces a differential voltage which is record-
ed. The angular sensitivity may be calibrated by rotating the indicatedmirror

at a known speed. For small deflections the voltage-angular deflection rela-
tion is linear (23).
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The incident beam has the familiar Gaussian power distribution (7)

P(x,y) = Py (';32) exp - <—2(’i}ﬁ) 0]

a

[T

Where P, {s the total beam power, and a, is the e-2 radius. Typical values
are 0.2 < a5 < 0.65 nm and P, = 1-8 mw. As the beam traverses the system it
retains its Gaussian form, but diffractfon increases the radius. At distance
D, the radius has grown to

2\1/2
a-a°<1+<ﬂ—:sg—> )l [2]
o

Thezd;tector distance is usually large (3-10m) so the radius at the detector
is 2-20 a,.
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When higher derivatives of the refractive index may be neglected (see
below), the beam 1s simply deflected through an angle

(98]




]

Laser-Schlieren Techniques

- dn
0= ax dw [3]

where W is the shock tube diameter and dn/dx the refractive index gradient
along the tube axis. With a constant gradient across thetube as in a reac-
tive but ideal plane shock, © = W(dn/dx); and if the gas refractivity is con-
stant, the angular deflection is proportional to the density gradient 0 =

KW (dp/dx). This gradient is directly proportional to the net rate of endo-
thermic reaction in an ideal shock (2) (10), and the resulting proportionality
of recorded signal and rate of reaction is a unique feature of the technique.

The narrow beam affords a high spatial resolution (0.1 mm is typical),
and the large signal-to-noise ratio possible with modern detectors allows a
commensurate speed of response while retaining a very high sensitivity to de-
flection. The useful resolution and sensitivity are usually limited only by
shock nonideality, i.e., front curvature and early boundary layer.

I1.) EXPERIMENTS

The advantages of the technique as well as its limitations are most easily
deiineated by consideration of a few selected experiments. Direct recording
of rate and high spatial/temporal resolution allow the determination of
"initial" rates for many reactions. There are some difficulties with the
specification of an unambiguous initial rate for decomposition reactions (10)
(11), but this does nmot appear too serious a problem in most cases. The usual
advantages of initial rate determination - known composition and state, simpler
mechanism - together with the improvement in precision which can result from
direct rate measurement are nicely illustrated by the work of Breshears, Bird,
and Kiefer (10) on 0z dissociation. Their data for the dissociation rate
coefficient in krypton diluent are shown in Fig. 2.

Op -~ Kr

Fig. 2. Values of the effec-
tive dissocfation rate coeffi-
cient ky [d(07)/dt=-kq(0p)(M)]
obtaineg for mixtures of 02 in
Kr (10). The solid lines are
independent least-squares fits
of the Arrhenius expression,

kg = A exp (-E/RT), to the data
for each mixture composition.
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The technique is also useful in the extraction of primary dissociation
rates in heteronuclear decomposition where fast secondary reactions often in-
terfere. To illustrate we consider the decomposition of HCl as studied by
Breshears and Bird (12). The mechanism is presumably

HC1 + M + H+Cl +M v
H +HO - Hy + C1 23
Cl + HCY - c12 +H 3}
v+ M ~ 2H + M i4.
Cl, + M - 2C1 + M ‘5t

‘ If the rate is caught very early, only reactions {1} and {2} should be signi-
ficant. But reaction {2} is nearly thermoneutral (~1lkcal exothermic) whereas
the dissociation is 102.2 kcal endothermic. Since the schlieren signal is
proportional to the net rate of endothermic reaction,reaction{2} has negligi-
ble effect regardless of its rate. This feature of fast but nearly thermoneu-
tral secondary reaction is not uncommon in polyatomics and has been exploited
in CHy (13) (14), COp (15), SOp (16), and CoHg (17).

The relaxation of Hy (3) (4) (5) (18) (19) is perhaps the prime example
of an extremely rapid process which requires maximum sensitivity and resolu-
tion. The very small relaxing heat capacity, low refractivity, and low mole-
cular weight - which necessitates dilution with a heavy rare gas - prohibit
slowing the relaxation with reduced pressure, as only when the process is
very rapid is the gradient large enough to be discernable. An example os-
cillogram showing H» relaxation is given in Fig. 3, and a semilog plot of
this signal is shown in Fig. 4. The slope of the latter provides the relaxa-
tion time. If the line is extrapolated to t = 0, giving an "initial" gradi-
ent p:, the net density change for the process is Ang = utpj. Here 1 is the
(labo}atory) relaxation time. The expected Ap  for pure vibrational relaxa-
tion is easily calculated and the ratio Ap /Ao” determined. In nearly every
case this ratio is found to exceed unity (2) (YS). In fact, Dove and
Teitelbaum (4) obtained some ratios as large as 4. There is obviously a
serious difficulty here which Yed these authors to suggest a strong rotation-
al involvement in the relaxation (19) (4).

0f all the kinetic studies using the laser-schlieren technique, the work
of Dove, Nip, and Teitelbaum (6) on NyO pyrolysis most impressively illus- !
trates its possibilities. From an extensive series of experiments covering {
the range 450 - 3590 K, these authors derived relaxation times, rates of pri-
mary dissociation, summed rates of two secondary reactions, and induction
times for the primary dissociation. The measurements of induction time are
unique; no such measurement has ever been reported for any other polyatomic
species.
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The major features of the N20 pyrolysis mechanism were considered well-
known by Dove et. al., although they ultimately did find indirect evidence
suggesting one or more additional reactions may be occuring. The mechanism
they employed is

AR N

NpO+M > Np+0+M (AH ~ + 38 kcal/mole) {1 ’
0+ N0 » Ny +0p (AH ~ - 79) {2i

[100}
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) 0+ N0 ~ 2NO (AH ~ - 36) {3}
l
N (a)
Fig. 3. Schlieren oscillogram
tracings showing vibrational
relaxation in a 30% H, - 70% Ar

mixture (5). Horizontal axis
—| |- is laboratory time and vertical
axis is detector output voltage
in each case. u=1.989 mm/usec,
Po = 9.1 Torr, a, = 0.58 mm,
- D=2m, and W = 9.62 cm. (a)
Measure of axial density gradi-
(b) ent showing exponentially de-
caying relaxation signal.
AV/VoPo = 0.0231 per major di-
vision. (b) Less-amplified
version of signal in (a) show-
ing modulation due to shock
front as well as the relaxation
signal. AV/V,P, = 0.1153 per
major division. (c) Measure of
v (c) total laser power incident on
photodiode as a function of
time. The spike indicates thata
significant portion of the light
is deflected off the detector
during passage of the shock front.
AV/VoPy =0.1774 permajor divi-
sion. ?Courtesy J.E. Dove).
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Example oscillograms showing pyrolysis are given in Fig. 5, where the tempera-
ture increases in the order of presentation. The first record (a), at 1950 K,
shows relaxation followed by a very weak and slowly decaying dissociation
gradient. Oscillogram (b) shows a (poorly resolved) relaxation followed by
endothermic reaction (positive gradient), which finally tails into a weak exo-
thermicity (negative gradient). In (c), relaxation is lost in the shock-front
signal and the endothermic dissociation is quickly overwhelmed by a strong
exothermicity. Finally, in (d) even the endothemic reaction {1} s nearly
lost and, effectively, only the exothermic region appears. The complexity of
such records should permit extraction of more than just the rate of {1}, and,
recognizing this, Dove et. al. analyzed the entire gradient profile using both
an approximate analytic solution of the kinetic equations for the above me-
chanism and a direct computer simulatfon. Consequently, they determined not
only the rate of {1} but also the sum of the rates of {2} and {3}. The vi-
bratfonal relaxation zone being of finite length, even though often unresolved,
the onset of reaction is presumably delayed by an induction time . Such a
delay was included in their analysis and its magnitude estimated,

‘ The induction times determined by Dove, Nip, and Teitelbaum are very
; short, and thus very sensitive to time-origin location. In the H, relaxation
: experiments, the process is very rapid and the calculated Ao, is glso very
. sensitive to time-origin location. For the interpretation 09 such experiments
accurate assignment of this point is thus essential. Such an assignment

[1o1]
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m

output voltage imv) versus
laboratory time Yusec) for
the oscilloscopel\trace of +
Fig. 3. The plot\is linear >
beyond the disturhance due 3
to the shock front\ (Cour- Sror-

tesy J.E. Dove) \
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reguires, among other things, a realistic treatment of the optics of the beam-
shock wave interaction, which we now attempt.

Fig. 5. Examples of schlieren
signals from shock waves in
7.97% N20 in Ar (6). Horizon-
tal scale, 1 major division =
20 mv (corresponds to 2.04%
modulation of laser signal).

u = 1.435 mm/usec, Py = 10.6
Torr, T =1954 K; (b} u =
1.620 mm/usec, Py = 10.1 Torr,
T = 2410K; (c)u=1.796mm/usec,
P0-9.6 Torr, T = 2891 K; (d)
u = 2,022 mm/ usec, P, = 8.5
Torr, T = 3587 K {The origin
for all measurements was taken
to be the schlieren spike mini-
mum measured from a less ampli-
fied trace of the same signal.)
(Courtesy J.E. Dove)

1954 °K (a) 2410°K (b)

2899 °K (c) 3587 °K (d)

)

I11.) PHYSICAL OPTICS OF THE LASER-SHMOCK WAVE INTERACTION

Although a real shock wave is three-dimensional, the narrow beam samples
a plane section and a two-dimensfonal treatment is sufficient. Our coordinate
system is shown in Fig. 6. Here t = 0 fs again the coincidence of shock lead-
ing edge and beam center. The distance behind the front is 2 = x + ut, where
x fs fixed in the tube as shown andu is the (steady) shock velocity. y is
fixed in the detector with origin at detector center and oriented so positive
y corresponds to the usual "plus” voltage side of the detector. Then the

(102}
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differential signal for a rectangular detector of width 2r is

AV =V, f sgn(y) P(y) dy 4]

-r

where V_ is the signal for unit power, and P(y) is the power distribution in
the detéctor plane.

wh
w
|_{——TUBE CENTER  SPLIT DETECTOR
BEAM
CENTER—_ A
Fig. 6. Coordinate system ut
for the laser beam-shock wave 4.X
interaction.
E:gﬁ: r—i-<<—- 2=0, X=-ut.
z

SHOCK
TUBE

wwww

The large detector distance effectively collapses the shock tube to a
1ine from which D and R may be measured. That is, any ambiguity introduced
by the finite width of the interaction region should be insignificant. We
also assume the beam spread and any other distortion arising in passage through
the shocked gas are negligible, i.e., the intensity distribution is constant
for lw| < W/2. The integrated effect of the gas density on the beam may then
ve introduced at the source as a "transmission coefficient" T(z) (8).

We may now write the power at the detector iny > y + dy as (8)
2

Ply) = A .)f' T(z) E(x) 22 ZTRA) 4 (5]

Here E(x) is the field at the shock tube, and A is a constant to be set below.
The refractive index field of the shock wave appears in T(2) as

/2
T(z) = [T(2)] exp - 21 ndw (6]
w2

Where the real factor |T(z)| is unity for a non-absorbing medium.

For large D we may expand R as
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2
R = ((y-x)2 + 02)”2 ~ D (1 +L.Y'_;l + 0(0'4))
2D

In the denomina orzR v D is adequate. Cancelling phase factors, inserting
E(x) o exp - (x /ao) and normalizing to the total beam power, we have

<3 2

2 .
. 2 1/2 2
Ply) =7, (n(mao)z ) / f T(z) exp - [:E_ +3p (X7 - ny)] x| [7]

-0

For T(z) = 1, we obtain the expected result

1/2 2
Ply) = Po(-iz—) exp -(g-‘%) (8]
Ta a

with a given by [2].

We begin the application of these equations to a consideration of the
response to bulk density variations occuring after front passage, which might
mode]l that generated by reactive processes in an ideal shock wave. Here 2 >>

0, n(z, w) = n(z) and |T(z)| = 1. The power distribution at the detector is
given by [6] and (7] as

1/2 o ™~
Py} = Po(m) / da f a8 exp -(of + 32)/a§
o =GO

)

X exp - %%i [ND (n(e +ut) - n{a + ut)) + 82/2 - By - a2/2 + QY]

Define new variables through B=6+v/2, a=6-y/2, and expand as

n(g + ut) - n{a +ut) = n{6 +ut + v/2) - n(8 +ut - v/2 )

= n'(8 + ut)y+ n" (s + ut)y3/24 + o(n'y®)

Now O = Wn', so

G-l

172 r°
Ply) =P (—2—5) f ds f dy exp -(26% + YZ/Z)Iag
0 n(ADao)

~ut - 00

f9]
2ni C} 3
Xexp-—m[eby+eby_/24 ... +(6-y)v]

1f we now assume linear detection, j.e., the magnitude of O ana its
derivatives is small, we may expand as

[104)
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2mi

exp-——)‘-u[ei)y+e"Dy3/24 +] w4 [euy+e--ny3/24+_,_] noj

For small 6 the detector is effectively infinite. Then combining [10] with

[9] and [4], and also expanding 6(§ + ut),the integration may be done with
the result

, .2
. 2 VZn VoP,0a, 6" a
AV = % 1+ 7t (RAD]
664

Where 6 = 6(ut) and ¢ = (1 + (ma2/xD)2)1/2. This may be compared with the
expression of Macdonald, Burns, Snd Boyd (9)

B ' 2
AV = 2 vem YoPat3 1+ 8 5 23
;Y B e e

which may be obtained by setting ¢ = 1 and neglecting the 6'' term in [10].
The latter constitutes neglect of diffraction by the refractive index field
of the shock wave.

Actually the two expressions, [11] and [12], are almost numerically equi-
valent for the usual parameters, and either may be used to estimate the range
over which a direct proportionality of signal and gradient will obtain. Clear-
1y the requirements for this are linear detection, i.e., small deflections,
and
e a2
__890 << 1 {13]
To check this inequality, consider an extremely rapid exponential variation
0 =0, exp-{x + ut)/ur, with t = 0.2usec (barely resolvable), u = 2mm/usec,
and a_ = 0.3mm. Then the 1hs of [13] is 0.07. The small size of this term
for sch an extremely rapid process suggests that the proportionality of
C and AV wil) be quite generally maintained. Equation [11] gives the same
correction for D = 77cm.

If we neglect diffraction by the refractive index field, i.e., we drop
all derivative terms in [9], then the power distribution is

o 2
2P 2Ta
P(y) = 7% / exp - (sz/as) exp - %— (—)\'b'q) (y-x-eD)2 dx (4]

00

and this is simply a weightsd superposftion of Gaussians over the detector.
The weighting, exp - (2x¢/a), is just the incident beam distribution; the
detector Gaussians have a radius AD/ma, and are centered at y = x + OD.

Thus each "ray" of the beam spreads to a radius AD/ma, at the detector. This
expanded ray is displaced from detector center by its initial position x

and any deflectifon ©). In the absence of deflection, the beam is a parallel
bundle of rays, but one in which each ray expands with distance. When D

s very large, the usual case, we have (x = 0(a,))

(105]
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and the "memory" of initial ray location is lost.

T

Fig. 7. Shock-front curvature. The
line is the theory of de Boer (22) for
parallel plane walls. His curve for
cylindrical walls is very similar.

B e S S —

To model the signal generated by passage of a curved shock we assume the
(rare gas) profile given by de Boer (22) for parallel plane walls, as shown in

Fig. 7. We treat the shock as a discontinuity in density and refractive index.

Fig. 8. Calculated schlieren signals
for the passage of a curved shock

front. The vertical axis is fraction-
al modulation (AV/V_P_ ) and the hori-

zontal axis T = ut/8 7 On the left is ™ 1°
the differential resﬁonse and on the Py, U S 50
right the summed output of the detec-

tor. The shock thickness (axial ex- "B h000.cm 0=1000.cm ) il

tent) z. is 0.39 mm and the detector

width 3a, where a is the e-2 radius

at the detector. Other parameters -

are as in Fig. 9.

gt 50
pow 1)"‘
ST LT 3000 16
r r
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The necessary integrals were evaluated numerically, and the results for a
rectangular detector at three distances are displayed in Fig. 8. For compari-
son the experimental signal generated by an argon shock with parameters simi-
lar to those of the D = 350cm simulation is shown in Fig. 9. The shape and
magnitude of the simulation and the experiment are quite close, the only evi-
dent difference being a slightly larger negative maximum in the simulation.

200 Fig. 9. Laser-schlieren sig-
150 nal generated by a shock in
pure argon. The experiment
> 100 involved detection using a
£ differential photodiode with
50 u = 1.8 mm/usec, P_ ~ 10 Torr,
0 a, = 0.65 mm, D = 380 and W =
7.62 cm. The positive maxi-
-50 mum corresponds to a modulation
e (uvgRg) of 0033, (courtesy
T. Tanzawa and W.C. Gardiner,
TIME/ us Jr.)

Here the ratio of negative to positive maximum is 0.4 whereas it is near 0.25
in the experiment. There could be any number of reasons for this discrepancy -
the de Boer curve may be somewhat at fault, the assumed axial extent may be
too small, or the negative maximum may be blunted slightly by inadequate re-
sponse speed in the experiment - and it is impossible to establish a specific
cause. Nonetheless the disagreement is minor and should not affect any quali-
tative conclusions. The time origin - here the coincidence of shock leading
edge and beam center - §s located on the positive rise near zero-crossing.

As the detector distance increases, the negative signal fades and the time
origin moves further onto the positive portion. The time from the "first
break" in signal to the minimum is At ~ 1, or At = ay/u, which is in agree-
ment with the observations of Tanzawa and Gardiner (20) on argon shocks.
Evidently the "first break" is not at radial distance from beam center.

T T T T T T

¥ TeaTmn
D=1000cm
Fig. 10. The power distribution in o8-
the detector plane at three character-
istic times, the negative maximum,

t = 0, and the positive maximum. The
abscissa is y/a where a is given by o
equation [2]. The dashed lines indi- & ™ 7T=0
cate the 1imits of a detector with 4

r=1.5 (c.f. eq. [4]). ost-
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Consideration of the power distribution at various times (c.f. Fig. 10)
shows the resulting signal is largely determined by a balance between small
deflections from the "tail" of the curve and large deflections resulting in
complete removal which are generated by the steep gradients near the leading
edge. A1l deflection is to the positive side of the detector, and neglecting
diffraction, a negative signal can only result from preferential removal of
radiation initially located on the positive half. However, when the detector
distance becomes large, each ray is spread almost equally over both halves and
removal produces but small differential result - hence the very small negative
signal at large distance (the residual negative signal for D > « arises from
diffraction). The small deflections can then dominate even when the leading
edge is at beam maximum thereby locating this point on the positive portion
of the signal.

If the detector were to be placed very close to the shock tube, the situ-
ation would be quite different. There is then a one-to-one correspondence of
radiation elements in the incident beam and on the detector. The large de-
flections which occur as the shock enters the beam now remove energy from the
positive side exclusively, producing a large negative signal, and the negative
maximum will then very nearly coincide with arrival of the leading edge at
beam center. This situation corresponds to the "ray-tracing" model of Dove
and Teitelbaum (21) presented at the last symposium, It ignores the diffrac-
§1ve nature of the beam spread and is not valid for the usual large detector

jstances.

One possible fault of the above analysis is neglect of reflection by the
curved front. The reflectivity of the front is difficult to estimate and we
have made no attempt to include such reflection. However, since the region
likely to reflect strongly, that near the leading edge, produces complete re-
moval through refraction in any case, this neglect is perhaps not serious.

Our use of a rectangular detector is motivated by its simplicity. We have al-
so calculated signals for a circular differential detector with results vir-
tually identical to those of Fig. 8.

We now return to the Hy relaxation (4) (5) and N,0 induction time (6)
experiments cited earlier. We have mentioned two effects which can delay the
time origin from the negative maximum, which is the origin assumed in both
these studies. First there is the small shift from beam diffraction whichwill

Fig. 11. The effect of shock-
. — curvature averaging on the
apparent Ap for an exponen-
tial process. The ordinate
YRV R is the multiplicative factor

4_ ] [15], the abscissa the ratio

of shock axial extent z. to

the characteristic lenggh ut
of the relaxation.

1 ol i 1
.0 10 20 30 .
lclv'
[108}
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be 0.2 - 0.3usec for the experimental conditions used. Second, there is a
further delay arising from the axial spread of initiation over the curved
shock. We can estimate the latter effect by averaging the amplitude at a
later time (t > zc/u), which gives an increase in Ap by the factor

W/2
%/ exp (z/ut) dw [15]

0

If we assume a parabolic profile, z = zC(Zw/w)z, the integral may be easily
performed (numerically) with the result shown in Fig. 11. The reason this
ratio can be quite large is evidently the heavy weighting given delayed
initiation with a rapid exponential decay. To illustrate the effect of the
combined corrections we assume a rapid but resolvable relaxation with 7 =
0.3usec, and ut v z.. Then the combination of delays predicts a ApO/Apv of
about 3. Although Ehis is but a very crude estimate, it still suggests that
a major portion of the experimental Ap could be spurious. The induction time
measurements in N0 will also be seriously affected by time origin error.
They are very short, less than 1 usec in the laboratory frame, yet may well
be too long.

1v.) CONCLUSIONS

The resolution and measurement of extremely rapid processes - processes
having characteristic times in the submicrosecond range - is certainly feasi-
ble with the schlieren technique. But the interpretation of such experiments
is complicated by shock curvature, boundary layer, and the non-geometrical
nature of the laser optics. We have presented a rather rigorous formulation
of the optical problem, but a more satisfactory treatment of initiation over
the curved shock is clearly needed. Work on this problem is continuing and
we hope to be able to present a more complete picture in the near future.
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REACTIONS AND RELAXATIONS IN GASEOUS SYSTEMS
THE INFORMATION THEORETIC APPROACH *

R. D. LeEvINE

Department of Physical Chemistry
The Hebrew University, Jerusalem, Israel

An overview of the background, past applications and poten-
tial new directions of a thermodynamic-like approach to
systems in disequilibrium is presented. The procedure of
surprisal analysis is discussed for single collisions and
for bulk macroscopic systems. The surprisal of a chemical
reaction is related to its affinity and is shown to equal
a linear combination of the surprisals of the species that
participate in the reaction. We conclude on both theoreti-
cal and phenomenological grounds that the state of the sys-
tem can be characterised as one of equilibrium subject to
constraints,

INTRODUCTION

Otto Laporte was one of the pioneers in the application of the shock tube
to the study of molecular relaxation processes and in the use of spectroscopic
methods to probe shock heated gases. This overview considers some recent pro-
gress in our understanding of systems which have been displaced from equilib-
rium. The approach!~3 will be a thermodynamic one, motivated by information
theoretic considerations*. As will become obvious from the examples, spectro-
scopic methods have played a key role in obtaining the data.

In discussing the deviation of gaseous systems from equilibrium it is
useful to note that different processes relax to equilibrium on different time
scales. The slowest are usually chemical reactions which, at ordinary pres-
sures, bring the system to equilibrium on a time scale of msec or longer. Many
engines have a cycle time of a similar order of magnitude with the result,
Figure 1, that the system is in chemical disequilibrium. The usual approach to
the description of such systems is to list the main species and the major che-
mical reactions that they engage in and then solve the required set of
(coupled) rate equations. The problems of such an approach are familiar: not
all the required rate constants are necessarily known and not all the relevant
species and reactions have necessarily been included. Another worry is that
while one can start with a set of rate constants and solve for the time de-
pendence of the concentrations the inverse process is much more difficult. It
is hard to start from the experimental data and extract a unique set of rate
constants for all the elementary reactions.

* Work supported by the US Air Force Office of Scientific Research,
Grant AFOSR 77-313S.
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Figure 1.

Equilibrium (dashed line) and
computed NO mole fraction in
an internal combustion engine
operated at 1200 rpm at an
equivalence ratio of 1. (Re-
sults of M. Delichatsios and
J.C. Keck. Private communica-
tion. See also ref. 5).
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As one goes to shorter time scales the difficulties are compounded by the
fact that the system may be in both chemical and thermal disequilibrium. The
reason is that elementary chemical reactions if endothermic will typically de-
plete the vibrationally excited states of the reagents and if exothermic will
specifically populate the vibrationally excited states of the products!™3:6,
Engines operating on a time scale of usecs are possible, the most notable ex-
ample being the chemical laser. Here fast exothermic reactions, e.g.,

F + H, + HF + H, selectively populate excited vibrational states of the pro-
ducts. Laser emission occurs on a time scale which is comparable to vibra-
tional relaxation but which is typically slow compared to rotational relaxa-
tion’. Ordinary chemical lasers are therefore engines where work is extracted
from a system which is in chemical and vibrational disequilibrium but is in ro-
tational and translational equilibrium. More recently, chemical lasers which
operate on pure rotational transitions have been reported. At the end of the
scale, in the nsecs range at ordinary pressures, we come to systems in trans-
lational disequilibrium e.g., during the passage of a shock front.

In setting up the rate equations for systems in both chemical and thermal
disequilibrium the number of coupled equations is much larger. The reason is
that now each vibrational state of every molecule need be regarded as a spe-
cies in its own right as its concentration is no longer just the Boltzmann
fraction times the total concentration of the molecule. Rather, the concentra-
tion of every molecule in every vibrational state need be solved for. At
shorter times one can no longer take rotational equilibrium for granted. Ulti-
mately, even translational disequilibrium need be recognized, requiring the
solution of transport equations for multicomponent systems.

Disequilibrium in a single collision.

Up to this point the relaxation time to equilibrium was detemined by the
time between collisions. To examine disequilibrium on shorter time scales we
must recognise the finite duration of the collisions themselves. The slowest
events on a molecular time scale are unimolecular dissociations where an ’
energy rich molecule survives for very many periods of vibration and rotation
’ before it falls apart. Direct bimolecular reactions typically last for less

[112}
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Information Theory

than a rotational period (about a psec). The 'system' in either case is a sin-
gle, isolated, collision event. For such a system equilibrium is defined as:
all quantum states at a given total energy (and other good quantum numbers)
are equally probable.

The ‘rate equations' that describe the time evolution during the colli-
sion are the equations of motion of mechanics (be it quantal or classical). To
solve these equations we require as input the potential which governs the mo-
tion of the atoms during the collision. As was the case for rate constants
which are the input for the macroscopic rate equations, the potential is sel-
dom known and inversion from the experimental data to the potential is neither
easy nor is always unique.

Experimental results and computational studies (using an assumed form of
the potential) show!~3:€ that the final states in a single collision are sel-
dom in equilibrium, Figure 2.

v
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Figure 2.

The observed (solid symbols)
and the equilibrium (all final
states equally probable,
dashed line) product vibra-
tional distribution in two el-
ementary reactions. The plot
is vs. fy, the fraction of the
available energy in the pro-
! 2 3 4 duct vibration since for such
F+Dp —=D + DF (v) a plot the equilibrium (dashed
line) distribution is essen-
Ss - tially common to all A+BC re-
actions. The vibrational quan-
tum numbers are shown in the
ozl Sy top scale. See refs. 2 or 3
: S | for the sources of experimen-
= S~ . mental data and other details.
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One can similarly consider collisions where the reactants are in well de-
fined initial state and ask: at a given total energy, do all possible parti-
tioning of this energy among the degrees of freedom of the reagents lead to
the same reaction rate? The answer is often negative showing that reactions
(and energy transfer processes) are selective in their energy requirements. As
an eéxample, endothermmic reactions are usually faster when the required energy
is supplied by the vibrational energy of the reagents rather than by their
relative translational motion. In a macroscopic system this selectivity im-
plies the preferential depletion of high reagents vibrational states by the
reaction. Thermal equilibrium is thus perturbed due to the chemical disequi-
librium. In a macroscopic system energy transfer collisions act so as to re- .
store thermal equilibrium, and they can often do so on a time scale shorter !
than the relaxation time to chemical equilibrium. Hence selectivity of energy
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consumption is often not noticed for macroscopic systems in chemical disequi-

librium unless the reactions are very endothermic (e.g. collision induced dis-
sociation) when taking proper account of vibrational energy selectivity is in-
evitable in order to interpret the data8, cf. figure 7 below.

Disequilibrium on the molecular level (i.e. the selectivity with respect
to the initial states of the reagents and the specificity with respect to the
final states of the products) is thus intimately related to disequilibrium on
the macroscopic, bulk level. It is therefore not inappropriate to consider an
approach that will treat both from a common point of view.

SURPRISAL ANALYSIS

To characterise the deviance of the system from equilibrium one needs a
suitable measure. We have found it advantageous to use the surprisal defined
by!=3: I(n) = -tn[P(n)/PO(n)]. Here P(n) is the actual (observed or com-
puted) probability of the species By and PO(n) is the probability at equili-
brium, If the system is a single, isolated collision then P(n) is the fraction
of the collisions that lead to the formation of Bp. For example, in Figure 2,
the different species are the diatomic product molecule in different vibra-
tional states. In a macroscopic system P(n) is the mole fraction of the spe-
cies B,.

The surprisal is a 'local' measure of disequilibrium since it assigns a
separate number to each species in the system.

The empirical observation is that even for large deviances from equili-
brium the structure of the surprisal may be simpler than that of the probabil-
ities themselves. Figure 3 is an example for a single isolated collision.

v(HF)
0 | 2 3 4

L) L] LJ ¥

F+ Toluene

Rigure 3.

The observed (bottom panel) HF vibra-
tional state distribution resulting
4 from the single collision of an F atom
< Wwith toluene. Top panel: the surprisal
T Vs fve Ev/E. Adspted from D.J. Bogan
and D.¥, Setser, J. Chem. Phys. 64,
.2 586 (1976).

-in[P(v)/ P2(v)]
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The surprisal, while large is very well approximated as a linear function of
the vibrational energy content of HF:

I(v) = Ag + Ay(E,/E) (1)
or
P(v) = PO(v)exp[-Ay - Ay(E,/E)] . (I1)

Here A, is the slope of the straight line in Figure 3. Ay, the intercept of
the line, is not an independent parameter but is determined by the condition
that the distribution (II) sums up to unity.

The_%inear representation (I) for the surprisal also obtains for other
systems! ™3 e.g. those shown in figure 2. The role of reagent vibrational ex-
citation can be similarly represented, figure 4.

v
0 5

T 1 T T

2+ HBr+H ,I/—

/ Figure 4.

- H+HBr(v) ' .

Surprisal of the role of HBr vibration-
al excitation in the two possible reac-
tion paths in the H + HBr(v) reaction.

T(vIT)==In CP(VIT)/P(vIT)]
T .1
-
‘o1
.l

Note that the surprisal is different

/ for the two reaction paths. Adapted
from R.D. Levine and J. Manz, J. Chenm.

\ 7 Phys. 63, 4280 (1975).
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The simple behavior of the surprisal is found also for macroscopic sys-
tems. Figure 5 shows an analysis of the results of a numerical solution of the
rate ('master') equations for vibrational excitation. If one uses the Landau-
Teller transition probabilities then one can show analytically that the func-
tional form (II) is an exact solution of the rate equations’. 0f course, and
as is also obvious from figure 5, the value of Ay does depend on time and
tends to zero as the system approaches equilibrium.

THE CONSTRAINTS

As was argued in the introduction it is the slow processes that govern
the approach to equilibrium. If these processes were frozen, the system would
be in equilibrium. It is therefore reasonable to consider the following work-
ing hypothesis: At any point in time the system is at equilibrium subject how-
ever to constraints. The nature of these constraints is determined by the slow
processes>*10, In this review we confine ourselves to showing that this hypo-
thesis does account for the simpler structure of the surprisal and that it can

be used as a predictive tool. Elsewhere!l we have shown that this approach can .
indeed be justified as a rigorous implication of the equations of motion of
mechanics.
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In discussing the constraints we shall be guided here by physical consi-
derations: the constraints reflect the 'bottleneck' processes but for which the
system would be in equilibrium. For example, since three body recombination
processes are slow, the total number of molecules in the system may be higher
than at equilibrium. Or, since vibration to translation energy transfer is
slow, the mean vibrational energy may be higher than at equilibrium. Indeed,
Bethe and Teller suggested that it decays exponentially to its equilibrium
value, <Eyip>°

-d<Byip> / dt = [<Byib> - <Eyip>°l/7 . (111)

For an isolated collision the constraints are due to the inertia (or
'adiabaticity') of the different degrees of freedom. Such constraints (re-
flected in the Franck Condon approximation of spectroscopy or the Landau-
Teller adiabaticity factor) imply that a degree of freedom will come to equi-
librium during a collision if it is perturbed on a time scale short compared
to its natural periodS. Electronic degrees of freedom are thus least perturbed
and indeed are usually treated as adiabatic (the Born Oppenheimer approxima-
tion. Exceptions do occur if 'curve crossing'® is possible. Indeed, examples
of collisions which lead to an equilibrium distribution among final electronic
states are known3). Next in line come the vibrations, whose period is compar-
able to the duration of direct bimolecular collisions. Rotations are slower
(except for hydrides) and hence products rotational distribution is seldom
very deviant.

As has been noted in the introduction, disequilibrium for gaseous macro-
scopic systems is really a reflection of the elementary collisions taking
place in the system. Hence one can forge a link from the microscopic to the
macroscopic constraints. This has actually proved possible, e.g. in the case
of macroscopic vibrational relaxation, the Bethe-Teller equation (III) can be
related to a constraint on the rate constants of vibrational to translational
energy transfer out of different initial vibrational states and into different
final vibrational states!?:

I (Byr - By) k (v+v') = [<Byip>® - Byl/r . (V)
v

Here the primes denote the final vibrational states, and figure 6 below offers
& concrete example.
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THE ENTROPY DEFICIENCY

As a global measure of the deviance of the system from equilibrium we use
the average value of the surprisal, termed 'the entropy deficiency' and de-
fined by2»3

DS[P|P°] = gP(n)ln[P(n)/Po(n)]. w)

The following points are central to the discussion but are stated here without
proof: .

The entropy deficiency is non negative and vanishes if and only if the
system is at equilibrium, i.e. if P(n) = P?(n) for all species By.

For an isolated system (e.g. a singlé collision) the entropy deficiency
is the difference between the value of the entropy of the system at equilib-
rium and the entropy of its present state. Since DS 2 0, with equality only at
equilibrium this property is equivalent to the second law of thermodynamics:
the entropy of an isolated system can only increase. A proof of this important
property is not available elsewhere and hence is provided in an appendix. It
should be explicitly stated however that the proof and other statements to be
made below are all based on the information theoretic definition of an entropy
of a distribution",

S[P] = -gP(n)ﬁn[P(n)/xnl (129]

where gn is the degeneracy of the species Bp. Classical thermodynamics does not
define entropy outside of equilibrium. It is the adoption of the information
theoretic definition (VI) that enables one to extend the language and method-
ology of classical thermodynamics to systems in disequilibrium.

For a system coupled to a heat bath at a temperature T, RTDS is the maxi-
mal work available from the system2>!3, This result is valid whether the sys-
tem is open or closed. In the special case that the system is only in chemical
disequilibrium, RTDS is the affinity of the system as introduced by DeDonder!“,
In the special case that the system is only in thermal disequilibrium (and
coupled to a heat bath)

-RTDS = AE - TAS (viI)

Here AE and AS have their usual thermodynamic significance, except of course
that the entropy of the initial state, which is in disequilibrium, is defined
by the information theoretic expression (VI).

The entropy deficiency is a measure of the 'thermodynamic weight' of the
system as introduced by Boltzmann and Planck. In brief, given a system of N
molecules which is at equilibrium. The probability p that due to a fluctuation
it will be found with the composition {P(n)} is given by P = exp{-NDS{P|P°]}.
Hence the larger is DS, the less probable is the particular state of the sys-
tem. Due to the factor N in front, large values of DS are strongly discrimin-
ated against.

Finally, DS[P|P°] has the information theoretic interpretation of the
amount of information received when, if all we knew were the strictly con-
cerved quantities (e.g. total energy, total number of atoms of each element),
we are given the actual distribution {(P(n)}.

The algorithm

Any one of the stated interpretations of DS can now be used to support
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the following technical version of the working hypothesis!®: Consider all the
compositions {P(n)} that are consistent with the constraints on the system.
For example, all distributions over vibrational states that have the same
value of the mean vibrational energy. Among those distributions choose the one
that has the minimal value of DS. The (uniquels) distribution chosen in this
fashion is the one that is as much in equilibrium as possible consistently
with the value of constraints. Minimising DS is the analogue of the classical
thermodynamic prescription of minimising the free energy (or, for an isolated
system of maximising the entropy). Minimising DS is the analogue of Boltz-
mann's approach of finding the most probably state of the system. Finally,
minimising DS is, on information theoretic grounds!?, the most conservative
inference. It is the lease biased or Ocam's rule description in that it is
consistent with the constraints and otherwise provides as little information
as possible. It should however be recognised that the procedure is an exten-
sionl5 rather than a part of classical thermodynamics. The two new features
are, first, the choice of constraints. Equilibrium thermodynamics admits only
such constraints that are strictly conserved and time-independent quantities.
We have been able to show that the constraints required to rigorously describe
systems in disequilibrium can also be regarded as constants of the motionl®,
However we shall not pursue this point here. The second non-classical feature
is the definition (VI) of the entropy.

Getting down to business, the constraints are mean values of properties
Ay, T =0,1, ..., M,

Ap> = 21 Ap(n)P(n). (VIII)
n=

Ax(n) is the value of the property Ar (e.g. vibrational energy) for the spe-
cies Bp. We reserve Ag(n) = 1. As long as the number of species (N) exceeds
the number (M +1) of constraints there will be more than one distribution
{P(n)} which is consistent with the constraints. The particular (unique) one
which is of minimal DS can be constructed by the method of Lagrange parame-
ters!s2:3, The result is:

M
P(n) = P9(n) exp [-rﬂo ArAr(n)] . (Ix)

There are as many (Lagrange) parameters, Ap's, in (IX) as there are con-
straints. Hence their values can be determined from the values of the con-
straints, and an efficient algorithm for doing so has been described!S.

SURPRISAL SYNTHESIS

The surprisal of the distribution which is maximally in equilibrium sub-
ject to constraints (cf. (IX)) is

I(n) = -en[P(n)/P°(n)] = I ApAp(n) . x)
r=0

The whole point of surprisal analysis is thus to identify the constraints by
an examination of the data. The pleasing observation, figures 3-5, is that
typically very few constraints are required to provide an excellent approxima-
tion for the surprisal even for systems that are quite far from equilibrium.
This suggests that the procedure be inverted. Rather than examine the distri-
bution to identify the constraints, adopt a set of constraints and predict the
surprisal and hence the distribution.

A concrete example of such a surprisal synthesis is shown in figure 6.

The constraint is the so-called 'exponential gap rule' and the value of the
Lagrange parmmeter is determined using equation (IV).
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Figure 6.

Right panel: A plot of the left hand side of equation (IV) vs. Ey using rate
constraints computed by the method of classical trajectories, for two differ-
ent paths in a Cl1 +Cl;(v) collision at 1100K.

Left bottom panel: The surprisal of the trajectory computed distribution of
Cl2 final vibration states (bars) and the predicted surprisal (solid line)
using (X) and a single constraint beside normalisation.

Left top panel: The trajectory computed (bars) and the surprisal synthesized
(dots) C1, final vibrational distribution. The equilibrium, P°® (v) distribu-
tion is shown as a dashed line. Adapted from ref. 12.

An example relevant to shock tube kinetics is shown in figure 7. The
problem is accounting for the low values of the activation energies for the
dissociation of diatomic molecules in a shock heated monoatomic gas. Two types
of rate constants are required for the solution of the kinetic equations. One
is a set of rate constants for vibrational energy transfer. The other is the
set of rate constants for collision induced dissociation of the diatomic mole-
cule as a function of its vibrational state. The results shown in figure 7 are
based on a linear surprisal representation for the role of the diatomic ini-
tial vibrational energy (cf. figure 4) in the collision induced dissociation
process,

An application of surprisal synthesis to macroscopic disequilibrium was
shown in figure S. The straight lines are not fits to the surprisal of the
distribution but an independent computation using <Eyip> as a constraint,
where tho value of <Eyib> is determined from equation (III). If both <Eyip>
and <E%jp> are imposed as constraints the predicted surprisal (dashed line)
is in excellent accord with the results of integrating the rate equations.
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Figure 7.

Computed apparent dissociation rate constant for O in Ar (solid lines). Adap-
ted from ref. 8, where the sources of experimental data are identified. -X is
the surprisal parameter for vibrational energy consumption (as in fig. 4) of
the collision induced dissociation process., The panel on the right uses energy
transfer rates of the exponential gap rule type. The other two panels are
Landau-Teller type (near neighbour only) energy transfer rates.

THE AFFINITY

Consider a system in chemical disequilibrium. We have thus far discussed
the surprisal of the concentrations of individual species or of the entire
system (i.e. DS). A measure of deviance which is intermediate between the
local and the global is the surprisal of a given elementary reaction. We shall
show that it is a linear combination of the surprisal of the species that par-
ticipate in the reaction and that it is equal to affinity of the reaction.

An elementary reaction can be schematically written as

Lv*B e Ty"B

nhn nhN
where the v,'s are the stoichiometric coefficients and vp = vg - vi. The af-
finity of the reaction is defined as!®
==l X1
A ==Ivqup (x1)

where the u's are the chemical potentials. Since the affinity vanishes when
the reaction is at equilibrium one can replace in (XI) up by up - ul where
u$ is the chemical potential at equilibrium. Using the standard relation be-
tween chemical potential and mole fraction

(120)
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==RTZvp&n[P(n)/P%(n)],

n

or using (X)
= RTZAp(EvpA; = RTIX .
'I‘r r(ZvnAr(n)) = R DA Cr (x11)

Here

Cp = gvnA,(n)
is the r'th constraint on the reaction.

A kinetic interpretation of this result is providedS by noting that e.g.
the forward rate of the elementary reaction can be written as

+ + v),
R* = k*N{NP{n)]"n,
n

where k* is the rate constant. Writing the reversed rate in a similar way and
using detailed balance in the form

k*I[NPO Vi k" ¥n
n[NP (m}]™ =k I[NPO(n)]

we conclude that
A = RTAn(R*/R-). (XIII)

The affinity, which (up to RT) is the surprisal of the reaction is thus a mea-
sure of the deviance of the forward and reverse rates

-8n(R°/R*) = IAC, - (X1v)
T

In summary, the surprisal of a reaction, A/RT, has the kinetic interpre-
tation of the deviance of the forward and reverse reaction rates, (XIII). The
surprisal of the reaction vanishes only when the reaction is at equilibrium.
It can be computeéd (cf. (XII)) as a linear combination of the surprisals of
the species that participate in the reaction with weights that are the stoi-
choimetric coefficients. One can also express the surprisal (as in (XIV)) in
terms of the constraints, Cy, on the reaction. These are linear combinations
of the constraints on the species that participate in the reaction. As a sim-
ple example say that the temperature and pressure are not too high so that the
three body collisions (dissociations and/or recombinations) are rate deter-
mining. Such collisions change the total number of species in the system.
Hence the constraint is the total number of moles. Each species n gets counted
with the same weight or Ag(n) = 1, where 0 is the 'total number of moles*' con-
straint. For a particular dissociation process, e.g. Oz + Ar ==0 + O + Ar, we
have Co = 2vp - vp, = 1. If Ag is the only constraint, all collision induced

dissociation processes have precisely the same surprisal, no matter how they
differ in their individual rate constants.

OUTLOOK

Surprisal analysis has shown that deviance from equilibrium can often
have a compact representation. This observation can be interpreted in terms of
the constraints on the system. For example, the entire time evolution of a
macroscopic system is described by the time dependence of the values of the
constraints. Conversely, the measured time dependence of the concentrations of
the different species is sufficient to determine the time rates of change of
the constraints, but no more.

[121]
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In the future we expect to see more attention paid to the identification
of the constraints on macroscopic systems from the constraints on isolated
single collisions. The link between the two is provided by the concept of the
'sum rule' of which equation (IV) is an example. On the one hand, the macro-
scopic result (III) is a direct implication of the sume rule (IV}. On the
other, one can show that sum rules identify the constraints on single colli-
sions11,18,

Another development which is yet to reach its maturity is the application
of the thermodynamic-like nature of the approach. Work cycles for macroscopic
systems in disequilibrium have already been discussed? and the required algo-
rithms for adapting the JANAF thermochemical tables for state selected species
have been noted!?. It remains however to make full use of the thermodynamic
point of view as a predictive tool.

APPENDIX

We show that for any isolated system DS is the entropy at equilibrium
minus the entropy of the actual state of the system. The key step is to note
that the equilibrium distribution, P9(n) is of the form??

PO(n) = gnexp[-ZAzBr(n)] (1

where the B.'s are strictly conserved properties. In other words, for any dis-
tribution P(n)

LP(n)By(n) = gPo(n)Br(n). (Im)
n

This is not necessarily true if the system is not isolated or for the con-
straints used to characterise the non-equilibrium distribution P(n). It fol-
lows from (I) and (II) that

-gP(n)ln[P°(n)/gn]= -§P°(n)ln[P°(n)/gn]

and hence that (cf. (VI) and (V))

pS{p|po] = -S[P]—gP(n)ln[P°(n)/gn] = S{P°]-s[P], QED.

Since DS 2 0, with equality iff P = PO, the entropy of an isolated system can
only increase, unless it is already at equilibrium.
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TEST SECTION CONFIGURATION FOR AERODYNAMIC
TESTING IN SHOCK TUBES

WiLLiaM J. Cook

Mechanical Engineering Department, lowa State University, Ames, lowa, USA

Leroy L. PresLEY and GarY T. CHAPMAN
NASA Ames Research Center, Moffett Field, California, USA

This paper presents results of a study of the test section
configuration required to minimize or alleviate interfer-
ence effects on model flow produced by the presence of test
section walls in the aerodynamic testing of two dimensional
transonic airfoils in a shock tube. Tests at a nominal
Mach number of 0.85 and a chord Reynolds number of 2 x 106
were carried out by means of schlieren photography and
pressure measurements for several symmetric airfoil pro-
files using shock tube test sections with unmodified
straight walls, contoured walls, and slotted walls with
adjacent chambers. Results were compared with correspond-
ing results from conventional wind tumnel tests of the
airfoils. Results for the straight wall tests show major
airfoil flow distortions. Results from contoured wall
tests and those performed using a slotted wall test sec-
tion developed in this study exhibit essential agreement
with wind tunnel resultg. The collective results show
that test sections for aerodynamic testing can be designed
for shock tubes that will alleviate wall interference
effects.

INTRODUCTION

The shock tube is capable of generating flows with a wide range of
Reynolds number that are potentially useful for experimental aerodynamic
studies in the subsonic, transonic and low supersonic Mach number regimes.
The high Reynolds number transonic flow regime is of current interest
since certain advanced transonic aircraft undergo flight conditions that
produce very high flow Reynolds numbers, e.g., Reynolds numbers based on
airfoil chord lemgth range to nearly 100 million.l Such Reynolds numbers
exceed the performance capabilities of existing conventional wind tunnels
by at least a factor of three. Although a cryogenic wind tunmnel is pre-
sently under construction in the United States to provide high Reynolds
aumber transonic testing capabilities,? there is a need for a swaller, less
costly, high Reynolds number transonic test facility, particularly ome in
vhich research and testing of two-dimensionsl transonic airfoils can be
carried out in order to provide fundamental flow data to augment analytical
studies of transonic airfoil flows. As noted in Ref. 3., one device that
shows promise in fulfilling these requirements is the shock tube. Among
other considerstions, it vas shown that in theory transonic flows with
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very high Reynolds numbers can be generated, provided a shock tube of heavy
construction is used.

Two major problems arise in relation to aerodynamic testing in shock
tubes. These are first, the matter of model flow development time in rela-
tion to the inherently-short shock tube testing time, and second, the
influence on facility walls or the flow about the model, a problem common
to most aerodynamic test facilities. In the experimental phase of the study
reported in Ref. 3, it was observed that steady two-dimensional transonic
airfoil flows can be generated within the available testing time in shock
tubes using models of reasonable size.

The matter of wall influence on model flow does, however, present a
significant problem. Although there is a large body of literature surround-
ing the design and performance for test sections intended to minimize or
alleviate the wall interference effects in conventional wind tunnels, to the
authors' knowledge there have been no studies reported that deal with the re-
quirements for aerodynamic test sections for short duration flow facilities
such as the shock tube. This paper presents the results of an investigation
of the test section configuration required for the testing of two-dimensional
transonic airfoils in a shock tube.

SHOCK TUBE DESCRIPTION

A diagram of the shock tube used in this study is shown in Fig. 1.
The shock tube is gas driven and has a driven tube of rectangular cross
section with a height H = 15.2 cm and a width W = 7.6 em. The test sec-
tion was located 8.5 m from the diaphragm and extended 0.18 m upstream
and 0.28 m downstream of the midchord point of the airfoil. The test
regime was the flow region behind the primary shock wave (Region 2 in
FPig. 1). The nominal chord length c of the airfoil models used in this
study was 7.6 cm, and the nominal value for the free-stream Mach number,
M2, of the flow relative to the airfoil was 0.85. All airfoils consider-
ed in this study exhibit transonic flows at this Mach number. The Rey-
nolde number based on airfoil chord length, Rep, was 2 x 106, The Rey~-
nolds number was limited by shock tube structural cousiderations. Although
not in the high Reynolds number regime, Re, = 2 x 106 was large enough to
produce turbulent boundary layers upstream of the shock wave boundary layer
interaction on the airfoil and thus rendered results that could be compared
with corresponding results from conventional wind tunnels. The airfoil pro-
files studied were symmetric profiles and, except as noted, the airfoils
were mounted at zero angle of attack (o = 0). The measured Region 2 test-
ing time at M; = 0.85 was 3.5 ms. This was 40X of the ideal testing time
t{ in Fig. 1.

ommg Alu:ou
MODEL Pigure 1. Diagram of shock tube
@ ] (O3 and description of 1deal shock
TEST SECTION tube flow.
}*— ORIVER ——+f——= DRIVEN TUBE ~—————{
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TEST SECTION GEOMETRY

An important feature related to the performance of the test sectiom is
the size of the model in relation to the test section size. For two-dimension-
al flow, this is characterized by two ratios; the test section half-height to
the airfoil chord length, H/2c, and the airfoil frontal area to the test sec~
tion cross sectional area, Af/Ats, which is a measure of the test section
blockage due to the presence of the airfoil. In order to accurately machine
models and to provide internal space for instrumentation, the airfoil chord
length must be greater than about 5 cm. This places the following limits on
H/2c and Ag/Apg for a typical 12% thick airfoil in the present test section:
(H/2¢)pax = 1.5, and (Af/Ats)min =0.040. For the nominal 12% thick 7.6 cm
chord airfoil models used in this study, H/2c = 1.0 and Af/Ats = 0,.06. Tran-
sonic airfoil testing in most wind tunnels is carried out with much larger
values of H/2c and significantly smaller values of Af,Ats-l. Accordingly,
more pronounced wall interference effects than those encountered in wind
tunnels would be expected in the present test section. During the course
of this investigation, test sections with three types of walls were invest-
igated. These are listed in Table I.

STRAIGHT WALLS

At a Mach number of 0.85, test section blockage of 5% (Ag/Arg = 0.05)
would, on the basis of inviscid flow, cause choking to occur in the test
section. Therefore, for a typical case of AgfA g = 0.06 in the present
study, distortions from the expected flows would be anticipated if a test
section with straight unmodified test section walls was used. To examine
the flow, tests were carried out by means of schlieren photography and
pressure measurement instrumentation for a 7.6 cm chord length NACA 0012
airfoil (12% thick) in a test section with straight walls, designated as
Configuration 1 in Table I. Pressure measurement instrumentation con-
sisted of six Kulite pressure transducers imbedded in the airfoil.

Figure 2a shows a schlieren photo taken at t' = 0.05 ms of the pri-
mary shock wave passing over the airfoil and the reflected wave that forms
and propagates upstream in the incoming subsonic flow (t' = 0 when the pri-
mary shock arrives at the airfoil leading edge). This wave, which is
inherent to the flow starting processes in any test section, continues to
propagate upstream in the straight wall test section, as evidenced by its
appearance on the response record of a pressure transducer mounted flush
with the side wall one chord length upstream of the airfoil leading edge.
The response of this transducer for Configuration 1 is shown in Fig. 2b as

Table I. Shock Tube Test Section Configurations

Configuration
Number Type Description
1 Straight Walls No wall modification
2 Contoured Walls Walls machined to match approximate
stream surfaces
Dimensions, ca. See Fig. 5
% %™ Y D AJA, dls
3 Slotted Walls 15 43 4.8 3 0.13 1.9
4 Slotted Walls 3.8 11.4 0.5 L} 0.17 5.9
5 Slotted Walls 9 13 0.5 4 0.17 5.9
6 Slotted Walls 9 15 0.5 5 0.21 4.8
(129}
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Pl T = ]
2 \_’/ ———
p CONFIGURATION
1
—_—2
——-—5
P]__ ]
' - 0 ] 1 1 I |
a. t' 0.05 ms 0 1 2 3 4
t'y ms

b. Sidewall pressure transducer
response records. Kulite
pressure transducer.

Figure 2. Selected results from
shock tube tests of the NACA 0012
airfoil profile.

c. t' = 2.6 ms, Configuration 1.

the upper curve. The primary shock wave arrives at the tramsducer and,

on its passage, the post shock pressure P, is registered. Subsequently,

the reflected wave is detected by the transducer at t'~ 0.6 ms. This wave
does not dissipate (as evidenced by the response of an additional wall
pressure transducer further upstream) and, as a result, the flow arriving

at the airfoil has a pressure significantly higher than P;. (On the basis
of inviscid flow, the free flight pressure one chord length upstream should
be about 1.02 P, for the 0012 airfoil.) The resulting steady flow pattern
observed at t'=2.6 ms 18 shown in Fig. 2c. One basis for comparing this
obgserved flow with the desired flow is the airfoil shock wave pattern. The
airfoil shock wave patterns observed in a wind tunmel by Stivers® for tran-
sonic flows for the 0012 profile at Mach numbers ranging from 0.82 to 0.86
are shown as the solid lines in Fig. 3. From comparison of these shock wave
profiles with the airfoil shock wave profiles in Fig. 2¢c, it is evident that
the flow in Fig. 2¢ is incorrect. Hence, the need for test section wall
modification to alleviate blockage is clearly established.

CONTOURED WALLS

One method of alleviating blockage is to employ contoured test section
valls. The contoured wall test section is denoted as Configuration 2 in Table i
I. This method was used in the study reported in Ref. 3 for the circular arc
asirfoil and in a study of the NACA 0012 airfoil in the present investigation.
In each case the stream surfaces one chord length above and below the airfoil
were determined using an inviscid flow computer code and were machined iato !
blocks that form the upper and lower walls of the test section. Different
contours resulted for each airfoil. The stresm surfaces of the 0012 airfoil i
vere obtsined by Arieli6, Schlieren photography and airfoil pressure messure-

. ments confirmed that the flows produced became steady for the contoured wall Q ’

o tests within the 3.5 ms testing time.
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Evidence that blockage was significantly alleviated by use of contoured
walls was provided by the observation that on arrival at the upstream pressure
transducer, the reflected wave generated by interaction of the primary shock
with the airfoil was diminished in strength when compared to the straight wall
case. The response of the wall pressure transducer obtained for the 0012 air-
foil tested in the contoured wall test section is shown as the middle curve
in Fig. 2b. The gage response indicates constant pressure after t'= 2 ms and
registers a pressure value slightly higher than P, to yield P/P7 = 1.06.

The steady flow results obtained for the 0012 airfoil in the test sectiom
with walls contoured for M = 0.85 flows compared favorably with those from
corresponding wind tunnel tests. Results in terms of airfoil shock wave pro-
files and airfoil pressure distributions are shown in Figs. 3 and 4. The
shock wave profiles in Fig. 3 for the shock tube tests are seen to lie some-
vhat downstream of the profiles observed in the wind tunnel at essentially
the same flow_conditions. Figure 4 shows the pressure coefficient
(p - P,)/(p.uE/Z) vs chord position x/c. The quantities with the subscript «
were taken as those computed for region 2 from measurements of primary shock
speed, region 1 properties, snd normsl shock relations. The pressure values
obtained in the shock tube tests show fair agreement with those measured in
the wind tunnel. The differences in Figs. 3 and 4 between the shock tube and
the wind tunnel results are attributed to the approximate wall contours used
in the shock tube tests. Results from the contoured wall studies served to
illustrate that very uniform airfoil flows are generated in the shock tube.

SLOTTED WALLS

The rather restrictive requirements of providing wall contours matched
to each airfoil tested led to consideration of a self-regulating test section
for the shock tube similar to those used in conventional wind tunnels.
Desirable characteristics of such a test section are that it be of fixed
geometry and that it provide automatic flow regulation to minimize wall

1.0
—— WIND TUNNEL WIND TUNKEL, Re = & x 105,
Re = 4 x 105 M = 0.830 3,50 o wers c
0.8k  REF.S 0“0366‘0 9 i
M= 0.8 .& g ? -0.8 a O
o.6f g 4
y/e 6 $ ! 0.6
O SHOCK TUBE 1l J ¢
041" = 0.85 WALL CONTOUR. ?lé I 4
3 6 I -0.4
Re, = 2x 10 SHOCK TUBE: \
0.2 94 Re_ = 2 x 10° \
[ wcerramwry ! 0.2 M = 0785 CONTOURED X
/ pl? . WALL TEST SECTION
T oM =0.8 A}
1 1 1 e ——— \
¢ 0.2 0.4 5.6 0.8 1.0 0 am =08
ve o =086 \
Figure 3. Comparison of shock wave I rvercaL uncerTAINTY N
profiles. NACA 0012 airfoil. Shock 0.2 INTERVAL
tube test section Configuration 2. 1 1 i 4
0 0.2 0.4 s 08 0.8 1.0
x/C

Figure 4. Pressure coefficients vs
chord position. WNACA 0012 airfoil.

Shock tube test section Configuration 2.
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effects regardless of the airfoil profile tested. Test sections for conven-
tional wind tunnels typically consist of walls with open areas and relatively
large adjacent chambers which, when properly designed in combination, produce
test section flows around models very near to those that would exist in free
flight. Generally, the slotted-wall test section is preferred for subsonic
flows and flows with Mach numbers slightly above unity, and therefore was the
type chosen for development for transonic airfoil testing in the shock tube.
Important differences exist between transonic flows in slotted-wall wind
tunnels and those produced in shock tubes. As a result, slotted-wall wind
tunnel design features could be used only as guides in the present study.

Figure 5 shows the general configuration of the shock tube test section
designed to accomplish these aims. The general configuration is patterned
in part after slotted wall test sections typically used in transonic wind
tunnels®. In addition to the ratios H/2¢ and Af/Ats, the slotted wall test
section is characterized by the wall slot geometry and the chamber size and
configuration. The latter factors influence the test section performance to
a considerable extent. Centrifugal forces accompanying streamline curvature
produced by the presence of the model produce flow through the slots into
and out of the chambers and an associated regulating effect. It has been
found for wind tunnels® that provided chamber size, slot spacing d/s, and
the ratio of the slot area to the corresponding wall area A /A, are chosen
properly, the flow around the model will correspond to free flight flow,
with departure from this flow being found to occur only in a narrow region
adjacent to the wall, particularly in the vicinity of the slots. Values of
Ag/A, range up to 0.3 for various wind tunnels with slotted walls, and the
number of slots varies according to the desired Ag/Ay and d/s. The slot
width to the slotted-wall thickness is typically unity and larger. Chambers
for wind tunnel test sections are usually relatively large (of the order of
the test section volume). In view of the short testing time in the present
study (3.5 ms), the chamber volume (characterized by x, ¥q» and W is Fig.
5) must be of such size that steady flow is attained in both the test
section and in the chambers well within the testing time. Due to the
differences between transonic testing in the wind tunnel and the shock tube,
the present test section was designed to permit different combinations of
variables affecting test section performance to be studied.

Flows over various symmetric airfoils with a nominal Mach number of
0.85 and a chord Reynolds number of 2 x 106 were studied for several
different slot and chamber geometries. Of the several slotted wall test
section configurations studied, four will be discussed to provide a summary
of the effect of configuration on the airfoil flow field. These are

UPPER CHAMBER

— 1t °'| 0.32 cm
|_J SLOTTED WALL __¢
bl ~ T’ L
0 10 L!F 0 50
uen AIRFOIL
TEST SECTION
o [l
H =152 cm Au = LsH
I v : 07'3: o A s nLs Pigure 5. Shock tube slotted-
g $ = 0.3 cm s = Mg wall test section.
n = MMBER OF SLOTS
T Ly = SLOT LENGTH = x,
SECTION A-A
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designated as Configurations 3, 4, 5, and 6 in Table I. Configuration 3 was
somewhat similar to coufigurations used in wind tunnels. It consisted of
walls with three, 0.32 cm~wide slots (extending the length of the test section)
and chambers with volumes each one-fourth of the test section volume. This
configuration did not produce steady ‘test section flows within the 3.5 ms
testing time primarily because of unsteady shock waves produced in the
chambers. Subsequent tests showed that significantly smaller chambers are
required to produce steady test section flows about the airfoil. Configura-
tions 4, 5 and 6 in Table I are configurations that produced steady airfoil
flows. For these, each chamber volume ranged from about 1.3 to 2 times the
volume of the airfoil tested. The nature of the steady flow fields produced
by these configurations differs and was found to depend mainly on chamber
volume, chamber position, and on the open area ratio, As/Aw.

Figure 6a shows a schlieren photo of the flow over a 7.6 cm chord NACA
64A010 airfoil obtained using Configuration 5. Similar photos were obtained
for Configuration 4. Figure 6b shows a comparison of airfoil shock wave
profiles observed in a wind tunnel with those obtained in Configurations &4
and 5. These two configurations differ only in the values for x, and xy.
Configuration 5 produces results nearly identical to those from the wind
tunnel while Configuration 4 causes the shock to form too far downstream.
This is indicative of a test section that provides too much flow restriction.
This behavior of Configuration 4 was confirmed by tests conducted on the
circular arc airfoil. This is shown in Fig. 7 which presents pressure
coefficients vs chord position obtained for the circular arc airfoil using
slotted-wall test section Configurations 4 and 5. Also shown are results
from the study reported in Ref. 3 for the circular arc airfoil tested in a
contoured wall test section (Configuration 2). The results for configura-
tions 2 and 5 are in close agreement while the results for Configuration 4
indicate lower values of pressure, suggesting that, as with the 64A010 air-
foil, Configuration 4 unduly restricts the flow. Comparison of the dimen-
sions of Configurations 4 and 5 in Table 1 shows that the difference in
these two configurations is in the chamber dimensions xg and xj, only. The
smaller chambers in Configuration 4 limit the extent of flow regulation.

—— WIND TUNWEL, M= 0.8
Re_=4 x 106, REF. 5
I Q 4
M= 088~
0.6~ 0.82 Y
0.80
SHOCK TUBE Wi

SLOTTED WALL &
04T 7eST SECTION

D M=0.8
ylc a )

0.84
b & 58 1)
g Z
0 1 1 1
0 0.2 0.4 0.6 c.8 1.0

x/c
a. Schlieren photo, t' = 2.5 ms. M, b. Shock wave profiles. Solid
= 0.87. Shock tube test section symbols: Configuration 4.
Configuration 5. Open symbols: Configuration 5.

Pigure 6. Results for MACA 64A010 airfoil. Shock tube Re, = 2 x 106,
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Figure 7. Comparison of pressure
coefficients for the 12Z thick
circular arc airfoil. Shock tube
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Figure 9. Pressure coefficients vs
chord position. NACA 0012 airfoil.
Open symbols: Configuration 5.
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Figure 10. Comparison of shock wave
profiles for the circular arc air-
foil. Shock tube test section
Configuration 5.

Figure 8 shows a comparison of airfoil shock wave profiles from wind
tunnel tests of the 0012 airfoil and profiles obtained in the Configuration
S test section. The agreement is good for the range of Mach number consid-
ered. Figure 9 compares wind tunnel pressure distributions for the 0012
airfoil with shock tube results obtained with Configurations 5 and 6. Table
I shows that the only difference between these two configurations is that
Configuration S has four slots (Ag/A,~0.17) and Configuration 6 has five
slots (Ag/A,=0.21). The results in Fig. 9 suggest that Configuration 6

does not sufficiently confine the flow.
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It is interesting to examine the response of the upstream wall pressure
transducer for the case of the 0012 airfoil tested in Configuration 5. This
1s shown as the lower curve in Fig. 2b. After primary shock arrival a weak
expansion wave appears at the transducer. At t'=2 ms the flow becomes
essentially steady and exhibits a pressure very close to the computed value
of P;. This is an indication that the incoming flow relative to the airfoil
is essentially correct.

The 12% thick circular arc airfoil profile was also tested in the Con-
figuration 5 test section. Results for two values of chord length are
shown in Fig. 10 in terms of airfoil shock wave profiles. The shock tube
results are in good agreement with wind tunnel results and are independent
of airfoil chord length.

It is seen from Figures 6 to 10 that Configuration 5 produces essen-
tially correct flows for different airfoil profiles at zero angle of attack
(a = 0), 1.e. for symmetric airfoil flows. To assess the performance of
this configuration for non-symmetric flows, the 0012 airfoil was tested at
a = 2°. Comparisons of results in terms of airfoil shock profiles and pres-
sure distributions shown in Figs. 11 and 12 demonstrate that Configuration 5
produces essentially correct results for non-symmetric flows also. The
collective results obtained for the various airfoils tested using Configura-
tion 5 indicate that this test section configuration exhibits the desired
performance characteristics for test Mach numbers ranging from about 0.82
to 0.89.

0.8 M=0,8
—WIND TUNNEL, o = 2°,
Re_ 4 x 10%, REF. 5
[+
0.6}
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DM, = 0.8
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Figure 11. Comparison of shock wave Figure 12. Pressure coefficients vs

profiles. NACA 0012 airfoil. a = 2°, chord position. NACA 0012 airfoil.
Shock tube test section Configuration M= 0,842, a = 2°, Shock tube test
5, section Configuration 5.
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CONCLUDING REMARKS

The results of this study show that the wall interference problem in a
shock tube test section intended for steady two-dimensional traunsonic airfoil
testing can be successfully dealt with by use of either a contoured-wall test
section or a properly-designed slotted-wall test section. Although the wall
contouring method requires that contours be matched to each airfoil tested
and may not produce flows that are in all respects correct, the method does
have the advantage of producing test flows with known boundary conditions.
Thus, the method can provide experimental results that are useful in analyti-
cal and numerical studies. The fixed-geometry slotted-wall test section
developed in this study (Configuration 5, Table I) produces essentially cor-
rect airfoil flows for Mach numbers in the approximate range 0.82 < M, < 0.89
at Re, = 2 x 106, and exhibits good testing flexibility, as evidenced by good
agreement found for several cases between shock tube generated airfoil flows
and corresponding airfoil flows observed in conventional wind tunnels. Al-
though limited to test sections for transonic airfoil testing, the results
reported here should provide a basis for future designs of test sections for
aerodynamic testing in shock tubes and similar facilities with short flow
times.
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A LARGE-SCALE AERODYNAMIC TEST FACILITY
COMBINING THE SHOCK AND LUDWIEG TUBE CONCEPTS

LUCIAN Z. DUMITRESCU

National Institute for Scientific and Technical Creation — INCREST
Bucharest, Romania

A description is given of a large aerodynamic test
facility, designed and built at the INCREST, which
is capable of various modes of operation.

As a large shock tube, it has an 800 mm square
test section, with a 900 mm ID, 170 m long main
tube, and a 250 cu.m. vacuum tank. The maximum
charging pressure is 20 atms, producing shocks
with Mg=l.005-3.0, with test durations of So-loo
msecs. Shock loadings over 7 atms can be simulated
on real scale structures.

For operation as a Ludwieg tube, a Laval nozzle
and a supersonic test section, 800 mm square, are
inserted, for model testing in the range M=1.4-3,8
with flow duration o0.7-0.8 secs.

Also, a 300 x 800 mm 2D transonic test section
with perforated walls is used for airfoil tests

at M=0.6-1.35;the Reynolds number range is

2.0~50 milion, with an extremaly low level of
noise and disturbances.

A combined operating mode is also possible,
simglating shock interactions with a preestablish-
e low.

INTRODUCT ION

The facility described herein has been designed and put into
operation at the National Institute for Scientific and Technical
Creation. First, the basic aerodynamic configurations will be
described, then some technical design features will be discussed.
Finally, a few results of the preliminary operational tests will
be rresented.

BASIC AERODYNAMIC DESIGN AND PERFORMANCES

The main components of the facility are a 900 mm ID, 170 m
long tube, which can be charged with air at 20 atms, connected
at the downstream end to a 250 cu.m vacuum tank, which may be
evacuated to 2 torr abs. By using suitable inserts, several
operating configurations may be set up (figure 1).
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Combined Shock and Ludwieg Tube

1. Large shock tube

In this configuration, the first 15 m of the main tube may
be used as a driver chamber;with scribed aluminium and/or steel
diaphragms (station A, figure 1 a), shocks in the range
M=1.005-3.0 are produced in a test section 800 mm square, with
test durations of 50-loo msecs. The maximum shock loading for
structural tests is over 7 atms.

For ease of operation an 140 mm ID, 24 m long driver tube has
also been provided. A diaphragm station (B) may be fitted at its
end, connected to the main tube by a conical transition piece. By
charging this tube with air at 150 atms, or hydrogen, without the
need to handle large diaphragms,similar results are obtained.

2. Supersonic Ludwieg tube

In the Ludwieg-tube mode of operation, the diaphragm has to
be placed at the downstream end (station C, figure 1 b). For
supersonic testing, a Laval nozzle insert, an 800 mm square test
chamber and a model support with 35 degs, pitch travel are fitted
Test Mach numbers are from 1.4 to 3.8, with clean flow durations
of 0.7-0.8 secs. The maximum stagnation pressure is limited by
the charging pressure of the tube, 20 atms, and special operating
techniques may be followed to reduce starting and stopping over-
loads on models.

3. Transonic Ludwieg tube

The Laval nozzle and test section may be replaced by a two-
dimensional transonic test chamber, 300 x 800 mm (figure 1 ¢),
with a variable porosity distribution on the upper and lower
walls. The flow Mach number is in the range 0.6-1.35, with du-
rations of 0.7-0.8 secs and a very low level of disturbances. A
wide range of Reynolds numbers is attainable (2.0-50.0 milion for
a 200 mm chord model).

In the Ludwieg tube mode, the flow is discharged into the
vacuum tank and, for ease of operation, a set of 12 fast-acting
valves, 400 mm ID, of special design, has heen mounted inside the
tank, to replace the diaphragm. Very consistent results have been
gbtgined with the valves, and this mode of operation is now stan-

ard.

4. Combined shock - and Ludwieg tube

A unique feature of the facility is its capability of combi-
ning the two modes of operation, i.e. after starting a conven-
tional Ludwieg - tube flow (either transonic or supersonic), a
secondary shock wave may be sent along the tube by controlled
bursting of an upstream diaphragm at station B (figure 1 b). Thus,
shock interaction phenomena with a preestablished flow may now
be studied.

5. High pressure shock tube

Finally, it should be mentioned that the high-pressure driver
tube may stand alone as a quite sizeable shock tube, 140 mm ID
and up to 24 m long, if a giaphragm is placed at station D
(figure 1 d). With hydrogen drive at 150 atms, shocks up to
M=8.0 may readily be produced, and the stainless-steel construc- ; 4
tion should prove useful for reducing contamination in chemical
applications.
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TECHNICAL DESIGN FEATURES
1. The main tube (figure 2)

To ease access for configuration changes and for maintenance,
it is of segmented construction. A pair of hydraulic jacks permit
manoeuvering, with an axial travel on rails, of 800 mm. Two
inserts are provided, with transition from 900 mm ID to 800 mm
square.

Fig.2. View of the main tube
2. The Laval nozzle

Specially designed plastic flexible plates are used, contoured
by large number of screw jacks, which ensure an accurate profile
setting (with the inconvenient of rather tedious adjustments).

3. The model support

The mechanical design uses a pair of spindles and a gear train
to produce pitching of the model about a virtual center;the motion
is hydraulically actuated, with a pitch sweep of lo degrees during
the run. An electrical drive sets this segment anywhere within the
total pitch range of 35 degrees. Special care has been taken to
ensure a high accuracy of pitch angle setting and measurement;we
hope to have attained o.0l - 0.02 degrees.

4. The transonic insert

This includes an upstream contraction, carefully machined to
a theoretical contour derived after J.Rom & al.;this is followed
by the test chamber proper. The upper and lower walls are perfo-
rated at 60 degrees, with an adjustable porosity distribution,
obtained with a set of segmented sliding plates. At the downstream
end, a diffuser section includes the flap system for Mach number
control. For subsonic operation, a pair of flaps provide an
adjustable

[ 140)
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Combined Shock and Ludwieg Tube

Fig.3. The transonic test chamber

downstream sonic throat. In the supersonic range, the Mach number
is set by controlling, with a second pair of flaps, the outflow
from the plenum chamber. For Mach numbers over 1.30, a sonic
throat may be installed at the entrance to the test chamber.

5. The fast - acting valves (figure 4)

These are of sliding sleeve type and pneumatically operated.
By careful design and by exhaustive developement and testing,
excellent performances have been attained:operating pressure up
to 20 atms, actual opening time 125-5 msecs, triggering delay
170-20 msecs.

Fig.4. View of the valves installed inside the vacuum tank

{141]

e T




L T

-

Dumitrescu

It should be mentioned that such valves may also find other
applications in the engineering field.

6. The vacuum tank (figure §)

The capacity is 250 cu.m and the limit vacuum 2 torr abs, with
a measured leak rate of 2 torr/24 h.

Figure 5. View of the vacuum tank

It should be mentioned that in the Ludwieg - tube mode of
operation, evacuation of the tank is seldom needed;e.g. when
exploring the lower Reynolds range. The maximum overpressure is
8 atms, dictated by emergency safety considerations.

7. The high-pressure shoock tube

This is also segmented, with a set of various lenghts of tu-
bing and special inserts provided with instrumentation ports. For
controlled bursting, the double-diaphragm technique may be used.

8. Ancillary equipement

The vacuum is produced by a 50 kW pumping station, while high
pressure air is produced by a 150 atms compressor charging a
battery of storage bottles. The main 20 atms supply is available
from a large air plant, which delivers air having a very low oil
and moisture content (dew point - 40 degs.C).

INSTRUMENTATION AND DATA AQUISITION

For operation in the shock - tube mode, the facility is equi-
pped with the usual complement of pressure pick-ups, heat trans-

fer gages, counter chronometers, oscilloscopes a.s.o. A 180 mm-

field colour Schlieren, made by Rollab AG (Sweden) is also used.

For the Ludwieg - tube operation a complete data aquisition
system has been designed and built (figure 6), comprising the fol-
lowing subsystems:
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1.Blow - down sequence unit (BDS)

This takes care of the proper sequencing of the blow - down
events (valve opening, scanivalve starting, schlieren spark trig-
gering, computer starting a.s.o.). It provides also means for
various checks, " dry " runs, a.s.o.

2. Model pitch control unit

This includes the controls for the pitch sweep, as well as an
angle-of-attck indicator. The heart of this latter is a precision
15 turn potentiometer (POT) (made by Beckmann instruments) fol-
lowed by a signal conditioning unit (SCU) and a buffer amplifier
(BU). An analog instrument and a 4} digit panel meter (DPM) dis-
play the pitch angle.

L MACH @, ‘ l

PATCH
PANEL

o (G [>

B0S CONTROL

D!

Figure 6. The data aquisition system
3. Mach number indicator

This uses to advantage the working principle of the Ludwieg
tube, as follows:a precision electromanometer (EM) (type Bell &
Howell), which may be checked periodically against a primary
pressure calibration unit (Texas Instruments Co.) delivers conti-
nuously signals to a pair of digital panel meters (DPM). Coinci-
dent with the start of the blow-down sequence, by means of a con-
trol unit (CU), the first DPM indication is freezed, thus recor-
ding the charging pressure in the tube, just prior to the run.
After a variable delay (0.3 - 0.6 secs), the CU freezes also the
second DPM, and the actual static pressure in the test chamber is
recorded. The ratio of the two indications is a direct function
of the Mach number.

4, Signal intake and conditioning
The measuring transducers (T), which may be pressure pick-ups
(Kulite Co), scanivalves, strain gage model balances a.s.o., are

fed by a set of 8 signal conditioning units (SCU) (Honeywell
105 Accudata), followed by precision DC amplifiers (Burr-Brown)

[143]
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3620). The system is expandable to 16 channels. On line monitoring
and analog recording is on memory osciloscopes (0SC) and UV recor
ders. Great care has been taken to ensure the highest quality of
this low-level part of the data-handling system, since it is de-
terminant for the overall measuring accuracy.

S. Digital aquisition and processing

The system is now being developed to share with another
facility the use of a data aquisition system built around a
Honeywell H 316 computer, having advanced performances:32 channel
multiplesing (MUX), 16 bit word A/D conversion and storage, with
24 microsec. conversion time, disk buffering, off-line "quick-
look " capability on an X-Y recorder for eight selected parame-
ters, and final digital recording on high-speed magnetic tape
(MT) for subsequent processing. The whole operation is control-

ed from a teletype console (TTY). All analog and digital data
from the tube will be transmitted at high level by cable to the
aquisition unit, including Mach number and pitch angle indications
The flexibility of the set-up permits further developements of the
system.

PRELIMINARY TEST RESULTS

After completing all subassembly and mechanical testing, the
facility has been put into operation. A few of the more interes-
ting preliminary test results can be presented here.

In the shock - tube mode, a series of runs were carried out,
with flow Mach numbers very close to unitary (Mg=1.055-1.150).
The shock detachement distance in front of a 50 mm dia. sphere
was measured, taking advantage of the large test chamber.

36
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d/0 Figure 7. .
Shock detachment dis-
28 d _ bR 5 ML tance in front of a
D XA Mg sphere at transonic
Pm | speeds
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' \ * Lxisting data
16 \ O Present results
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Comparison with other results and with theory is quite satisfac-
tory (figure 7).

For Ludwieg tube operation, of interest is a reproduction of
a pressure recording (figure 8).

R -

A
B8
— c__

—‘1QBSCE*— A—-\~§\*“T::==-

Fig.8. Pressure recording in the transonic test chamber.
A-pressure in the main tube, ahead of the contraction;
B-static pressure on wall (M=o0.9);C-differential pres-
sure between two points in the test chamber

It may be seen that the valves are opening sufficiently fast to
produce a short initial transient, followed by a very flat pres-
sure signal, with a drop, due to boundary-layer growth, under 1
percent. The low level of disturbances is evident, as well as the
flow uniformity in the test chamber, shown by the trace of the
differential pressure pick-up.

Finally, an early example of flow visualisation is given
{figure 9). At the time, the air-drying plant was not operative
and moisture condensation on the windows disturbed the picture,
but also gave an indication of the flow pattern.

DISCUSSION AND PERSPECTIVES

The potentialities of such a facility are only now beginning
to be explored and many interesting applications come to the
mind, for scientific research and for industrial testing. The
operating team will be happy to cooperate w'th other scientific
organisations in developing these applications.
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LUDWIEG TUBE FACILITY FOR STUDIES OF HIGH PRESSURE LOW
TEMPERATURE SUPERSONIC FLOW TRANSITION LASERS

B. ForeSTIER, B. FONTAINE and J. VALENS!

Institut de Mécanique des Fluides Université d' Aix-Marseille Il
1, rue Honnorat, Marseille, 13003, France

The use of aerodynamic technics to achieve C.W. or high
repetition rate ultraviolet or visible laser emissions
through electronic tramsitions may play a leading part as
in the well known infrared vibrational lasers. A Ludwieg
tube facility associated to an electron gun device has been
developed and has permitted to achieve several high power
quasi C.W. ultragviolet or visible laser emission from an
active medium in supersonic flow at very low temperature
(80 or 120 K) and high density (up to 2 amagats). Some cha-
racteristics of these laser emissions will be given here as
well as the first results of an interferometric study of
flow field aerodynamic disturbances in the laser cavity
which may lead to a large scattering of laser beam at so
short wavelengths.

INTRODUCTION

The use of electrodic transition molecular systems to achieve high effi-
ciency high power short pulses laser emissions has been well improved these
last years moreover high pressure electron beam excited electronic transitions
systems have recently allowed to achieve in room temperature experiments,
quasi-continuous laser emissions in ultraviolet from molecular levels of rare
gas halides!'®. A¢ the Institut de Mécanique des Fluides de Marseille a study
has been undertaken with the object of developping high average power or quasi
continuous u.v. or visible lasers by means of an association of fluid dynamics
technics and electron beam excitation capabilities in the same way as the well
known infrared vibrational flow lasers’’?.

In the case of electronic transition molecular lasers, and particularly
with high pressure active medium, strong cooling of the working mixture may
tend, on the one hand, to lower the quenching of excited species and absorb-
tion losses and, on the other hand, to increase the rate and the branching
ratio of useful specifi. reactions. Cooling the gas by means of a supersonic
expansion could, moreover, lead to C.W. or high repetition rate pulsed laser
systems, as the heat and waste products are carried away by the supersonic

e i ool Ot b i w0 ¢ b -

flow.
R The emphasis will be given here on the laser emissions which we have

’ " achieved from a high density supersonic flow and on the results of an inter-
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Forestier. Fontaine and Valensi

ferometric study of flow field in laser cavity, it must be pointed out indced,
that the aerodynamic perturbations may play a leading part at such short
wavelengths.

EXPERIMENTAL SET UP

The experimental apparatus which has been described in details previous-
1y'°® consists mainly of a small Ludwieg tube which feeds through a supersonic
nozzle, a constant area channel (16 x 3 cm?) associated with a cold cathode
electron gun.

The Fig. 1 corresponds to a cross sectional view of the test section
device. The characteristics of the flow in the test section depends on the
nozzle design and the calculated steady flow parameters for an initial pres-
sure in the high pressure tube equal to 7.5 Atm. of Argon are given on the
following table

13 =3 -

Mach Number P(Atm) p(10°°em ) T(K) Um §!
1.75 0.81 4.86 119.7 357.9
2.5 0.33 2.85 83.7 427.6
3 0.19 2.03 66 .6 457.8

The home made electron gun was energized by a P.I. MX 31 Marx generator
(300 kV, 1500 J). The e-beam_current demsity could be varied between
2 Acm °for 5 us and 20 A cm 2 for 0.5 us. The e-beam fired when the flow is
steady, excits the active mixture in supersonic flow through a 25 um thick
titanium foil (14 x 2 cm ) flush mounted in the constant area channel.
Particular care has been taken to ensure a good allignement between the dif-
ferent walls of the channel and the nozzle exit in order to minimize aero-
dynamic disturbances. Taking into account the little duration of the excita-
tion in this demonstrative device the length and the volume of high pressure
Ludwieg tube chamber, chosen as little as possible to minimize the consumption
of expansive and corrosive gases, permit to achieve steady state flow condi-
tions for about 2 ms, with Argon or Neon as diluant.

Provision is made on test section side walls for piezoelectric gauges,
interferometric graded windows or hard coating MDL mirrors. Windows and
mirrors are mounted slightly away from the walls, the cavity length being
equal to 18 cm.

Experiments at room temperature, without flow, are also performed
immediatly after a dynamic shot with the same sample of gas and the same
excitation conditions, it is so possible to compare directly the effect of
temperature on laser or fluorescence emissions.

Routine control diagnostics of the experiments consist essentially, for
each shot, in a check of Marx genmerator voltage and total current intensity
and in a measure of pressure time dependance of the supersonic flow.

It is also possible to record :
- Supersonic flow density map and its space and time variation following

e-beam excitation by means of a Michelson interferometer using a pulsed ion
laser source and streak or frame photographical records.

- Time variation of laser and fluorescence intensities by means of filtered
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Fig.l Cross sectional view of test
section and electron gun

(a) ]

(b)

(200as/div.)

Fig.2 Electron beam current (a) and

laser (b) waveforms. The peak current
corresponds to a e-beam of 10 A cm 2
in laser cavity. Gas Ne/Xe/HCR;T=120K

T . =0.1 % and 5 %.
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Fig. 3 Densitometer traces of XeCl
laser spectrs at various tempera-
tures and densities (Gas : Ne/Xe/HCL
1000/17/7.5)
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Fig. 4 Measured output laser energy
as a function of Xe concentration

for T = 120 and 300 K ; T =5 1,
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PMT or photodiodes.

- Time integrated spectral repartition of laser and fluorescence intensities
by means of grating spectrographs.

- Total extracted optical energy by means of a Gen-Tech joulemeter.
EXPERIMENTAL RESULTS
A. Laser emissions

The described device has allowed the generation of several high power
ultraviolet and visible laser emissions from excimers (XeF and XeC%) ionic
(NeII) and atomic (FI) electronic transitions when mixtures or rare gases
and fluored compounds in supersonic flow where e-beam excited at very low
temperature.

St rong lasing has been achieved near 350 nm on XeF* when Ne-Xe-NF, mixtures,
aerodynamically cooled to 120 K and at a density of 1 amagat, were excited

by a 10 A c-? - 240 kV e-beam. About 1 millijoule of laser energy was obtai-
ned in a 400 ns FWHM pulse limited only by the e-beam pulse length!!’'2, It

is noteworthy that the laser pulse length was much longer than the 17 ns
radiative life time of the XeF (B-X) laser transition showing no bottlenecking
for the lower laser level.

~ Lasing was also achieved with the same device on Nell transitions at

3378,23 and 3481,95 A when mixtures of Ne and a few part per thousand of NF3
were cooled down to 80 K and excited by a 240 kV - 10 A cm 2 electron beam

of 600 ns FWHM duration'®. The two laser emissions have a 350 ns FWHM duration
limited only by the e-beam lifetime. It is noteworthy that in our experimen-
tal conditions these two laser lines have never been generated at room
temperature. The 348)A laser line has never been obtained before at high
density.

- Very strong lasing has also been achieved with the same device on FI
transitions at 7130 and 7310 A when mixtures of He and NF; were cooled down
to 120 K and excited by an e-beam with a current density as low as a few

A cm

More details are given below in the XeCL case, which has permitted to
achieve,up to date, the best results in our device. Strong lasing was obtained
on several XeC{ bands near 308 nm at both very low temperature and room *empe-
rature with the present small amplification length device, when Ne : Xe : HCR
mixtures were e-beam excited. These laser wavelengths are the shortest to have
been generated up to date in a supersonic flow. Fig. 2 shows typical oscillo-
scope traces of e-beam current (Fig. 2a) and laser waveform (recorded with
filtered PMT (Fig. 2b) for the case of supersonic flow XeC{ laser experiments.

In all the experiments performed the laser pulse was much longer than
the 11 ns XeCL upper level radiative life time'® and was only limited by
the electron beam pulse length.

Fig. 3 shows typical high resolution laser spectra recorded under three
different conditions for the same working mixture, Ne : Xe : HCL (1000 : 27 :
7,5). Figures 2a and 2b correspond to the cases when active medium were
serodynamically cooled to 120 K, the densities being respectively equal to 1
and 1.7 amagat. The Fig. 3c corresponds to a room temperature experiment
with the same active medium at 1 amagat density.

The recorded wavelengths measured in air A = 3079, 35 20.054 H
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Fig. 5 Interferogram of a perturbated
supersonic flow in test section. Gas:
Néon, M = 1.75, P = 4.5 Atm,

Ao/winit‘= 2.1 % per fringe.

Fig. 7 Interferogram of a not pertur-

bated supersonic flow. Gas : Helium,

M=1.75 P =4.5 Atm, B0/p, . =4,3%
: init.

per fringe.

Fig. 6 Laser beam pattern with a per~
turbated supersonic flow correspon-
ding to fig. 5 interferogram.

Gas : Ne/Xe/NF;, M = 1.75, P = 45 Atn
A = 350 nm

Fig. 8 Laser beam pattern with a not
perturbated supersonic flow corres-
ponding to fig. 7 interferogram. Gas
He/NF;, M=1.75,P=4.5Atm.A =730 nm.
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3081,83 A and 3084,31 A zare respectively assigned following Tellinghuisen'$

to 0-1, 0-2 and 0-3 Xe?®CL bands. The laser band at A = 3081,39 A has not been
assxgned The comparison of the Fig. 3 spectra shows a strong modification

of the ratio of 0-1, 0-2 and 0-3 Xe CR band intensities with experimental con-
ditions. At T = 120 K and p = 1 amagat the relative intensity of the 0-3

band is higher than the O-1 band one in spite of the lower value of its Franck
Condon factor!®. This indicates that the XeCL lower level manifold is not
fully relaxed. In spite of this the total laser energy is, as reported below,
higher at low temperature than at room temperature. Whatever our experimental
conditions we have observed only laser tramsitions from v' = O showing that
the XeCf laser upper level is fully relaxed.

Fig. 4 plots the extracted optical energy of the XeCL laser for Ne/Xe/
RC mixtures as a function of Xe relative concentrations and that for tempe-
ratures equal to 120 and 300 K and a density equal to 1 amagat with an e-beam
excitation of 240 kV and 10 A cm 2 during 600 ns (FWHM). The extracted energy
for low Xe concentration is noticeably higher at T = 120 K, than at T = 300 K
However for T = 120 K, when Xe concentration is increased a saturation process
occurs which is faster for the low temperature case. The saturation at low
temperature is probably due to the beginning of Xe liquefaction which would
limit the available Xenon concentration and could lead to a scattering of the
laser beam. The maximum output laser energy obtained with our device for
T = 120 K and p = 1.7 amagat was equal to 15 millijoules on 0.5 ps pulses
through a 5% transmission extracting mirror. This value corresponds to a spe-
cific extracted emergy and power of 1 J/{ and 30 kW/cm? and has been achieved
with a mixture (Ne - Xe - HCL , 1000 -~ 20 - 1).

The increase of extracted laser power and efficiency when cooling Ne/Xe/
HCL mixtures is not induced by an increase of the upper laser level population
as observed from fluorescence intensity at 308 A which is not modified by
cooling. The favorable effect of cooling is expected to be due to both an
increase of the gain (spectral ngrtowlng and optimum J number lowering) and a
decrease of :he absorption by Ne, and Xez molecular ions at 308 mm as predic-
ted by Wadt?

B. Aerodynamic flow field study

An interferometric study of the flow field in the test section has been
undertaken to precise the contribution of aerodynamic perturbations to
the losses in the laser cavity. The interferometer was of the Michelson type,
the ionic laser light source permitts either to record a snapshot of the
interferogram pattern with a 200 ns exposure time (Xenon laser) or to record
and x,t diagram by means of a drum camera during about 1500 us (Argon laser)
and to check the Ludwieg tube starting process or the steady state flow
in order to know the best time for the electron beam excitation of the flow
and to measure the perturbations in laser cavity.

The interferogram of the Fig. 5 corresponds to a supersonic flow when
a step in the electron gun window holder alignement lead to a strong perturba-
tion of the flow. Even with such perturbations it has been possible to achieve
laser emission down to wavelength as short as 350 mm. Moreover a photographi-
cal record of laser pattern shows (Fig. 6) the perturbations induced by
aerodynamic density gradients.

A carefully alignement of the different parts of the channel permitted
to achieve a quite good flow quality. The figures 7 and 8 correspond to an
interferogram and a laser pattern obtained in such a configuration. More-
over it must be pointed out that the laser beam patterns recorded from an
active medium in supersonic flow or without flow are similar.

The Figure 9 corresponds to an x,t diagram of the fringes when Helium
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is used in supply tube. The Ludwieg tube length being in these conditions too
short to achieve quasi steady flow. The curve on Figure 10 shows the corres-
ponding density time dependance of the flow in the constant area channel.

As an example and to illustrate the leading part of the supersonic flow
in the frame of a high repetition rate or continuous laser, the Figure 11
shows a fringe pattern when e-beam energy is deposited in an active medium
without flow. At the opposite no perturbations was recorded in the laser cavi-
ty when energy is deposited in a supersonic flow active medium.

The use of aerodynamic technics in laser physics has already permitted
to achieve,in infrared wavelength range high average power or continuous wave
systems, similar technics in electronic transition systems could lead to a
class of lasers whose applications are numerous.
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THE DOUBLE SHOCK WAVE TUBE: EXPERIMENTAL
INVESTIGATION OF SHOCK-SHOCK REFLECTIONS

WALTER GAREN and GUENTER LENSCH

Fachhochschule Wedel, Germany

In a newly constructed shock wave tube, density and veloci-
ty of incident and reflected shock waves have been studied
interferometrically. Shock waves are reflected from oncom—
ing shock waves of equal strength instead of from an end-
wall plate. The commonly used diaphragm has been replaced
by a quickly opening pneumatic valve. In this paper we ha-
ve investigated head-on collisions of identical shock waves
for the gases Ar, Xe, CO, and CCl1,F, and for Mach numbers

1< M; s 10. Our present measurements can be summarized as
follows: As to reflected shock waves, experimental and theo-
retical velocity results are in excellent agreement. The fi-
nal state of the reflected shock wave has been found to be
in equilibrium even at a distance of about ten mean free
paths from the head-on collision point. As to large distan—
ces, the flow in the shock tube becomes quite complex due to
the influence of the contact surface.

INTRODUCTION

A shock wave, passing through a gas, heats it rapidly and thus provides
a useful experimental means of studying non—equilibrium processes. However,
the gas influenced by a shock wave is set in motion and thereby complicates
experimental measurements. Allowing the shock wave to reflect from an end-wall
of a shock tube provides some gdvantages, but a serious problem is still the
heat transfer to the end-walll,? . In the absence of heat conduction, reflect=-
ion from a plane wall is analogous to two equal shock waves of opposite di-
rections interacting with each other’. Thus we have set up a double shock wave
tube in which an incident shock wave is reflected from a shock of equal
strength. This device, having an "ideal reflector" for incident shock waves
could be useful in studying non-equilibrium rates of relaxing gases.

EXPERIMENTAL
Apparatus
Due to the behaviour of different bursting processes of diaphragms it

is difficult to produce identical shock waves. Therefore we have replaced
the commonly used diaphragm by a quickly opening valve®, which produces equal
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shock waves for a chosen pressure ratio of driver and rest Eas. This method
has been successfully for several shock tube investigations®,® ,7. Shock tube
and high pressure chamber are separated by the pneumatic valve instead of a
diaphragm.

-

DIAPHRAGM W
E)_(PA_!?O& Ry PNEUNATIC Po
~ CHAMBER VALVI

!

The pneumatic valve consists of a cone and an expansion chamber. One side of
the cone has been shut by a rubber disk of silicone with a thickness of 2 mm.
Cone and expansion chamber are separated by a diaphragm, which is fixed by a
magneto-electric shutter. By increasing the pressure p_the initially plane
rubber disk bulges and finally provides a vacuum tight seal for the shock
tube. In order to open the shock tube rapidly one has to lower the pressure
p_ suddenly. This can be done conveniently by lowering the pressure p_in the
expansion chamber by means of a mechanical vacuum pump until the diaphragm
breaks. After rupture of the diaphragm, expansion waves travel into the cone
and the rubber disk is pulled back. A shock wave is produced corresponding
to the pressure ratio p,/p,. Slightly different behaviours of diaphragm
ruptures have no effect on the opening process of the pneumatic valve, the
reproduction of producing equal shocks is very good.

With the help of two identical valves at both ends of a shock tube we have
constructed a so-called "double shock wave tube" (fig 2).

Fig 1. Principle of

the pneumatic valve
PUMP

ST SHOCK TUBE

HC  HIGH PRESSURE CHAMBER
PV PNEUMATIC VALVE

M5 MAGNETIC SHUTTER

D DIAPHRAGM

EC  EXPANSION CHAMBER

Ll LASER INTERFERQMETER
R-B VACWM PUMPS

DG~ DRIVER GAS

TG TEST GAS Fig 2. Schematic design
PGy g PRESSURE GAUCES of the double shock wave
’ . Vg VALVES tube

It has a quadratic cross section of 40x40 mm and a length of 4300 mm. Both
pneumatic valves (PV) are connected with one expansion chamber (EC). By lower-
ing the pressure of the expansion chamber the diaphragm (D) ruptures and both
pneumatic valves open simultaneously. Thus two identical shock waves are pro-
duced in the shock tube. By proper choice of pressures in the high pressure
chambers and shock tube, it is possible of course to generate various shocks,
two rarefaction waves or a shock wave and a rarefaction wave.

Measurement technique

Velocity and density change of the incident and the reflected shock wave

[156]
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have been measured by a laser interferometer e, %, The interferometer (laser in-
cluded) is mounted on a movable frame and can be moved within 200 mm in each
direction of the middle of the shock tube. Thus the distance between the head-
on collision point of both shock waves and the measuring position of the in-
terferometer can be varied. Fig 3 shows the measuring arrangement.

DENSITY __L_}N )
rgéce =
. - " !
| |
A *
o i /7 N | \ t
£ / \e
a1
) / . s\
1
LASER BEAMS OFf x - . .
INTERFEROMETER WINDOWS Fig 3. Measuring arrange-
/’ ment. Interferometer can
[ I ey [ El__l be moved 200 mm out of
- 1) —H=1 +L;H' { H the middle of the shock
. L | l tube in both directions.
l SHOCK TUBE S:Shock wave
- - C:Contact surface

Both beams of the interferometer, separated by a distance of 5.3 mm, penetrate
the shock tube perpendicularly to the tube axis. The incident shock (in this
case coming from the left) triggers the scope. The movable interferometer has
a distanceA 1 from the head-on collision point. The first pulse of the sche-
matic density trace belongs to the incident shock wave and the second one to
the reflected shock wave. From the time intervals At, and At, the velocities
of incident and reflected shock wave can be obtained. With these velocities
and the measured time interval Atj the distance Al between the head-on
collision point and the position of the interferometer has been calculated.

PRESENT RESULTS

Fig 4 shows typical density traces. Fig 4(a) is a result of two identical

(a)

Fig 4. (a): Test of the equality for both
shock waves, produced either with the
left high pressure chamber (upper trace)
or with the right one (lower trace).

(b), (c¢): Typical density traces for in-
cident (first pulse) and reflected
(second pulse) shock wave.

(c)
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shock waves which are produced one after the other first from the left (upper
trace) and then from the right (lower trace) high pressure chamber. This is
done periodically to check the equality of both shock waves. The following
pictures are examples of density traces of interacting shock waves. The densi-
ty pulse of the incident shock wave is followed directly by the density pulse
of the reflected shock wave (fig 4 (b)). This shows that in this case the
head-on collision point and one of the interferometer beams have the same
position.

Fig 5 shows results of velocity measurements as a function of incident Mach
number M;. The velocities are normalized by the speed of sound a, ahead of the
incident shock wave and by the incident shock velocity v, respectively.

o Ar

o Xe

& COp
a CCLF,

(X9

02

Fig 5. Velocity measurements of reflected shock waves vs. incident
Mach number M;. The velocities VR are normalized either by the speed
of sound a) or incident shock speed v,. Curves are theoretical re-
sults for constant heat ratio cp/cv.
The curves are theoretical results of Glass® et. al. Excellent agreement has
been found for sll gases we have tested. These results have been obtained
under the following conditions: The distance between head-on collision point
and the position of the interferometer must be so small that the reflected
shock wave arrives at the position of the interferometer earlier than the con-
tact surface of the incident shock wave. For increasing distances there are
remarkable deviations in the density profile of the reflected shock wave
(fig 6).
If the distance between head-on collision point and position of the interfero-
meter is larger than 20 mm, the shape of the reflected density pulse becomes
more and more asymmetric. The shape in fig 6 (7) looks like an N-wave. This
behaviour could be attributed to the influence of interactions of contact sur-
face, rarefaction waves and shocks. For stronger shocks the contact surface
becomes visible in the density trace. Fig 7 shows the deviation in the shape
when the contact surface of the incident shock wave arrives earlier at the in-
terferometer than the reflected shock wave (fig 7 (5), (6)).This tendency is
similar for all gases we have tested.

Fig 8 shows a series of density traces in carbon dioxide. The density trace of
CO, shows a slow change behind the incident and the reflected shock wave caused
by the relaxation of the vibration process. The particle speed behind the re-
flected shock wave is zero due to boundary conditions. In the case of shock
vave reflection by an equal shock wave there are no influences (energy exchan-
ge, heat conduction) of an end-wall plate, Thus relaxation processes can be
exactly determined from density traces behind reflected shock waves (for in-
stance fig 8 (1)).
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Density traces in Xenon for increasing distances Al between head-on
collision point and measuring position of the interferometer.
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CONCLUSION

Some preliminary experiments with this shock wave tube have shown the
possibilities and advantages of this apparatus. With respect to the exact re-
production of gas states behind reflected shock wave (fig 5) by shock-shock
reflections, this method provides a novel tool for experimental shock investi-
gations:

(1) Determination of relaxation Processes of gases without particle velocity
and end-wall influences.

(2) Determination of end-wall influences on reflected shock waves and shock
wave structure by energy exchange and heat transfer.

(3) Study of interaction processes between shocks, rarefaction waves and con-
tact surfaces.
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ON THE MAXIMUM ATTAINABLE TEMPERATURE
IN HARTMANN-SPRENGER TUBES

ERrIC BROCHER

Institut de Mécanique des Fluides
Université d’ Aix-Marseille I, Marscille, France

The Hartmann-Sprenger tube constitutes a repetitive shock tube
in which shock waves travel up and down the tube at nearly the
acoustic frequency. During each cycle, shock wave irreversibi-
lities and frictional heating increase the mean temperature of
the gas. If the tube material is a perfect insulator, the heat
cannot escape from the gas, and the question arises up to
which values the temperature of the gas will rise. For suffi-
ciently long tubes, the compression waves produced by the
penetration of the driving jet into the tube will in general
coalesce to form a shock. However, if the temperature of the
gas increases along the tube, the steepening distance will
increase. So, as the temperature gradient of the gas increases,
a smaller fraction of the compression waves will steepen and
the shock strength will decrease at each cycle. The maximum
temperature will be reached when this fraction tends to zero.
The theory of E. Becker, which gives the steepening distance
of a compression wave train in a gas with arbitrary tempera-
ture distribution ahead of the waves, is applied to the case
of the Hartmann-Sprenger tube. Then, the maximum attainable
gas temperature and the corresponding end wall temperature are
derived. The agreement of experimental values with theoretical
results is good when the conditions underlying the theory

are met in the experiments.

INTRODUCTION

At the preceding Symposium on Shock Tubes and Waves, we presented a
paper” on the heat transfer and equilibrium temperature near the end plate of
a Hartmann-Sprenger tube.

Let us recall that the Hartmann-Sprenger tube (HS tube) is a repetitive
shock tube in which shock waves travel uyp and down the tube at nearly the
acoustic frequency. Fig. | shows a simplified wave diagram of a HS tube with
the various flow fields. The nozzle of the driving jet is equiped with a
needle so as to achieve a maximum pressure amplitude and, consequently, a
maximum temperature rise, in the device!. If the pressure ratio is over-
critical, the needle may be shaped so as to form a sonic throat and correctly
expand the jet. During each cycle shock-wave irreversibilities and frictional
heating increase the mean temperature of the gas. Near the end plate of the
tube, the amplitude of the gas motion is very small so that in this regionm,
dissipation by friction is negligeable and shock heating only needs to be
taken into consideration.

In Ref. |, we had studied the heat transfer to the tube wall that results
from the shock heating. Now, if the tube material is a perfect insulator,
the heat cannot escape from the gas and the question arises up to which value
the temperature of the gas will rise. It is known from experiments that the
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wall temperature increases from the tube mouth to the end wall. From this, one
may infer that the gas temperature has a similar temperature distribution. If
the tube is sufficiently long, the compression waves produced by the penetra-
tion of the jet into the tube will in general coalesce to form a shock. But,
if the temperature of the gas increases along the tube in field 1 (Fig. 1),
each compression wave will accelerate as it moves down the tube and the steepe-
ning distance will increase. So, as the temperature of the gas increases a
smaller fraction of the compression waves will steepen and the shock strength
will decrease at each cycle. The maximum attainable temperature will be
reached when this fraction tends to zero. Shapiro? was the first to consider
this problem. Alhough his analysis is quite sound physically, his theoretical
treatment is too crude to lead to satisfactory results.

PRI DD O IN

R R o

Figure 1. Simplified wave diagram of a H.S. Tube
i.s.w.: incident shock wave ; r.s.w.: reflected shock wave ; i.e.w.: incident
expansion wave ; r.e.w.: reflected expansion wave ; c.f.: contact front
n = needle ; N = nozzle ; T = H.S. tube ;

E = end wall ; s = sonic throat

In this paper, we apply the theory of E. Becker® which enables one to
calculate the steepening distance of a compression wave train in a gas with
arbitrary temperature distribution ahead of the waves. The theory gives the
maxionum gas temperature in field 1, near the end plate. We then compute the
corresponding maximum gas temperature in field 5. Finally, we estimate the

resulting wall temperature in order to compare theoretical values with experi-
meatal ones.

BECKER'S THEORY

In Ref. 3, Becker derives a general theory on the steepening of compres-
sion waves. Among other things, the theory covers the csse for which the
entropy varies shead of the waves. Becker approximates the continuous velocity
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Hartmann-Sprenger Tubes

distribution behind the front of the acceleration wave by a series of discon-
tinuous Mach waves. The distance between the Mach wave fronts changes with the
time and the waves are either damped or amplified.

The evolution of the acceleration a = 3u/3t at the wave front is found to
obey the following differential equation

é+§21a-1'1a2-0 I

where a represents the time derivative of the acceleration. f; and I'; are the
values at the wave front*of the quantities  and T which are defined by

LAY Ll )
r 2¢? (3 vz)s-cst

| d{pc)

@ =25 Tdx

In these expressions v represents the specific volume, p the pressure, p the
density, s the entropy, ¢ the speed of the wave front and x the abscissa. For
a perfect gas, it is easily shown that

- X
rl 2c1
so that Eq. I takes the form
i d(pic1)
 —— ———
20, dx

a a-LXl 2.9
2¢c)

Noting that ¢ = dx/dt, this equation can be integrated and yields

X
avhic Ix=0 ct Vor <

The steepening distance x__ corresponds to a + @ and this condition leads to
the following relation.

*st
[T I
o et Voicy A a Vo1 ¢; 'x=0
APPLICATION OF BECKER'S THEORY TO THE H.S. TUBE 1

The oscillation frequency in a Hartmann-Sprenger tube is very close to
the acoustic frequency ¢ /4L, where the index a refers to ambiant conditions
or, which is npproxiutety the same, to conditions at the tube mouth. L is
the length of the tube. Assuming that u varies sinusoidally with time at the
tube mouth and that e, " c‘(x-o) ¥ ¢, the maximum value of the initial

Cter s = 28 Shimn S b o

a
acceleration a atx = O is given by
2
ey
v 0
.o - Hj 3L I11

.
We replace the index o used by Becker by the index 1,in accordance with the
numerotation used in Fig. 1.
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where M. represents the jet Mach number. As mentioned in the introduction,
the gas”temperature is an increasing function of the distance x. We shall as-
sume a temperature distribution ahead of the wave of the form

T c% o
T1= 3 =1 +KE§ v
o} C]o

where £ £ x/L and where K and n are constant.
If the pressure ahead of the wave is assumed to be constant

oy Ty
o] n -1
—_— = — =[] 4+ \
o ke
Introducing Eqs. III, IV and V into Eq. II and looking for the condition
for which the steepening distance xg is just equal to the tube length L we

obtain ¢

1

J dg ! vI
1+ ke® 1374 (yenyn LB

Eq. IV can be integrated, assuming various values for the exponent n, and
yields a relation between Mj and K.

For n = 1, this relation is

K
M, = VII
ImOD) e VA D

whereas for n = 1/2, it reads

2
M, = —t K VIII

I ameen k(e M4 é [ a4 2 )

For any value of n, making K + O gives a minimum value of the Mach number

4

Jpin ™ G*D

M

below which no shock steepening occurs. This is because the steepening length

is larger than the tube length for M, < M,
] Inin

TEMPERATURE BEHIND THE REFLECTED COMPRESSION WAVES

The temperature we have just computed is the maximum temperature attaina-
ble ahead of the compression wave train. This is not the maximum temperature
of the cycle which occurs behind the compression waves reflected by the end
plate of the tube. An estimate of the temperature ratio TSL/TIL' the index

L referring to conditions near the end plate, may be obtained from our pre-
vious results on the limit cycle of a H.S. tube (Ref. 4, Eqs. 12 and 13).
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L | — 1
IX
Ty, 1- o2 £
b}
where o is a parameter which takes into account the heating of the driven
gas ( 1/a= mean static temperature T, of the driven gas in field 2 of Fig. 1/
stagnation temperature Tmt of the driver gas) and
1
E (Y-l) M.
f (M.) =
] 1 R /2
[1+ 3 (y-1) Mj]
We now seek a relation between a and K. The parameter o may be written as
-1 =
a”t = To/T o,
T, T, T,
=) GO T X
T, 1o tot,
1
where T, represents the mean temperature of the gas in field 1 of Fig. 1.
Assuming that the pressure ratio across the compression wave train is in-
dependent of x, we have
T, /2 2
—=(-a £) X1
Ty
The mean temperature Tl is found by integration of the temperature distribu-
tion (Eq. 1IV) _
T
—_—= ] 4+ _K_ XII
T n+\
¢}
Near the entrance of the tube, the temperature of the driven gas is very
close to T ,» 80 that we may write
tot,
]
Ti, ~ Ti,
Teor, T2
1/2
=(-a DH? X111
Introducing Eqs. XI to XIII into Eq. X, we obtain
Sl X
a 1+ el Xmw
The maximum attainable gas temperature is now written as
,
.
[1651
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Ts,, 5y, Ty, Ty
T = (—Tx ) (-IT) G )
tot L tot
/2
= (1+K) (1 + a £)? XV

where K and o may be computed as functions of M. with the help of Eqs. VII,
VIII and XIV. ]

The temperature ratio T5L/Tto given by Eq. XV is shown in Fig. 2. It

t.
is seen that this ratio becomes qui{e large when Mj > }. For M, 2 2, TSL could

be greater than 3000°K. It is also observed that the temperature ratio is lar-
ger for monoatomic gases than for diatomic gases. Although for different
reasons, the equilibrium temperature of the driven gas when heat transfer is
present has also been found higher for monoatomic gases' . Finally, it is seen
that the exponent n of the temperature distribution has an influence on Ts_ .
Since no measurement of the gas temperature has been made so far, we can only
check the theory (and hopefully determine the adequate value of n) with measu-
rements of the end wall temperature.

13
12
n

10

——t——t——wt

Figure 2. Maximum attainable temperature behind the reflected

compression waves as a function of the jet Mach number
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Hartmann-Sprenger Tubes

END WALL TEMPERATURE

Since the end wall is exposed approximately half-a-period to Ts and

half-a-period to T; , we may assume that its temperature T

is close™to the

arithmetic average of TSL and T‘L' With this assumption, it is easily verified

that
T, v 1 (T5L + Ty
tot, 2 Ttotj

)

= (1+K) (1+a £2)

XVI

The wall temperature given by Eq. XVI has been plotted on Fig. 3. It

is seen that '1'w could reach very high values when Mj > 1.

12(

] 77

For Mj “ 2, the

‘ A A

as 0 15

Figure 3. End wall temperature

Experiments 0 tube material : wood ; gas

A tube material : Pt ; gas : He
theory indicates that T
high temperatures have

: air (Ref. 5)
(Ref. 6)

could be of the order of 3000°K. Until now, no such
Been reported. This is certainly because it is very

difficult to achieve a sufficiently good insulation whereas it is assumed in
the theory presented here that the tube is a perfect insulator. However, a
few experiments have been run by Maresca® using wood as tube material and air
as gas. The temperatures measured by this author are indicated on the figure.
It is seen that the agreement between theory and experiments is fairly good
over the small Mach number range tested (wood is an excellent insulator but

burns at higher Mach number unfortunately !). At the lowest Mach number

(Mj = 0,53) some heating is measured whereas none is predicted by the theory.
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This is because frictional heating has not been considered in the theory. For
higher Mach number (M, = 0.7] and 0.84) experimental values appear to follow
the theoretical curvelobtained with n = 1/2. This temperature distribution
corresponds to a sharp drop in temperature near the contact front between the
driver and the driven gas. This drop can be explained by the mass exchange
which occurs at this front through the boundary Iayer5’7. Also indicated on
the figure are a few experimental points obtained by Albertini®. This author
used a tube (10 cm in length, 3 mm in diameter) made of thin platinum sheet
(1/10 mm). The tube was inserted into a sealed box in which vacuum was created
and it was surrounded by a cylindrical reflector to decrease radiation losses.
With Helium at M = 0.96 the agreement with the theoretical value (n = 1/2) is
excellent whereas for lower M. frictional heating i3 at the origin of higher
experimental values. At M, =2 J, the measured temperature (T = [570°K) is
substantially smaller thall the predicted one ( "3200°K) and”this is certainly
due to heat losses (especially radiation).

CONCLUSION

Considering the large values of the maximum attainable temperature predic-
ted by the theory and the already available experimental values, it seems
wor thwhile to run experiments in which heat losses are minimised sc as to ap-
proach the high temperatures predicted. The possibility of producing high

temperature gases ( 3000 °K) in a continuous way should offer interesting
applications in high temperature physics and chemistry.
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PRESSURE WAVES RADIATED FROM BUBBLES COLLAPSING
WITH PHASE CHANGE

SHIGEO FuJikawa and TERUAKI AKAMATSU

Department of Mechanical Engineering
Kyoto University, Japan

This paper deals with, both theoretically and
experimentally, the mechanisms by which the violent
action of collapsing bubbles is brought to bear on
s0lid boundaries. In the first part, are analysed
the effects of nonequilibrium vapour condensation
and heat conduction on the collapse of bubbles: (1)
condensation coefficient, (2) presence of noncon-
densable gas, and (3) initial bubble radius. Nu-
merical results indicate that these effects have a
very strong influence on the dynamical behaviour of
bubbles, and that purely vaporous bubbles produce
strong pressure waves owing to the nonequilibrium
behaviour of the contained vapour. In the second
part, are described experimental observations of
microjet formation and shock wave radiation from
collapsing and subsequently rebounding bubbles near
the surface of a photoelastic material. It is elu-
cidated that the stress waves in a photoelastic
specimen, due to the bubble collapse, are caused by
the impact of the shock waves, not by the jets.

1. INTRODUCTION

Most of the theoretical and experimental efforts to explain
the destructive action by cavitation have been spent in attempts to
understand the collapse process of bubbles in the vicinity of solid
boundarties. Two different mechanisms have been suggested as the
primary source of cavitation damage: (1) shock waves emanated into
the liquid at the instant of the bubble collapse, and (2) microjets
induced on the bubble wall by the presence of solid boundaries.

Concerning the former shock wave radiation from the bubblest ’
certain ?mgunt of work has been rgporced; Guth Jones & Edwards 2,
Kuttruff(3), Hickling & Plesset(“ , and Fujikawa & Akanatsu(5),
Kuttruff observed not only shock waves, but also flashes of soro-
luminescence light from the ultrasonic cavitation. However, it
had been believed that bubbles, very close to solid Yl*ll, cannot
radiate shock waves sccompanying the rebound(Plesset{6)); in such a
situation spherical collapse or rebound cannot be expected to occur
because of asymmetrical bubble shape distorted by wall effects.
Under highly controlled conditions produced by a water shock tube,
Fujikawa & Akamatsu observed shock waves emanating from bubbles ia
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the neighbourhood of the solid boundaries and, furthermore, pointed
out the possibility of shock wave radiation from purely vaporous
bubbles owing to the nonequilibrium vapour condensation. If con-
densation rate is not high enough to keep up with the inward radial
velocity of the bubble wall in the final stages, the contained va-
pour will behave like a noncondensable gas. One of the objects
of the present study is to elucidate the behaviour of the spheri-
cally collapsing bubbles and the resulting shock waves. Theoretical
and numerical analyses will be made taking account of the effects
of evaporation, condensation at the interface, heat conduction in-
side and in the surrounding liquid, and liquid compressibility.
Liquid jet formation of collapsing bubble, on the other hand,
?lso has been stud%ed by numerous invesfifa:ors; Kornfeld & Suyvorov
7), Naudé & Ellis 8), Benjamin & Ellis 9 Plesset & Chapman(lo),
Kli?g & Hammitt 1) Lauterborn & Bolle(‘zzand Fujikawa & Akamatsu
(13 The supposition that the destructive action on the solid
boundary 1is caused by the impact of microjets has not been verified
directly by experiments. Fujikawa & Akamatsu observed in greater
detail the behaviour of collapsing bubbles; shock wave radiation,
subsequent microjet formation and their impingement on the solid
boundary. They found that the violent action was brought about by
shock waves generated at the instant of the rebound. The other
object of the present study 1is to give conclusive evidences for the
authors' previous observations. They carried out experiments by
using a high-modulus photoelastic material in order to distinguish
the stress waves due to the shock waves from those due to the jets
and the background noise.

2. NOMENCLATURE

c: sound speed a: thermal accomodation
D: coefficient of thermal coefficient

diffusivity n: initial time on the outgoing
e: specific internal energy characteristic

E: internal energy y: ratio of specific heats
h: specific enthalpy A: coefficient of thermal con-
L: latent heat of evaporation ductivity
or condensation u: coefficient of shear vis-
m: rate of evaporation and cosity
condensation ¢: density
p: pressure 0: surface tension coefficient
P: Prandtle number
q: heat flux Subscripts & superscripts
r: radial distance from center
of bubble c: value at center
R: radius of bubble g: noncondensable gas
R=dR/dn i: value at bubble wall
R: gas constant 2: liquid
S: surface area m: mixture of vapour and non-
t: time condensable gas
T: temperature v: vapour
u: radial velocity o: initial value
V: volume »: value at infinity
Gy evaporation and condensation *: equilibrium value

coefficient
3. COLLAPSE OF A SPHERICAL BUBBLE
3-1 Statement of problem and basic equations
A spherical bubble containing both vapour and noncondensable

gas 1is located in an infinitely extended mass of liquid. The
ambient pressure is increased instantaneously to a high state froa
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an initial low state, and the collapse ensues, accompanied with
phase change and heat conduction, The problem is to study these
physical effects on the bubble collapse. Schematic diagram depict-
ing a model 1s i1llustrated in figure 1.

In writing the basic equations, the following assumptions are
made: (1) The bubble 1s spherically symmetric. (2) The pressure
inside the bubble is uniform throughout. (3) The vapour and non-
condensable gas are inviscid and obey the perfect gas law. (4) The
temperatures of the vapour and noncondensable gas are equal. (5)The
thermal boundary layers developing both inside and outside the bub-

ble are thin enough compared with the bubble radius. (6) There 1is
a thin but finite nonequilibrium region at the interphase. (7)The
physical properties of liquid and gases are constant. The validirty

of these assumptions has been discussed elsewhere
Then, the governing equations for the liquid and gases, and the
boundary conditions may be expressed as follows:

Outside the bubble

ae e du 2u i
e 2 i 2 Interface {Nonequilibrium)
ON f— —= — 4+ —) o
CONTINUITY: g~ + e Y Gt 0(1) \\3\
3 u, aul 1 3p . ‘\)\ \\
MOMENTUM: 37— + U 3= = -2 2 Yappur % \\ \ Liquid
at £3r e ar (2) ““&°;;“"““\ \ .
2 .
3T 3T 34T 3T [ Evaporation
ENERGY: _2 +u =% = D¢ 3 + i !.) (3) condensation
at L3r ar2 r ar \'>/ Heat conduction
p, + B e, n /// /
EQUATION OF STATE: -2 . (-1 4) [7 /
Pa t B 2w Thermat <
boundary layer
where B=3010 atm and n=7.15 for water. Fig.l Model

of a bubble
Inside the bubble

CONTINUITY: for the vapour 4 I e dV = I 8ds (5)
dt J V' v s
d
d f th d bl a3 —_ - 6
an or e noncondensable gas 3t Ivesdv 0 (6)

where the rate of evaporation and condensation m of the vapour 1is

ao._m P Py,
7
lznv/'r_u F'r;1 (7

in which T 18 the correction factor approximately equal to unity.
ENERGY: for the thermal boundary layer near the interphase

de de p_ du 2u 3q 2q

-5 B ., . R, B8, 8 8 __8 8
°e(7E * Yair ) TGy *3) -G+ ) ®
and for the global contents within the bubble
dE P
8, mdyv J’ -J‘ - 9
3t * 7 act Jv'aad’ sh'ids o (9)
where 1, is o7
9 = ~A3r j
EQUATION OF STATE: for the vapour Py " O R T, (10) §
for the noncondensable gas p‘ - O.I'T- (11) i
[1m)
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and for the vapour-gas mixture Pp " ngme (12)

At the interphase

CONTINUITY: for the liquid [e,.(ul - R)]R= - (13)
and for the vapour-gas mixture [gm(um - R)]R= -m (14)
MOMENTUM:
2 . Aul au uy
PR T _ig tr,t Py + [em(um - Ry, - “l)]R 3 (a: = T R(15)
ENERGY:
BTl aTm .
A GE R " AalEE dp tEL (16)

TEMPERATURE DISCONTINUITY:
T T (2 - 0.8270T)Ymu 29 )l/z(arm)
mi Li lo(‘ym - l)emuTPm RmTli 3r 'R

(17)

Finally, equilibrium(or saturated) vapour pressure can be estimated
from Clausius-Clapeyron equation.

3-2 Analysis

The PLK coordinate-perturbation technique is applied, for the
equations (1), (2), and (4), to derive the equation of motion of
the liquid surrounding a collapsing bubble. Specific expansions
for #,r, and t are taken in the following forms:

$(r,n) = 4o(r.n) + -g1(r,n) + Zpea(r,n) + ~----
r=r (18)

1 1
t =+ t)(r,n) + Fea(r,n) + -----
@ o«

where ¢ is the velocity potential for the liquid. The boundary
conditions are ¢=0 as r+», and the equation (13). The resulting
equation? 9c1ude al og the equations prev{ou§1y obtained,e.g.,
Rayleigh{15 ,Herring 16) 'and Tomita & Shima as special cases.

In solving the energy equations (3), (8), and (9), the follow-
ing Lagrangian coordinates are introduced:

Y (r,t) = (/N[ - R()?]
Y (r,c) = [Fe2e (E,£)dE / [(e2e (&, e)dE (19)
t =t

Approximate solutions are obtained, by the perturbation method,

under the assumptions that appreciable temperature gradients are es-

timated only in thin layers both inside and outside the bubble. The

initial and boundary conditions are T, (r, 0)-T (r, 0)-T w T, (r,t)=T

as r + », and the equations (l4) and %16) L L=
Finally, we can obtain the equations for vapour and gas pres-

sures from the equations (5), (6), (10), (1l1l), and (12).

3-3 Numerical results and discussion
3-3-1 Collapse of a vapour/gas bubble For comparison with our
experimental data obtained by the water shock tube, the following

conditions are chosen: Ro-l.O mm, TQ“-293.15 °K, pl.-0.7025 atn,

g
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P 0=7.025 X 10_3 atm, pvo=0'02305 atm, and a,.=1.0, The numerical
r8sults are shown for condensation coefficiegt a =0.04. The results
are compared with the behaviour of the bubble containing air under-
going an adiabatic process and the saturated vapour, which is indi-
cated by chained lines with one dot.

Figure 2 shows the time history of the bubble radius. In case
in which the evaporation and condensation of water vapour and heat
conduction take place at the bubble wall, the bubble contracts slow-
ly in the final stages of the collapse in comparison with the adia-
batic case. The damped ratio of the maximum radius Rmax of the
rebounding bubble to the initial radius R_, (|R _-R |[/R  x 100),
is 19.4 % for the bubble with evaporation or c8nd%A%ati18n and heat
conduction, and is 17.2 7 for the adiabatic bubble.

Figure 3 shows the time histories of the temperatures of the
bubble contents (a) and the liquid (b). The maximum temperatures
at the center and at the interface of the bubble are 6700 °K and
3413 °K, respectively. These temperatures are much lower than
those in the adiabatic collapse(8786 °K). The temperature through-
out the bubble contents is not uniform because of heat conduction at
the interface. The interfacial temperature of the bubble falls to
292.4 °K at a time 2 usec after the first rebound, because the bub-
ble rapidly expands. The temperature at the bubble center, on the
other hand, decreases adiabatically during 11.4 usec after the re-
bound, and then it is maintained at about 870 °K. The maximum
interfacial temperature of the liquid is 474 °K. The temperature
discontinuity at the interface increases as the bubble collapse
proceeds.

Figure 4 shows the time history of the vapour pressure within
the bubble. The maximum vapour pressure?P .. is 144 atm, while
the maximum equilibrium vapour pressure p$ma is 15.6 atm. The
actual vapour pressure deviates from the equilibrium pressure in
the final stages of collapse.

Figures 5(a) and (b) show the pressure distributions in liquid
before and after the collapse of the bubble. Dotted lines indicate
the pressure at the bubble wall,
and dashed lines represent the locus .
of the instantaneous peak pressure. RN
The time Tt (=t Pole /R ) is taken N Amapat < & Equtibe-ur
from the start 44 tﬁe 8ollapse. The x
comparison of the present result
with the adiabatic collapse 1is made s
for the nearly same bubble radii.

»} o i
0 ’ 16 : fowgmm 3
VMK & Zquihibrium
2 Fig.2 The time history of
] the bubble radius
J A
i "
s
“'u
U
[t}
11}
1of
(a) (b)

Fig.3 The time histories of the temperatures of the bubble
contents{a), and liquid(d)
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In the early stages of the collapse the
pressure in liquid is slightly higher
than that in the adiabatic case, but in 10
the final stages becomes lower than it.
The attained maximum impulsive pressures
are 991 atm for the present calculation
and 1033 atm for the adiabatic collapse. P
The pressure in liquid attenuates by the ”%
effect of 1liquid compressibility and, at
the instant when the bubble attains to
its minimum radius, the pressure, at the
position r/R =1, 1is 13 atm(the same
value as in Ethe adiabatic case). Figure 3
(b) shows that the pressure wave forms
and travels outwards into the 1liquid
after the rebound. The pressure front
gradually steepens, but the wave atten-
uates approximately in proportion to 10
1/r through the liquid. The peak
pressure 1s lower than that in the adi-
abatic collapse and, at the position
r/R =1, 58 atm(in the adiabatic case
63 gtm). As 3 whole, present cal-
culations support t?e)eatlier work Fig.4 The time history
Sﬂifkling & Plesset'*’, Tomita & Shima of the vapour pressure
17)y both in the order-of-magnitude
of the peak pressures and the pressure wave attenuation in inverse
proportion to distance.
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(a) Before the collapse (b) After the collapse
Fig.5 The pressure distributions in liquid before and after
the collapse of a vapour/gas bubble with initial radius R
=1.0 mm °
3-3-2 Collapse of a vapour bubble Figure 6 shows the pressure
distributions after the collapse of a bubble containing only the
water vepour; initial conditions are the same as those in figures
2-5. The maximum impulsive pressure p is 8340 atm. The pres-
sure at the instant when the bubble rcnéfgf its minimum radius is
10 atm at the position r/R =], Meanwvhile, the greatest preasure

at the same position after®the collapse 1s 218 atm. Here, even a
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Fig.6 The pressure distri- Fig.7 The pressure distri-
butions after the collapse butions after the collapse
of a vapour bubble with of a vapour/gas bubble with
initial radius R°-1.o nm initial radius Ro-O.l om

purely vaporous bubble proves to pro-
duce a pressure wave at the instant of (ug!

the rebound. The mechanism can be F

explained as follows; at the initial >u.

stages of the collapse the vapour con- ‘

denses back into the liquid, so that "'rw

the vapour pressure in the bubble re- E aimm

mains equal to a saturated vapour L

pressure. However, at the final i

stages the collapse takes place so [

rapidly that most of the vapour does i °10 men

not have enough time to condense. 2 N L.\
This remnant of vapour may then be "w 16 R/ '
compressed to a high pressure, which ¢
will eventually become large enough Fig.8 The effect of the
to halt the inrushing liquid. Then, bubble radius on the
the bubble rebounds and the pressure bubble collapse

wave radiates into the liquid.

3-3-3 Effect of the bubble size on the collapse of bubble Figure
7 shows the pressure distributions in liquid after the collapse of
a bubble with initial radius R =0.1 mm; initfal conditions are the
same as those in figures 2-6. ° The present bubble collapses to a
nuch smaller radius in comparison with the adiabatic collapse, be-
cause the smaller bubbles show increased effects of heat conduction
s the t?ernnl diffusion length 8 within bubbles will be proportional
to R }/2, and the ratio &§/R_ will vary as R ~1/2, This results in
a hiih collapse speed and a®more violent cofl.plc. The attained
maximum impulsive pressure and gas temperature at the bubble center
are 2265 atm and 4151 °K, respectively. The pressure is about
twice higher than that in the adisbatic collapse, whilst the tem-
perature is about one-half lower than 1it. During rebound, a
stronger pressure wave emanates intc the liquid and {ts front steep-
ens when compared with the adiabatic case. Figure 8 shows the ef-
fect of the bubble radius on the collapse speeds. The smaller are
the radii of bubbles,at the higher speeds the bubbles collapse, and
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consequently the stronger pressure waves may be emanated into the
liquid.

4. EXPERIMENTS

4-1 Apparatus

The authors already g?v% ? d?tailed description of their water
shock tube in their papers 5),(13) So that, they will explain
only the present experimental method. In the water-filled shock
tube, bubbles expand to maximum radii under the action of expansion
waves, and then collapse under successive compression waves. The
collapse and rebound of bubbles situated at various distances from
the solid boundary of a photoelastic material are observed by means
of dynamic photoelasticity.

Figure 9 shows the configuration of a photoelastic specimen
relative to a bubble and a pressure

gauge. The specimen is fabricated

with 12 mm x 8 mm x 6 mm-thick epoxy ShQZ??Lbe
regin(photoelastic sensitivity: 1.00 ﬁ ’//

nm/k ) of stress wave velocity 2600

n/sel. The pressure gauge with high Comp. wave
responsibility 1s flush mounted with Liquid

the tube wall opposite to the photo- a

elastic specimen and 1s used to detect Stress Pressure
the instant of arrival of the shock wave Shock gauge
wave radiated from the bubble. It wave P//
takes just 10.57 usec for the shock

wave emanated from the bubble to Bubble

reach the pressure gauge.

Photoelastic model
4-2 Experimental results and discussion

4-2-1 Microjet formation and shock wave Fig.9 The configuration

radiation Figure 10 shows typical of the photoelastic
high-speed photographs of a spherical specimen relative to the
bubble collapsing close to a solid bubble and the pressure
boundary. The bubble is produced at gauge

a distance L=1.80 mm from the boundary

and reaches a maximum radius R_=0.95 mm;

the ratio L/R =1.89, The tim@ elapsed from the start of collapse
is marked undeér each of the frames. During collapse, the bubble
loses spherical symmetry by flattening and forming an inward moving
jet on the bubble wall opposite to the solid boundary. In our
pictures the jet, inside the bubble, is invisible because these
frames are shadow pictures taken by a Cranz-Shardin camera.
However, as a result of a higher collapse speed of the upper bubble
wall, the jet can be expected to be produced, penetrating the bub-
ble towards the rigid wall. The funnel-shaped protrusion, visible
as a fine dark line, 18 a secondary effect produced by the jet im-
pingement on the lower bubble wagll This 1s called " tip " and
distinguished from " true jec " 12} Whether the true jet and the
tip can produce impulsive pressures will be clarified in the next

section. .
Bubble 1=
‘ || IIIIIII |IIIIII |IIIIII |IIIIII|
0 usec 114 126 148 174 194 Wall

Fig.10 Microjet formation from the bubble in the neigh-
bourhood of the solid boundary
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Figures 11(a) and (b) show Spherical W
representative pictures of shock
waves radiated from bubbles (a)
close to, or (b) in contact with,
the solid boundary. These re-
sults clearly indicate that the
presence of a solid wall does not
inhibit the bubble rebound and
the resuiting shock wave radiation.

shock wave

4-2-2 Stress fringes, in the pho-
toelastic material, caused by the

bubble collapse Figures 12(a)

and (b) show typical high-speed Fig.ll The photographs of the
photographs of bubbles in contact shock waves emanated from the
with, or close to, the solid bubbles (a) close to, or (b)
boundary. The picture marked in contact with the solid
with the underlined time index boundary

First impulsive pressure

10 mm Second impulsive pressure

Stress wave

Bubble
y
(a) N
Photoeléstic L.‘
-95.6 .
specimen 95.6 us L3 Laser beam signal 20us
First impulsive pressure
l Second impulsive pressure
(b) IIIIII |IIIIII |IIIII
49.5 51.4 10us
Laser beam signal
Fig.12 The isochromatic fringe patterns in photoelastic
specimen due to the stress waves originated by the
bubbles collapsing, (a)in contact with, and (b) in the
neighbourhood of, the specimen surface. The time
elapsed from the instant of shock wave generation is
taken as positive.
was just taken by the timed laser emission. The impulsive pres-

sure due to the bubble collapse and the signal of laser emission
both are recorded on each oscillogram.

The jisochromatic fringe patterns in the specimen due to the
stress wave, as shown in figure 12(a), are originated by the second
rebound of the bubble initially in contact with the solid boundary.
The signal of the impulsive pressure due to the first rebound of
the bubble triggers, through a variable delay unit,a laser flash
lamp so that the stress waves due to the second rebound of the bub-
ble are photographed at any stage of their propagation. In par-
ticular, the fifth frame shows that the stress wave propagate 3.5
nm after its appearance on the specimen. The wave velocity being
2600 m/sec in epoxy resin, the present stress wave had been gener-
ated on the surface of the photoelastic specimen, 1.34 usec before
this photograph was taken. On the contrary, the corresponding

[t77]
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oscillogram shows that the laser light was emitted at the instant
that 1.3lusec elapsed after the shock wave(second impulsive pres-
sure) radiated from the bubble; the time difference between the
laser signal and the second impulsive pressure is 9.26 psec and it
takes 10.57 usec for the shock wave to reach the pressure gauge
(figure 9) situated on the opposite wall. Therefore, the present
stress wave In the specimen proves to be caused by the shock wave
emanated at the instant of the bubble rebound. It must be noted
here that no 1sochromatic fringe patterns are recognized in the
specimen before the bubble rebound(second and third frames) al-
though the bubble collapses in such a situation that the jet is
expected to directly impinge on the boundary. Therefore, the
strength of the jet may be infered to be much less than the shock
intensity. The spatial resolution of the photoelastic
specimen may be sufficient to detect the impact of the jet

, judging from the fact that the stress wave caused by a shock wave
emanated at the minute bubble size( <0.1 mm in radius) can be clear-
ly observed.

The behaviour of a bubble in the vicinity of the boundary is
shown in the figure 12(b). The bubble is produced at a distance
L=3,.20 mm from the boundary and reaches a maximum radius R =2.76 mm
; the ratio L/R =1.16. Even in the present situation verg close
to the solid bogndary the jet, on the upper bubble wall, does not
strike directly the boundary. During rebound, the bubble ap-
proaches the boundary forming the tip and finally attaches to the
solid surface. The second frame indicates that the fringes are
caused in the specimen before the tip reaches the surface. These
fringes are originated by the impact of shock wave radiated at the
instant of bubble rebound. The shock intensity on the boundary is
of the order of 102 atm, from the results of the theoretical part
in the present paper, provided that the bubble collapses in spheri-
cal form.

4-3-3 Effect of the bubble size on the instability of bubble wall
The authors as well as the previous investigators used large
bubbles in their experiments because the use of small bubbles made
it extremely difficult to observe the transient behaviour of cayvi-
tation bubble collapse; Naudé & E114s(8)  Layterbora & Bollell2
and the authors used bubbles of 6.2 mm, 5.2 mm, 2..0-5.6 mm in dia-
meter respectively. Real cavitation bubbles seem to be usually
of the order of 0.1 mm in diameter. According to the experiments
by Efimov et al(la), the bubble size has an influence not only on
the impulsive pressure,but also the instability of bubble wall;the
former has been theoretically clarified in Chapter 3. Let us here
discuss the effect of the bubble size on the instability of bubble
wall, which leads to microjet formation. We consgider the spheri-
cal interface r=R(t) disturbed to the shape r =R + a¥Y , where Y
is a spherical harmonic of degree m and a 1is g small quantity.
For the sake of simplicity, we use the Rayleigh equation as the
equation of bubble motion as follows:

. Pom Pre
RR + %iz R L (20)
t

The stability condition(1?) s given by
Rk, (m- DR

&+ e X a = 0 (21)

1f we consider a collapsing bubble and suppose that the pressure

difference, pg -p s remains constant as R decreases, we obtain
the following equn!zon from the equations (20) and (21):
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1/2 ¢ de!
J ;sﬁ]’ (R + 0) (22)

where b is positive, being proportional to p - p, . We can con-
clude, from the present analysis, that a coliaps&ng bubble {8 un-
stable, 1.e., a/R » » as R + 0, and the larger is the initial size
of bubble, the mote unstable is the bubble. This conclusion was
experimentally verified by Efimov et al; bubbles smaller than 0.1
mm in diameter collapse in spherical form even close to a solid
boundary and produce shock waves inliquid at the instants of re-
bound.

5. CONCLUSIONS

Numerical analyses have been made of the effects of nonequili-
brium vapour condensation and heat conduction on the collapse of
bubbles in water. It has been found that the temperature gradient
develops inside the bubble owing to heat conduction through the
interface, and that the combination of the condensing water vapour
and noncondensable gas has a very strong influence on the behav-
iour of collapsing bubble and the radiated pressure wave. The
calculations indicate further that a purely vaporous bubble may
produce a strong pressure wave in the liquid at the instant of the
rebound.

The stress wave both in a solid and a liquid due to the col-
lapse of a single bubble has been observed in detail by means of
the dynamic photoelasticity. The present experimental evidences
also support our previous observations that the impulsive pressure
accempanying the bubble collapse 18 caugsed by the shock wave ema-
nated into the liquid from the bubble, and that the microjet im-
pingement does not produce any detectable effects.

Continuation of the present numerical calculations will reveal
the effects of the liquid temperature and applied ambient pressure
in the 1liquid on the collapse of the cavitation bubble., This re-
search was carried out partly with the Grants in Aid for Scientific
Research of the Ministry of Education in Japan in 1976, 1978, and
1979. The authors wish to express their gratitude for these Grants.
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SHOCK-TUBE FLOW COMPUTATION INCLUDING THE
DIAPHRAGM AND BOUNDARY-LAYER EFFECTS

DaAviD ZEITOUN, RAYMOND BRUN and MARIE-JOSEE VALETTA

Laboratoire de Dynamique et Thermophysique des Fluides
Université de Provence, centre St Jéréme, 13397 MARSEILLE cedex 4, France

The flow regime in shock-tubes is computed, taking
account simultaneously of the finite duration of the dia-
phragm opening and of the hot gas boundary-layer. The com—
putation is performed by a classical method of characteris~
tics with the aid of simplifying hypotheses the most impor=-
tant of which are the prior knowledge of the mechanical
opening process of the diaphragm (some models are examined),
the one-dimensional behavior of the flow and the neglect of
the cold gas boundary-layer. On the other hand, the unstea-
diness of the boundary-layer, its interaction with the core
flow and the perturbations coming from the progressive ope~
ning of the diaphragm are taken into account. The spatial
and temporal evolution of the flow is deduced, particularly
this one of the shock wave and the usual phases of accele-
ration and deceleration may be observed in the chosen exam~
ples. In spite of the rarity of experiments allowing a di-
rect comparison (the initial conditions are generally not
given in the literature) some ones which might be used show
a good agreement with the results of the computation about
the shock wave evolution,

INTRODUCTION

To our knowledge, no complete computation of shock-tube flows
has been carried out up to now, taking account simultaneously of the influence
of the wall boundary-layer and of the finite duration of the diaphragm opening.
The aim of the present paper is to contribute to the resolution of this pro-
blem. Many previous studies have been devoted to partial aspects, so rough
models of the influence of the diaphragm opening have been proposed in the
past. Thus, White's model’' is an approximation of the formation process ; in
the x,t diaphragm, compression waves are assumed to coalesce in a single point
where the shock possesses its final and constant value, but the acceleration
process is not taken into account, More recently, the "multistage" model? may
be considered as an improvement of White's model but it is still a discontinu-
ous model.

, ' In the same way, more or less sophisticated opening processes
have also been suggested’ N and experimental verifications have been carried
out * &, However, it does not seem that any connection has been established
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Shock Flow Computations

between the opening process itself and the resulting aerodynamic flow. This
has been done in a recent study’ in which a flow model is described in comnec-
tion with an opening process. The boundary-layer effects are however neglected.

These effects are taken into account in the now classical studies
of Mirels® ® which, however, treat only of quantities like the incident shock
evolution and hot flow duration. More refined models of the interaction invis-—
cid flow-boundary layer have been developed more recently!® !! yhich enable
one to compute the spatial and temporal evolution of the inviscid flow quanti-
ties up to the limiting steady regime with however the restrictive hypothesis
of the steadiness of the boundary-layer with respect to the shock. Finally,
this hypothesis has been also suppressed in a still more recent study'? and
now it can be considered that the interaction studies are at their final stage
but they do not take account of the diaphragm opening. This is precisely the
aim of the present work.

MODEL ANALYSIS

The principle of the present computation is the following : the
inviscid flow, assumed one-dimensional, is determined by a method of characte-
ristics with constant temporal steps. The equations of the flow are coupled
with those of the boundary-layer by a non-simplified mass loss term f, with

8 §
R+ _3 | Y 3 Y
LS - -1 + 2 - - L
7, 3:1(0 p ) (1= PaY + == 1 (pu=p_u ) i
o o
where R is the tube radius, Y the distance from the wall, p the specific mass,
u the absolute velocity, & a characteristic boundary-layer thichness and where
the subscript e refers to the local inviscid flow quantities.

The boundary-layer assumed laminar, axisymmetrical and unsteady,
is simultaneously computed at each step and takes into account the spatial and
temporal variations of the core flow. The boundary-layer is taken into consi-
deration only in the hot flow region. From a numerical point of view, the sys-
tem of the boundary-layer equations is solved by a procedure using a Crank-
Nicolson scheme, a Newton-Ralphson linearization and a simultaneous resolution
of the mass and momentum equations.

The mechanical opening process itself is assumed known and de-
termined only by the initial conditions. Among the models tested experimen-
tally, two models have been retained here and compared °. These models give
the time dependent ratio of the aperture area to the tube area. The first
one“ (Simpson et al) assumes a newtou.ian form for the pressure acting on the
breaking diaphragm (Pa-Pl)cosze, where Py and Py are respectively the initial
pressures in the driver and driven sections and 8(t) is the variable angle made
by the petals and the initial diaphragm plane. The second pressure law used
here® (Hickman et al) takes into account the time evolution of the local pres-
sures on both sides of the opening diaphragm during the expansion. Finally,
these processesgive results which are not very different and for copper dia-
phragms, the agreement with experiments® is relatively good (fig.1), but the
first law is easier to use in the computations because it can be put under the
form :

t/touv - £®

where t is the total opening duration depending only on the initial condi-
tions including the characteristics of the diaphragm. The second law needs
iterations in order to know the pressures given by the aerodynamic model at
each instant.
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) t{ps)

FIGURE 1

Example of opening processes (0,3mm Copper diaphragm)
I. Experimental (Ref.6)

2. Variable pressure (Ref.5)

3. Constant pressure with computed t (Ref.4)

+ 4, " " " ex]:verimenl:g‘fvt:ouv (Ref .4)

This aerodynamic opening model is the following (fig.2) :

At the abscissa of the diaphragm a steady flow is assumed and the driver gas
is isentropically expanded (3a-3b) through the variable orifice of the brea-
king diaphragm and recompressed by a standing shock (3c). Thus, at each ins-
tant, the driver gas quantities are related to the aperture area, assuming a
simple wave regime in the high pressure chamber. This scheme is qualitatively
analogous to the experimental observations!'® and takes the non-isentropic be-
havior into consideration but the imitial three-dimensional effects are neglec-
ted. The flow quantities behind this steady shock are used as boundary condi-
tions for the computation in the x,t diagram and are a source of compression
waves during the opening.

The numerical procedure needs an initial scheme at t=t; called
"initial instant". At ti, the flow is assumed to have the same character as at
the further instants : the problem is to det:rmine the corresponding aperture
so that at ti, the previously described steady flow is compatible with this
one generated by a moving shock-wave followed by an interface. This problem
has a unique solution!®. Thus, knowing the opening process, the gas combination
and the initial pressure ratio, t; can be determined as well as the correspon-
ding properties of the flow. As an example, with an air/air combination, an
aluminum diaphragm of lmm thick (total opening duration : 620us) and an ini-
tial pressure ratio of 2.300 (Ideal Mach number : 3,4), the initial instant
t; is equal to 95us. It is much larger for lighter driver gases but the
major part of the acceleration phase can be determined with the model,

- s et h s




/
g
s
;

B S

Shock Flow Computations

i 3af3c ---
T S B @
1 Fi==
Y
4 P
/i
- .// s
/
N\ tou /
\\ N - / (b)
L~
é N\t .-/
N\

<
Y

FIGURE 2

Flow model in tube (a) and in the x,t diagram (b)

DISCUSSION OF THE MODEL

It is well known that Simpson's or Hickman's opening model is
idealized because, even if the breaking with petals is assured, the origin of
time is very difficult to know and also because the diaphragm swells before the
breaking. This is particularly marked for aluminum diaphragms. However, as far
as the total opening time can be determined either theoretically or experimen-
tally, the previous laws are satisfying and sufficiently simple to be used
easily.
. The aim of the present model is not to represent the initial
three-dimensional flow process following the very initiation of the rupture’”.
This is not indeed a disadvantage because of the rapid formation of a plane
shock-wave!5 '€ and the confinement of these phenomena at the rear part of
the hot flow at the usual measuring statioms.

In the same way, the steady shock-wave of the model may repre-
sent to some extent the initial dissipative phenomena.

. As for the initial data line, it is a sort of summary of the
complex events occured at the very beginning of the opening. Other choices are
of course possible!* !5 and a moving shock instead of a steady shock has been
imagined : the results are not really different but the computations are more

complex and arbitrariness remains in the initial position of this secondary
shock (tj is also changed).

. Taking account of the unsteadiness of the hot gas boundary-
layer improves the previous results. However, neglecting the cold gas boundary-
layer does not allow a correct representation of this flow. In fact, this is a
minor drawback because the interest is of course in the hot gas and the influ-
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e . LR




Zeitoun, Brun and Valetia

ence of this boundary-layer on the hot gas flow is small as it has been shown
assuming an approximate form'’ for the cold boundary-layer and including the
corresponding mass gain term in the previously described computation.

. The real gas and relaxation effects could also be easily in-
cluded!?® as well in the inviscid flow as in the boundary-layer, but it would
be time—-consuming.

RESULTS. CONCLUSION

A systematic study of the separate influence of each effect has
been previously made’ '? and only the principal features are presented here.
First, it is well known that the boundary-layer effects are responsible of a
monotonous decrease of the shock velocity up to a constant value (limiting
regime). The influence of the diaphragm opening manifests itself by a strong
acceleration followed by a slow deceleration, the final regime being the ideal
regime. The simultaneous consideration of both effects obviously represents the
superposition of these types of evolution, the preponderance of the one or of
the other effect depending on the experimental conditions.

The influence of the diaphragm on the flow is completely deter-
mined with the present hypotheses if the initial pressure ratio P, and the
total opening timet are known. This time, as previously said, depends on
all initial conditions (pressures, tube diameter, characteristics of the dia-
phragm). On fig.3, this influence on the shock evolution is summarized. With
the acceleration and deceleration already noted, it may be seen that the abs-
cissa of the maximum is proportional to the opening time which has been veri-
fied experimentally'®. Moreover, this abscissa increases with the initial pres-
sure ratio and decreases with the sound velocity of the driver gas. A direct
comparison with experimental results2® is shown on fig.4a and the agreement is
reasonable except in the decreasing zone where, obviously, the boundary-layer
effects neglected in this first calculation are responsible of the disagree-
ment. A second comparison is shown on fig.4b where both effects have been ta~
ken into account in the calculation. In the same way, the profiles of all flow
quantities have been obtained by the computation but they have not been re-
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In conclusion, when the uncertainties concerning the total ope-
ning time are removed, the model seems to give satisfying results.
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REFLECTION PROCESSES OF IONIZING SHOCKS IN ARGON
ON AN END WALL OF A SHOCK TUBE

Y. TakANo, S. MivosHi and T. AKAMATSU

Department of Mechanical Engineering
Kyoto University, Kyoto, Japan

Shock-reflection processes in ionizing argon on the end wall
of a shock tube were investigated theoretically and experi-
mentally. The Lax-Wendroff scheme, a finite-difference
method, were applied to calculate the reflected-shock flow-
fields at the condition of the incident-shock Mach-number
Ms = 14 and the initial pressure p; = 3 torr for two cases
which include and exclude radiative cooling effects, respec-
tively. The results of computations reveal unsteady nature
of shock-reflection process and influences of radiative
cooling on flowfields. The trajectories of reflected-shock
were visualized by use of a streak schlieren technique.

The experimentally-determined distance-time diagrams con-
firm the unsteady nature of shock-reflection process. The
reflected-shock flowfields were visualized taking a series
of snap-shot photographs in a schlieren and a shadow ar-
rangement. The developments of bifurcations in reflected
shocks were observed to occure as a result of interaction
between reflected shock and ionization relaxation.

INTRODUCTION

The stationary ionized monatomic gases heated by reflection of an incident
shock at the end wall of a shock tube have been often used for experimental
studies of the thermal conductivity, the heat transfer rate on the end wall,
and the ionization relaxation time. These experimental investigations have
indicated that reflected-shock flowfields are complicated by interactions be-
tween ionization relaxation processes and shocks. Camac § Feinberg! measured
the convective heat transfer on the end wall from ionizing argon behind a re-
flected shock by use of an infra-red heat transfer gauge. Their measurements
showed that the reflected-shock flowfields were characterized by two ionization
times of incident and reflected shocks. Friedman § Fay? also used an infra-red
heat transfer gauge to measure the convective heat transfer from argon and
xenon gases to the end wall of a shock tube. Smith? made the measurements in
ionizing xenon, using a fast-rise pressure gauge mounted in the end wall of a
shock tube. He proposed a distance-time diagram of shock-reflection process,
considering a model which consisted of complicated series of shocks, rarefac-
tion waves and contact surfaces, in order to explain the pressure histories at
the ond wall. Kuiper & Bershader" visualized reflected-shock flowfields in
jonizing argon by means of streak interferometry, and obtained the experimen-
tally-determined distance-time diagrams. They pointed out bifurcations of
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reflected shock, unexpected in non-ionizing argon, causing associated with ion-
ization behind an incident shock and also suggested the radiative cooling
affecting reflected-shock flowfields. Takano § Akamatsu®’® made numecrical
analyses of shock-reflection process in ionizing argon, solving the time-
dependent one-dimensional inviscid flow problem by use of a finite difference
method. The distance-time diagrams of numerically-obtained flowfields were
more drastic than had ever describeu; for example, an ionizing shock, reflect-
ing away from the end wall, does not only decelerate, but also rebounds to the
end wall. Recently, Ezumi’ studied shock reflection process in ionizing kryp-
ton theoretically and experimentally. He used an interferometer tcechnique to
measure the electron density in reflected-shock flowfields and also madc numer-
ical analyses taking account of the side-wall boundary-layer effects.

The present paper studies theoretically and experimentally reflection
process of ionizing shock in argon on the end wall of a shock tube. The influ-
ence of radiative cooling on the reflected-shock flowfield is investigated
applying the Lax-Wendroff scheme, a finite difference method, to time-dependent
one-dimensional ionizing inviscid-flow problems which include and exclude the
radiative cooling term, respectively. Experimental studies are performed using
the free-piston shock-tube. In order to verify experimentally the unsteady
nature of shock-reflection process in ionizing gas as was predicted theoreti-
cally, the trajectories of reflected shocks are visualized by use of a streak
schlieren technique. The developments of bifurcations in reflected shocks are
observed by taking a series of snap-shot photographs of reflected-shock flow-
fields in a schlieren and a shadow method with a pulsed dye-laser as a light
source.

NUMERICAL ANALYSES
Governing Equations

Numerical simulations on shock-reflection processes in ionizing argon were
attempted by Takano § Akamatsu$ using a finite-difference scheme, whose analy-
ses did not include the radiative cooling effects. However, as pointed out by
Kuiper & Bershader’? the radiative cooling is expected to cause severe effects
in real reflected-shock region of a shock tube. In this numerical analyses, we
extend the numerical scheme to consider effects of radiative cooling on reflec-
ted-shock flowfields.

In investigating the shock-reflection process in ionizing argon, the
effects of viscosity, diffusion between species and thermal conduction are
neglected. Hence, the governing equations can be written as follows:

3p , afpu) _
3t o -0 I
alpw) 3(pu+ p) _ 0 I
at & ’
—a-{(e+ﬁ))+—a(u(e+-u—2+2)}=- 11
at P 2 P z %o g »
3fpa) , 3lpaw) _ .
a8 T e P9 v
3,3 3,3 M
3t kT + 3 Tk # kT 5 = g1 = i1 = 9p v
P = oR(T + aT,), R = kfm, , VI
E
1 p, 1L
e= y-1o + my + W VIl
[188]
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where t is the time, x is the distance, being measured from the end wall, o, u,
p and e are the density, the velocity, the pressure and the energy of the
plasma, a the degree of ionization, & the net production-rate of ionization
degree, T and T, the temperatures of heavy particles and electrons, respec-
tively, 7o the electron density, qp the rate of energy loss of the electrons
due to bremsstrahlung, q,; the rate at which thermal energy is given to elec-
tron gas by elastic collisions, g;,,7 the inelastic energy-transfer rate, k
the Boltzmann constant, my, the mass of a heavy particle, y the specific ratio,
Er the ionization energy, and ¥ denotes the electronic energy of excited atoms.

The ionization relaxation of shock-heated monatomic gas has been well
described by considering the two-step process where the excited-state popula-
tions are assumed in local thermodynamic equilibrium with free electrons. As
collisional transitions dominate radiative transitions even in the equilibrium
region behind incident and reflected shocks where the radiative transitions are
important, the following expressions for net production rate of ionization
degree, formulated by Hoffert §& Lien® considering the two-step model for ioni-
zation, are applied:

a=a (T) +al(T) , VIII
a e e

where a, and a, are the production rates of ionization degree due to atom-atom
inelastic collisions and due to atom-electron inelastic collisions, respec-
tively. In the present calculations, we use the atom-atom collisional-ioni
zation cross-section obtained by Mclaren § Hobson? the atom-electron colli-
sional-ionization cross-section given by Petchek § Byron!

The elastic energy transfer rate can be written as

eh * IX

m
e
q 4 =3 =—k(T =T)v
el my, e
where m_ is the mass of an electron, and Veh is the elastic collisional fre-
quenc{lﬁetween electrons and heavy particles whose expression is given by Liu §
Glass:

In no radiative cooling case, with the assumption of local equilibrium in
excited levels with free electrons, the rate of energy loss of electrons due to
inelastic collisions is expressed as

= 3 E

Uinetr = #% 1/"n - X
In the equilibrium region where the radiative cooling is severe, nevertheless
collisional processes dominate radiative processes, and free-bound transitions
and bound-bound transitions in the excited levels may be promptly compensated
by inelastic transitions due to electron impacts. Therefore, the inelastic
energy loss of electrons due to free-bound transitions and due to bound-bound
transitions should be considered:

Ungt * g = P8F1/my + ap - X1

The total radiative energy loss gp is the sum of the continuum radiation
qc due to free-bound transitions and due to free-free transitions (brems-
strahlung), and line radiation q; due to bound-bound transitions. The rate of
energy loss by continuum radiation was given by Oettinger § Bershader!? as
follows

2
3/2 kT 2
64e"n ap,2 e egf
qQn = ﬁ_7__( ) (v + —=) . X1t
[ 3(6)1 2"2 2k1/203 m, e h Ti 2

In the present calculations, we do not include rate of energy loss due to line

radiation which is assumed to be small compared to that of continuum radiation.

X The estimations for the rate of line-radiation loss was made using the formula

b given by Hornl3 and recent data of Stark broadening for argonl“ and the result

‘ L is that the portion of continuum radiation in the total radiation is about 6S%
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in the equilibrium region behind an incident shock and over 80% in the equili-
brium region behind an reflected shock for the present conditions.

The local steady-state approximation being applied for electron tempera-
ture, the differential equation (V) reduces to such an algebraic equation as

1 S Er IRk
- T, = s = .
-7, Stmg/mp)v g o k * oa/hh) XIIl

Finite Difference Method

As the basic equations (I - IV) are of a conservation form of

U , 3F(U) _
2t T Gw , X1V

the two-step Lax-Wendroff scheme proposed by Rubin § Berstein!S is employed,
which was used in our previous work. In the present calculations, Tyler's
artificial viscosity term (see Roachele) is added to the pressure term in order
to damp vibrations in shocks.

Results and Discussions

Calculations are made at the conditions of the incident-shock Mach-number
14 and the initial pressure 3 torr for two cases which respectively include and
exclude the radiative cooling effects. Figure 1 shows the density profiles and
the pressure profiles in the reflected-shock flowfields for the radiative cool-
ing case which are plotted one above another with the value shifting at every
30 computational steps. Figure 2 shows the distance-time diagram for the radi-
ative-cooling case where the reflected-shock trajectory of no radiative cool-
ing case are present for comparisons. We shall explain the reflection process
briefly because the detailed descriptions were reported in our previous paper?
The incident shock reflects on the end wall at the frozen speed of reflection.
Expansion waves are caused by rapid ionization in the reflected-shock flow-
fields and follow after the reflected shock. The reflected shock is attenuated
not only by the expansion waves, but also by the density increase of the ioni-
zation front upstream of the reflected shock. Owing to the combined effects,
the reflected shock rebounds to the end wall. Then, the pressure and temper-
ature at the ionization front behind the reflected shock grow high and compres-
sion waves are generated. One propagates to the end wall as the interaction
wave and the other moves to the reflected shock. The collision of the com-
pression wave with the reflected-shock causes a weak expansion wave, a contact
surface and a transmitted reflected-shock. The interaction wave reflects at
the end wall and catch up with the transmitted reflected-shock. This collision
gives a rise of a weak expansion wave, a contact surface and a coalesced
reflected-shock.

As shown in figure 2, the radiative cooling has no influence on the pri-
mary reflected-shock, but affects the transmitted and the coalesced reflected-
shock attenuate. Figure 3 shows the end wall histories of the pressure, the
temperatures, the density and the degree of ionization after reflection of the
incident shock. The end wall histories are characterized by two ionization
times behind the incident and the reflected shocks. The first jumps of the
pressure, the density and temperature are due to the reflection of the incident
shock. The second jumps are caused by the reflection of the interaction wave,
relating to the ionization behind the incident shock. Then, the radiative
cooling begins to have more influences on the reflected-shock flowfields. The
density grows higher and the degree of ionization decays much affected by the
radiative cooling. However, the pressure and the temperature are not so much
affected by the radiative cooling.
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Figure 1. Density and pressure profiles of reflected-shock
flowfields for radiative cooling case.

EXPERIMENTS
Experimental Equipment and Methods

The shock tube used in the present experiments is a free-piston shock-tube
consisting of a high pressure air tank (60 c¢m in length and 30 cm in diameter),
a piston cylinder in which a free piston, driven by high pressure air, com-
presses a driver gas (2.5 m in length and 8 cm in diameter) and a driven sec-
tion (15 cm in length and 4 cm in diameter). The 28.2 mm square, 13 cm long,
test section with a pair of 45 sm diameter glass window and an end piece, was
attached to the driven section through a 12 c¢m long square inlet. In this
experimental study, we filled the high pressure tank with air of 5 atm and the
piston cylinder with helium gas of 125 torr which was compressed to be about

[91)
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diagram of reflection pro-
cesses for radiative-cooling
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Figure 3. End-wall histories
of the pressure (p), the tem-
perature of heavy particles
(T), the electron tempera-
ture (Te)’ the density (p)
and the degree of ionization
(o) after reflection of inci-
dent shock at Mg = 14 and p)
= 3 torr. ——, radiative-
cooling case, ---, no radia-
tive cooling case.
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Figure 4. Experimentally-determined distance-time diagrams.
(a) Mg = 14.4 , ) 1 torr (b) MS = 11.4 , p; = 3 torr
(c) M5 =10.8 , ;g 5 torr

70 atm by the free piston.

The visualization of shock-reflection process was conducted by using a
streak schlieren technique. The schlieren system consists of a light source,
a collimating lense of focal length of 20 cm and a focusing lense of focal
length of 80 cm. The light source used here is a strobotron for cameras. For
streak photography, a 0.5 mm wide slit was placed parallel to the side wall of
the test section and Beckman § Whitley high-speed camera (Dynafax Model 350)
was used as a drum camera by stopping the rctation of mirror.

The observation of reflected-shock flowfields were performed by taking a
series of snap-shot photographs in a schlieren and a shadow method. A pulsed
dye laser (Chromabeam 1050 system, Synergetics Research Inc.) with a lasing
mediem of Rodamin 6G, provided 0.3 ps-duration, continuous spectra, light
source. The collimation of laser light was achieved by use of a 2 cm focal-
length lense and a 80 cm focal-length lense. For schlieren photography, a 80
cm focal-length lense was used to bring a paralell beam of light passing
through the test section to a focus on a knife edge. For shadowgraph, this
lense was also used and a pin hole of diameter 2 mm was placed in the focal
point to cut off emission from the test section.

Visualization of Shock-Reflection Process

The reflected-shock trajectories have been visualized using a streak
schlieren technique. Figure 4 shows typical streak pictures of shock-reflec-
tion process in ionizing argon. In these pictures, shocks and ionization
fronts can be observed but interaction waves and contact surfaces are not
distinguishable because of strong radiation from the equilibrium regions behind
reflected shocks. In the present experiments, the ionization relaxation times
of incident and reflected shocks are much shorter than those in the numerical
calculations owing to several effects such as an impurity of test gasl? and a
side-wall boundary-layeri8

From these pictures, it can be seen that a reflected shock consists of
three characteristic parts of a primary, a transmitted and a coalesced re-
flected-shock. In figure 4(a), the rebound of the primary reflected-shock is
seen., In figure 4(b) and 4{c), the rebounds are not so clear, but it is obvi-
ous these primary reflected-shocks come to rest. It is no wonder that a qual-
itaive agreement is good between theoretical and experimental results of the
shock reflection process as long as the one-dimensional relation can be applied
in the reflected-shock flowfields.

In the present experiments, the traces of bifurcation in reflected-shocks
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are found to develop associated with the interaction between reflected-shocks

and incident ionization-fronts as were pointed out by Kuiper § Bershader'

Observation of Reflected-Shock Flowfields

The bifurcation of reflected shocks, caused by the interaction between
reflected shocks and incident side-wall boundary-layers, were investigated by
several authors. Mark!? proposed a criterion that the bifurcation of reflected
shock occurs when the stagnation pressure of the boundary layer is less than
the normal reflected-shock pressure. Strehlow § Cohen?® cbserved the reflected
shock bifurcations in polyatomic gases under certain conditions, but they did
not observed the bifurcated reflected-shocks in monatomic gases such as helium
and argon under no ionizing conditions. Davies § Wilson?! investigated the
formation of the bifurcated reflected-shock.

-

[194]
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Figure S5 shows snap-shot photographs of reflected-shock flowfields at the
incident-shock Mach-number M_ = 11 - 12 in argon with the initial pressure p
= 3 torr. We took plates (ai and (b) of figure 5 in the schlieren method and
plates (¢) - (f) in the shadow method. In the schlieren technique, the visual-
ization was good for reflected shocks, but not for ionization fronts because
ionization fronts did not have enough discontinuity of the density.

Immediately after reflection, the reflected shock behaves like an ideal
plane shock as shown in figure 5(a). Figure 5(b) shows that the reflected
shock is curved near the side wall. It is well known that the incident-shock
front is not plane but convex due to the side-wall boundary-layer acting as a
suction on the side wall which causes a secondary free-stream behind the
incident shock?2 The curvature in a reflected shock is thought to be caused by
this secondary flow ahead of the reflected shock. Consequently, the reflected-
shock flowfield is not strictly one-dimensional but slightly perturbed.
According to the results of numerical computations, in a relaxation time after
reflection of the incident shock on the end wall. the sudden onset of equili-
bration beginning at the end wall due to rapid ionization, an ionization front
is generated from the end wall and expansion waves are caused following after
the reflected shock. Figure 5(c) shows a shock front and an ionization front
in the reflected-shock region. In this plate, a fluid moves from right to left
in the nonequilibrium region between the reflected-shock front and the ioni-
zation front, and it comes to rest in the equilibrium region, behind the ioni-
zation front, where the pressure and the density are much higher as shown in
figure 1. Hitherto flowfields are essentially one-dimensional, however,
hitherafter flowfields turn to possese two-dimensional structure. Figure 5(d)
shows that the reflected shock front make a bent near the side wall, and the
boundary layer, becoming a free shear layer or a slip line, seperates away ffgn
the side wall. The criterion of reflected-shock bifurcation propsed by Mark
is that the occurance of bifurcation is due to the inability of the boundary
layer fluid to pass through the normal reflected shock and therefore the bound-
ary layer fluid is trapped and carried along at the foot of the shock. This
basic idea of the formation of bifurcation may be applied to the present bifur-
cation.

For a shock-fixed coordinate as shown in figure 6, the Mach number in the
boundary layer Mp; is defined by the velocity of reflected shock-wave Up and
the sound velocity in the boundary layer fluid at room temperature a,

sz = UR/&I . Xv
The stagnation pressure of the boundary layer flow sz at is given by the
following isentropic relation 8%

X
.pb;laitl=(1+l_‘_lyz)y_1_ VI
Py 2 bl

As well known, for monatomic gases,(Y = 5/3), the pressure Pp7 stg is always
larger than the pressure behind the reflected shock Py for Ms > 2.8. There-
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Figure 6
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fore, the fluids in the boundary layer can pass through the reflected shock
without bifurcation. However, in the present case that the reflected shock is
retarded by the ionization-induced expansion waves, Mbl is much reduced even to
null. Hence, from equation (XVI),

Ppi,etg < Ps XVII
This relation shows the possibility that the boundary layer fluid is trapped
and carried along the foot of the reflected shock. Moreover, the higher pres-
sure at the ionization front impose the steep adverse pressure gradient on the
boundary layer fluid, and it forces the more severe bifurcation.

Figure 5(e) shows the transmitted reflected-shock which has several com-
plicated limbs. From figure 5(f), the coalesced reflected-shock is seen to
have an unique configuration. The forward limb bifurcates from the normal re-
flected shock and another triple-shock configuration is observed to exist be-
hind the forward limb.

CONCLUSIONS

Numerical analyses of shock-reflection process in ionizing argon on the
end wall of a shock tube have been m