AD=A088 751  CALIFORNIA UNIV BERKELEY ELECTRONICS RESEARCH LAB F/6 1271
ACCURATE COMPUTATION OF DIVIDED DIFFERENCES. (V)
MAY 80 A C MCCURDY NO0O14=~76=C=-0013
UNCLASSIFIED UCB/ERL-M80/28




S ———

flag & i &
um T

= |
22 fis pie

MRROCOPY RESOLUTION TEST CHAR?Y
NATIONAL BUREAU OF STANDARDS 1963 4




f




- +eCURITY CLASSIFICATION OF THIS PAGE (When Dets Entered)

i

READ INSTRUCTIONS
REPORT DOCUMENTATION PAGE DR T OCTIONS
1. REPORT NUMBER 2. GOVT ACCESSION NG 3. RECIPIENT'S CATALOG NUMBER
4. TITLE (end Subtitle) i 7 |'s. TyPE OF REPORT & PERIOD COVERED

Accurate Computation of Divided Differences Technical Report

6. PERFORMING ORG. REPORT nunge)/

Memo. No. UCB/ERL M80/2

| 75a. DECL ASSIFICATION/ DOWNGRADING
SCHEDULE

7 AU THORCS) T CORTRACY OR GRANT NUWBER(S)

A. C. McCurdy N00014-76-C~0013.

m‘g’ﬁm\amz AND ADDRESS 10. :ngan

Electronics Research Laboratory~’/ 61153N, RR 01402, RR0140201,

College of Engineering, Berkeley, CA 94722 NR 044-324

BrFREEar Kaval AR roomes 28 May 1960

Mathematics Program, Code 432 AT T AT

800 N. Quincy St., Arlington, VA 22217 155

14. MONITORING AGENCY NAME & ADDRESS(IW.MI from Controlling Oftice) 15. SECURITY CLASS. (of this report)
Unctassified

16. DISTRIBUTION STATEMENT (of this Report)
Approved for public release; distribution unlimited

17. DISTRIBUTION STATEMENT (of the abstract entered in Block 20, If different from Report)

18. SUPPLEMENTARY NOTES

19. KEY WORDS (Continue on reverse side If y and { fy by block der)
Numerical Analysis

Divided Differences

Recurrence Schemes

Computational Methods

20. ABSTRACT (Continue on reverse side if necessary and identify by bock number)

The standard reccurence scheme does not always yield accurate divided
differences in finite precision arithmetic. When the function of interest is
known analytically and/or its values are easily calculated, methods other than
the recurrence scheme can be used. In particular, a table of divided
differences can be regarded as a function of a special bidiagonal matrix. For-
mulas and computational techniques suitable for computing matrix functions may,
thus, be exploited for divided differences.

DD , %™, 1473 coimion oF 1 NoV 68 is omsOLETE

$/N 0102-L F.014-6601 e T IR e TR s Pac0E e Do Bt
SECURITY CLASSIFICATION OF THIS PAGE (When Data Bntered)




\l-. e

- maa—

SECURITY CLASSIFICATION OF THIS PAGE (When Date Entered)

Divided difference tables of the exponential function are profitably treated
as the exponential of a special matrix. This approach is good precisely when
the standard recurrence is bad, namely when the abscissae of the divided
differences are close. When the abscissae are scaled down by powers of 2, the
result scaled divided difference table may be squared to give the wanted table.
For real abscisae this scaling and squaring technique, in combination with the
standard recurrence where suitable, yields a hybrid algorithm which permits
computation of any exponential divided difference to an accuracy dependent only
on the order of the difference. For appropriate arrangements of complex
abscissae, such as conjugate pairs, a similar result is established. A good
way to compute the exponential of a real square matrix A is to use the Newton
divided difference interpolating polynomial. Our algorithm finds an important
application in computing accurately the coefficients of this polynomial.

SECURITY CLASSIFICATION OF THIS PAGE(When Data Batered)

. -




ACCURATE COMPUTATION OF DIVIDED DIFFERENCES o
| = = = =

e

R by e e e LT

G

@ - Allan Charles Hccla.nrd; / ///f; ) ‘éj /
| ! e axvji - L
R )2

—— 0

R
e Memorandum No. UCB/ERL-M86/28 Q < o
\\/‘j/) A 178 7 //) 28Hay98}l

O«\,O«é;&
‘ @ v 9 R

——

I bR o301 8

ELECTRONICS RESEARCH LABORATORY

College of Engineering
University of California, Berkeley
94720

This document has beou approved
for public reicase and sale; its
diatribution is unlimited.

LANEY O W/




Accurate Computation of Divided Differences

By
Allan Charles McCurdy
B.S. (Stanford University) 1968
M.S. (New York University) 1970
C.Phil. (University of California) 1978 -

DISSERTATION

Submitted in partial satisfaction of the requirements for the degree of
DOCTOR OF PHILOSOPHY

in

Applied Mathematics

in the

GRADUATE DIVISION

OF THE

UNIVERSITY OF CALIFORNIA, BERKELEY

Approved:

8@265\" A 17,1180

,,
.
4

‘ Accession For

NTIS Givakl
DDC TAB a

Unenmounce

0006000008000 000000 0000000000000 OCIOIESCEDRORIOROIESS or “riaatlou‘_—____jj

{

S

By
pistrivutien/ e —
1ity Codes
Availability

Availend/or
pist special




Accurate Computation of Divided Differences
Copyright © 1980

by
Allan Charles McCurdy

- w—

e

"




ACCURATE COMPUTATION OF DIVIDED DIFFERENCES
Allan Charles McCurdy

Abstract

ﬂThe standard recurrence scheme does not always yield accurate divided differences in
finite precision arithmetic. When the function of interest is known analytically and/or its values
are easily calculated, methods other than the recurrence scheme can be used. In particular, a
table of divided differences can be regarded as a function of a special bidiagonal matrix. For-
mulas and computational techniques suitable for computing matrix functions may, thus, be

exploited for divided differences.

Divided difference tables of the exponential function are profitably treated as the
exponential of a special matrix. This approach is good precisely when the standard recurrence
is bad, namely when the abscissae of the divided differences are close. When the abscissae are
scaled down by powers of 2, the resuiting scaled divided difference table may be squared to give
the wanted table. For real abscissae this scaling and squaring technique, in combination with
the standard recurrence where suitable, yields a hybrid algorithm which permits computation of
any exponential divided difference to an accuracy dependent only on the order of the
difference. Fof appropriate arrangements of complex abscissae, such as conjugate pairs, a simi-
lar result is established. A good way to compute the exponential of a real square matrix 4 is to
use the Newton divided difference interpolating polynomial. Our algorithm finds an important

application in computing accurately the coefficients of this polynomial.
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ACCURATE COMPUTATION OF DIVIDED DIFFERENCES

A function of a matrix, f(4), may be defined in terms of a polynomial which interpolates
f at 4's eigenvalues. One such interpolating polynomial is derivable from Newton's divided
difference interpolation formula. Coefficients in this interpolating polynomial are divided
differences of f at the eigenvalues of 4. Thus f(4) may be represented in terms of divided

differences of /.

The opposite is also true, though this is not widely known. That is, divided differences of
/ may be represented in terms of the function of a special matrix. Matrix functions and divided
differences, then, are profitably studied together. In particular, techniques used to compute
matrix functions may be exploited to study and calculate divided differences. The exploitation
of matrix function theory for the study of divided differences is the prime purpose here. In a

number of cases it will lead to new methods for accurate computation of divided differences.

The first chapter is a brief introduction to matrix functions. The interpolating polynomial
definition leads immediately to several matrix theoretic properties of f(A4), for exampie 4 and
f(4) commute. The Newton divided difference polynomial explicitly shows the use of divided
differences in defining f(4). An extension to a divided difference series representation of

f(4) is given for holomorphic f.

The second chapter is a general study of divided differences. §2.1 introduces a new com-
pact divided difference notation and lists, in this new notation, a number of facts about divided
differences. For completeness, the following sections outline the classicat approach to the study
of divided differences and the advantages of an entirely different view of them as functions of
their data points. §2.6 establishes the matrix function formula for divided difference tables.
The remaining sections exploit this formula to develop series expansions for divided

differences.

Chapter 3 is a study, in detail, of divided differences of the exponential function and
meshods for computing them. The special nature of f=exp gives its divided differences pro-
perties not shared by those of other functions. These properties are presented in §3.1. §3.2
develops bounds on exponential divided differences with real data. These bounds show how




R outis Sigcaat

~—

errors grow in computing divided differences by the standard method. The following sections

present, with error analyses, a Taylor series algorithm and a scaling and squaring algorithm for
computing exponential divided differences. The latter is a direct consequence of representing
the divided difference table as an exponential of a matrix. §3.5 then outlines a hybrid of those
two algorithms and shows how real exponential divided differences can be computed with a
bounded relative error. Of prime importance is the fact that the error bounds depend only on
the order of the difference, not the data. Finally, the remaining sections study complex

exponential divided differences, with particular attention paid to methods for computing divided

differences with data consisting of conjugate pairs.
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1. Matrix Functioas

1.1 Definitions and representations of matrix functions.

The exlension to matrices of the concept of function has led to several definitions of
matrix function. MNonetheless. Rinehart [1955] has shown that ail common ‘eiinitions of
matrix function are equivalent for functions holomorphic on a region containing the aicen-
valdes of the matrix. Since here we concentrate on holomorphic functions, we are fr22 (10
choose a definition which makes presentation easiest. A definition of a function o 4wz ~1x in
terms of inierpolating polynomials has a natural relationship with divided differences. We
choose this as our primary definition.

Let A be an (n+1) x (n+i) constant matrix whose elements may be complex numbers.

We display the eigenvalues of the matrix A in the sequence

L\"

Ag . A@ A o Ao WA - Ay} in which 141 of the eigenvalues are distinat

!
and each distinct eigenvalue occurs n+1 times, /=0,1,....[ A, has z(/:,+l)=n+!

=)

entries. The elements of A 4 are just the roots of A’s characteristic poivnomial

v

i nri

) = =) T AT =AY (Li.i

The definition we give for f(4) requires simply that /(i) be defined for each A € A\,
whea the eigenvalues arz ail distinct. To aliow for muluple vigenvalues, however. we (2¢uire

that ¢ be defined on A as follows.

Detinition: The function /s said to be "defined on the characteristic values of 4" when ria 1

A "

FUAN s £ IX,) are defined for each i =0,1, . .., For orevity, we denoie this sequence oi
values by /iy ).

Far any f satisfving this definition, /(.4) is defined in tirms of «n interpolating poivne-

mial for f.
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Function of a matrix. When /' is defined on the characteristic values of A4 and p is any po-
lynomial such that
p(AL) = f(AL),
then
J(4) = p(4). (1.1.2)

The polynomial p is an osculating interpolation polynomial for f on A,. That is,
pN)=f(A), pA) = (\),..., p‘"’)(k,)-j"""'()\,) for each /=0,1, ...,/ When the eigen-
values are distinct this definition of f(4) becomes particularly simple, as then p is just an ordi-

nary interpolating polynomial for / at the elements of A ,.

The rationale behind definition (1.1.2) is that for two functions fand g, f(A4) is indistin-
guishable from g(4) when f(A,)=g(A,). The sequence of zeros of f(A)~g(A) includes
A4, the roots of x,(A), and x,(4) =0 by the Cayley-Hamilton theorem. The interpolating
polynomial p has degree at least n, since it must satisfy the n+1 conditions given in the
definition.” An interpolating polynomial p may be chosen to satisfy additional conditions, but
the degree of the polynomial is increased. We write p, for the unique polynomial of least
degree interpolating fon A ,.

p, need not be the polynomial of least degree defining f(4). The characteristic polyno-
mial x, is an annihilating polynomial for 4 because x,(4) =0. However for some matrices 4.
there are polynomials of smaller degree which are also annihilating polynomials. The minimal
polynomial u , is the non-trivial annihilating polynomial for 4 of least degree. If u,(A) has
degree m+1, m < n, it is possible to define f(4) in terms of a m degree polynomial p,, which
interpolates f at the m+1 roots of u,. Gantmacher (1959] uses this slightly more general
approach in his definition of f(4). The roots of u ,()\) are eigenvalues of 4. For m < n fewer
derivatives of f need be specified, however 1, and the muitiplicities of its roots may be difficult
and costly to obtain. Thus we shall not try to form f(4) =p,(4) for the smallest possible
degree m. p, can have significantly higher degree than p,,, see Fig. 1.2.1, but here we achieve
greater simplicity in that less need be known about the matrix A.
mof degree k can interpolate at, at most, k+1 points. In general k+1

points uniquely determine a polynomial of degree k; higher degree poiynomials are not
uniquely determined.




w )= (A=1)(A=2)
X4A) = (A=1D¥r=2)

Fig. 1.1.1: Degree of 1, may be less than degree of x,.

The polynomial representation of f(4) leads to several elementary, but very usefui,

consequences.

Similarity transformations. For any (n+1) x (n+1) nonsingular matrix P,

S(PAP™") = P-f(4)-P'. (1.1.3)

In theory this permits performing all computations to form f(4) on the simplest matrix similar
t0 A, e.g. 4A’s Jordan canonical form. In practice, however, the transformation matrix P may be
difficult to compute accurately! or may be nearly singular. Some less simple form may be
required. The triangular Schur form 7, which is unitarily similar to 4, eliminates the above

objections.’ However, f(7) is not always simpie to compute with accuracy.

Commutativity.

A-f(4) = f(4)-A (1.1.9)

Parlett [1976] has presented a very fast method for computing functions of upper triangular
matrices 7 based on this property.' In brief, the diagonal of f(T), which is also upper triangu-

lar, is computed directly;
f(r)l.l - j( Tu)

for each i=0,1,...,n Then successively by diagonals towards the upper right, the general

recurrence is

+Kagstrdm and Ruhe [1976) present an algorithm for computing the Jordan form,
while Golub and Wilkinson [1976] discuss limitations on computing it accurately.
tWilkinson [1965) presents a detailed analysis of the QR algorithm which reduces 4 to .
T by a sequence of unitary similarity transformations; the algorithm is implemented in
the EISPACK [Smith, 1974] collection of computer subroutines.
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=i=1

SO ={ Y VD, isi Tiwsj = Tyei LD L NWNTL,-T, ) (1.1.5)
k=0

where i <j < n T may be A’s Schur form; this recurrence may be used to form f(A4) by
(1.1.3).

When fis symmetric in the real axis, that is £() = (), polynomials interpolating / have

real coefficients. We denote the conjugate transpose of A4, AT, by A°.

Conjugate transpose. When f'is symmetric in the real axis,

S(4°) = f(4)°. (1.L.6)

Expression (1.1.6) shows that conjugate symmetries in A are inherited by f(4).

Formula (1.1.3) shows that f{A4), defined as in (1.1.2), may always be computed from
A’s Jordan canonical form. Conversely, we may wish to define f(4) from the Jordan form by
way of (1.1.3). This latter definition is more general than our polynomial definition, as the fol-

lowing shows.

The 2 x 2 identity matrix has, among others, the square roots

2] = 2]

The former root is representable by either definition; the latter is obtained by separately
defining vT=1 and VI=-1 on each Jordan biock. The function is permitted to be mul-
tivalued, but only on separate Jordan blocks. The polynomial definition does not allow this,

since polynomials are never muitivalued.

Even the Jordan form definition of f(4) is not the most general possible. For example a

square root of
00| . 01
oo|] ® Joo}l

E. Cartan proposed a contour integral definition which applies to holomorphic functions f
(Rinehart, 1955].
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Cartan definition. If fis holomorphic inside and on a simple closed contour C enclosing
A4, then

=._l._.. . - -1
f(4) = 2m{f(;) @ -A)dg. a1

Additional representations of (4} are derivable from those just mentioned. Gantmacher
[1959] and Rinehart [1955] discuss f(4) in further detail. In the next section we present a

particular polynomial representation for f(A4) and discuss related series representations.
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1.2 The Newton polynomial of f(A), and series representations.

Because we are free to choose any polynomial interpolating / on A ,, definition (1.1.2)
allows many representations of f(A4). There is, however, a unique interpolating polynomial p,
of least degree, though even this may be arranged in many ways.! One arrangement of p,.
which clearly illustrates the use of divided differences for defining matrix functions, is based

upon Newton’s divided difference formula for the interpolating polynomial, namely
" k=1
PaA) = T A/ TIN=2). (1.2.1)
A=d =0

The coefficient Adf is the k-th order divided difference of s defined on the abscissae

Ao A1l - . . . A4 This compact divided difference notation is further explained in §2.1.

The first few terms of the interpolating polynomial (1.2.1), which we call a Newton poly-

nomial, are
S + Ao'f'()t-ko) + A&f‘(ﬂ—k&(l—ﬂo + A&f’(x-ko)(h-’kﬂ(A-Kz) e

Because p,(A,)=s(A,) where A ,={Ag.A;,....A,}, the eigenvalues in A, having been

renumbered, /(4) has the following representation.

Newton polynomial of f(A). When fis defined on the characteristic values of 4,
" k~1
S(4) = F AL TI(A=N0). (1.2.2)
k=0 j

A 4 is the sequence of abscissae for the divided differences.

In §2.1 we shall see that the conditions on f necessary to define all the divided difference
coefficients Adf, k=0,1,...,n, are exactly those required to assure the existence of some
interpolating polynomial p,. Thus when p, exists, it may be arranged as a Newton polynomial;

so (1.2.2) is equivalent to definition (1.1.2).

"
tFor example Lagrange's interpolating formula p,(\) = ¥ 4 (A)-f(A,), where for each
k=0

k () Eﬁ(x-h,)/n(h-)«,). is one of the simplest. Here /. (A,) =0 when k |

j=0 ik
and Ik(hk) -],
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1 1 1
1 1 1
A= 1 B = 1 1
1 1
2 2
pAA)=(A=-D(A=-2) uag(A) = A-D*A=2)
x4a(\) = (A=1*A-2) xa(\) = uy(n\)

3 A)
Pn(A) = F + U@ = fDA =D py(B) = ):akal’-w-n‘ + AL (B-D*
A=0 .

By 85 et

3 k)
putd) = 3L 4 - kg ALF(A=D 5,(B) = 5o (B)
k=0
Fig. 1.2.1: p,, depends on the eigenspaces of the matrix.

The Newton polynomial representation of f(4) requires no more of f than that it have
enough derivatives to define f(A,). Our interest here, however, concerns functions f holo-
morphic on a region containing A 4. In such cases there is a natural extension of the Newton
polynomial to a series. Such a series may be viewed as an interpolating polynomial of infinite

order.

This extension derives from a Newton divided difference series,

ad k=l
FACVRD W YTA |} (LD (1.2.3)
k=0 =0

where the divided differences of f are defined on a sequence of expansion points

A M= {ug p1,m2....] which lies in the domain of holomorphy of /. Because (1.2.3) may be
unfamiliar, Appendix A.l presents an elementary proof demonstrating its convergence. Appen-

‘ f dix A.2 establishes the following representation of f(4). Gantmacher {1959] establishes more

\ ‘ general series representations for f(4), and Gel'fond (1971] discusses more complicated

! * divided difference expansions. These more extensive results are not needed here.
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Newton series representation of f(A). Let / have the Newton divided difference expan-

sion (1.2.3) on an open disk containing A,. Then

o k=i
S(4) = T A T4 =u,D. (1.2.4)
k=0 j=0

When the first n+1 elements of M comprise A 4, i.e. wg=Ao..... &, = X,. the Newton expansion

of £(4) (1.2.4) terminates after the n-th term and is just the Newton polynomial (1.2.2). This

N
is the Cayley-Hamilton theorem, JJ(4 ~A ;1) =x ,(4) =0.

j=0
When M={u,u,u,..} consists of one point, then each Adf =% (u)/k! (§2.1). The
Newton expansion (1.2.3) is, then, just a Taylor series; the representation (1.2.4) reduces to a

Taylor series for f(4).

Taylor series representation of f(A). Let f have a Taylor series on an open disk about u

containing A ,. Then

o0 () )
£ = LW gyt (1.2.5)

i Kk

The above shows that f(4) is representable in terms of f’s divided differences. In the
next chapter we reverse this situation. Divided differences of f are expressed in terms of a
function of a special matrix. Hence everything said here concerning /(4) applies to divided
differences of f, and techniques suitable for computing f(4) may be applied to compute them.

In turn, these differences may be used to compute f(4) by the Newton polynomial.
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2, Divided Differences

2.1 Definitions and properties of divided differences.

Divided differences were studied extensively in classical precomputer numerical analysis
as part of a finite difference calculus. They primarily saw use in tabulation of tables of function
values. A quite different purpose is envisioned here; however, much of the classical theory is
still relevant. Before proceeding to develop formulas for the calculation of divided differences,
we present a few well-known definitions and their consequences. Our notation is somewhat
different from that of other authors, but it is feit to be an improvement. Once understood, it

will cause no confusion to those already familiar with divided differences.

Most common notations for divided differences are cumbersome. For clarity we begin
with such a notation, but later reduce it to more compact form by suppressing unneeded infor-
mation. Let f be a function of a single variable { and be defined, at least, on a sequence
Z={0¢y ... .Ln...) Of distinct complex numbers. Z is called the sequence of abscissae, or

sometimes the sequence of data points or nodes. The 0-th divided difference of fat {g is
AN QY = s .

The first divided difference of fat {, is a function of the two variables (abscissae) {, and {; it

is formed from the 0-th divided difference by the familiar formula

(A% () - (A°N () AP ACTY

! =
(A'N ot = -1 Li=%o

The k-th order divided difference of f at {, is, then, a function of the k+1 abscissae

Lo, L1 . - - . Lk, and is defined iteratively from k—1-st order divided differences.

A first definition of divided differences. When fis defined on Z, each k-th order divided

difference of fat {;, j=0,1,...,n=k, is
k=1 ) (A K= _ o
QD Cp o - Gpe) = @'DC L) = AINQ L L) L
$jee ¢,
(A*f)(C;. 8,41, - - - ,§;+4) has no dependence on abscissae with indices < jor > j+k, and so

no generality is lost when considering just (A"/) (o, {1, - - - . ).
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Divided differences are very special functions of the data points in Z. Not only does the
number of dala points used increase with the order of the difference, but the divided difference
is symmetric in its arguments. This is obvious in the equivalent representation of the divided

difference in terms of determinants {Miine-Thomson, 1933].

PO A (O B A (W ¢ N SR "
gt = ot -
(A"j‘)((o. vl = + (2.1.2)
1 1 1 1 1 1

The abscissa¢ may be arranged in any order without changing the value of
X2 (O ST 49 B

Symmetry property. Let 7 be a permutation on the set of indices 0,1, ... ,n Then

(A"f)(COlCIn LR ucn) - (A"f)(Ca(m'Cr(n- e ':Il'(ﬂ’) . (2-13)

When fis symmetric in the real axis, i.e. f({) = /(7). (2.1.2) leads to a conjugate symmetry.
For odd values of n, (A"f) (Lo, 8y, . . ..L,) is real whenever {3, =Lz, i=0,1,..., (n=1)/2.
And for n even, (A")(Lo {1 - ..., is the conjugate of (A"f) (Lo, &), ... .{,) when each
Loivi=Can i=0,1, ..., (n=2)/2.

The defect in definition (2.1.1) is that data points must be distinct. However when f'is
differentiable. (2.1.1) may still be defined even for confluent (i.e. equal) abscissae. In particu-
lar when Z ={Lo. Lo, . . . .{ol, (2.1.1) is defined when f\"'({) exists. For confluent abscissae

the divided difference reduces to

oy

, (2.1.4)
n:

A@*N Qo to ... .00 =

Since the data points may be arranged in any order without changing the value of the divided
difference. (2.1.1) is defined when (2.1.4) is used when confluent abscissae occur. The require-

ment that the abscissae be distinct may be removed.

Definition: Let Z=({o..... 0. Ctr.-.oCtov -8 ... L] be a sequence of abscissae
yust a renumbering of the previous Z) where each {,, i=0,1, ...,/ appears a,+1] times,

!
3 (n+1) = n+1. The function / is "defined on the sequence of abscissae Z" when f({,),
(=0
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L@ ..., /") are defined for each i=0,1, .. ... This sequence of values is denoted
J(@).

Before rewriting definition (2.1.1) in more generality, we introduce a compact notation.
The sequence of data points Z={{y,{),....{,...} is given and. usually, in a fixed order.

Hence reference to Z may be suppressed. Thus we define
A = QWL L) (2.1.5)

The subscript j is understood to mean that we locate the abscissa labled ¢, and use it and the
next k abscissae in the sequence. In the event that the particular sequence Z must be

emphasized, A f will be written for & At

Standard iterative divided difference scheme. When f is defined on the sequence of

abscissae Z,

e Y4

A
Aff= (2.1.6)
/ Cirs—8;

foreach k=1,2,...,nand j=0.1,..., n—k, where A% = £(L,).

This definition of divided differences and our earlier definition of matrix functions in §1.1
are consistent. Indeed when Z = A ,, "defined on the sequence of abscissae Z" and "defined on
the characteristic values of A" are the same. We shall see later in §2.6 that this similarity in

definitions is no coincidence.

Divided differences have many useful representations and properties. We list several of
these here.
Divided difference tables. Divided differences are most conveniently displayed in tables. Trad-
itionally, tabies are arranged as in Fig. 2.1.1. Each divided difference is computed from its two

immediate neighbors in the column to its left. For our purposes it is most helpful to arrange

tMilne-Thomson [1933] writes A¢fas [{o, {1, . . . . {4). suppressing the function; Davis
{1973) uses /'"(Zo. s, . . . .{,); and Kahan and Farkas [1963) use A f ({0, 1, . . . . L.),

which suggested the notation used here. Gabel [1968] also uses a similar notation.
This compact notation is used in McCurdy [1978], from which much of this introducto-
ry section is taken.
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o Qo

Adsf
& J@&) Adsr
Al Ads
{ 7@ Al Ads
A AlS
&3 J&) Al
Als

$a AN

Fig. 2.1.1: Standard divided difference table.

the table as an upper triangular matrix, for example

Af

The symbol A f, without the superscript, is used here to represent a matrix, not a scalar. Ele-
ments of the matrix depend on their immediate neighbors in the diagonal to the left. This
leads to a "pattern of dependence” in which A }f is independent of all table entries in rows
before the j-th and columns after the j+k-th. A *f depends only upon the block of the table

matrix between it and the main diagonal. Such patterns of dependence are characteristic of tri-

angular matrices.

fQo  Adf  AdS
Q) Alr
S

Linearity. For constants « and 8,

Translation invariance. For Z+a = {{o+a,{|+a, .

For example,

1 -
befa T=to

Af(af+Bg) = a'Adf + B-Adg.

AlSa= Al

Sa)=faQo) _ f+a) = f(Cota)
({1 +a) = ({o+a)

AdS
Vi
ALY

F@)

et ) and £,(0) = fF(+a),

- A"°+J .
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(2.1.8)

(2.1.9)
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}
L JRY — Ay = Ay = A —~  AY
. ! ! ! 1
fQiv)) = A:‘Hf - A,2+|f - A:}Hf
1 t !
f(CH'Z) - A’L - A12+Z/
1 1
; fQ) ~ Al
o |
3
Fig. 2.1.2: Pattern of dependence in a divided difference table.
{ Scaling invariance. For some r#Z0let rZ ={7{o, 71 .. ., tL,....} and £, () = f(r¢). Then
AlSf=t"AL f. (2.1.10)
E For example,
A
S0 - f.(Lo) Sg) = (o)
Al . - - - 'Ar' .,
) 4 Li—% T 8 — 8o il
{ 1.000 1.718 1476 .8455 3632
. 2.718  4.671 4.013 2.298
7.389 12.70 10.91
20.09 34.51
\ 54.60
. Fig. 2.1.3: Divided difference table for f=exp, with Z={0,1,2,3,4}.
L
{ f Mean value representation. When the abscissae are real,
t 1]
i orm LG int €< )
. AgS - 0'2,-'2.5' £{< OT‘%C,, Q2.1.11)

for any f having # continuous derivatives in the interval containing the data points. This has
no equivalent for complex abscissae. For example when f=exp and {o=¢ and {; =§+27|,

e€+2m_ ef

‘ IR e ————— O ‘
Agexp (E+2mi)—¢ 0#e

for any finite {.
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Integral representation. Another representation for Ag'/, when f has a bounded n-th order

derivative on a closed convex domain containing Z, is [Gel'fond. 1971]

[ Ty=1
A(;'_/'-jo'jo' . jn'./*"'[;o+(;.—;o)r,+ o Q=L Tl dT, < drydry. (2.1.12)

Contour integral representation. When f is hoiomorphic inside and on a simple closed con-

tour C enclosing Z, [Gel’fond, 1971]

flw) dw

FPIE. I
Ag 211'/{ (w=fYP=C) - (w=¢,)

(2.1.13

Bound. If / has a bounded n-th derivative on a closed convex domain Q containing Z, then
[Gel'fond, 1971]

lags] < L,ma_)s L@ (2.1.14)
nlen

This is an immediate consequence of (2.1.12).

In later sections we present a new way of looking at divided differences and develop addi-

tional ways to express them.
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2.2 A traditional attitude towards divided differences: tables and interpolation.

Before beginning our study of divided differences, we present a short discussion of the

' traditional attitude towards them in order that contrasts may be made with our approach.

Divided differences are often encountered as an adjunct of the subject of ordinary
differences in interpolation and table making. Their treatment in the literature [e.g. Milne-

Thomson, 1933, and Mitler, 1950] is patterned on that for ordinary differences. The arrange-

ment of the divided difference table (Fig. 2.1.1) is one example. Others are divided difference
' ’ interpolation formulas which resemble formulas for ordinary differences. Indeed. our borrowed

notation A for the divided difference operator is a modification of A for the foreward difference

operator.
, n|f & A AP At AP |
-4
-3
| €
-2 €
€ -Se
-1 € —4¢
€ =3¢ 10¢
0 e -2¢ 6e
—€ Je -10e
1 € ~4¢
f —e Se
‘ 2 €
: —€
) 3
4

Fig. 2.2.1: Error growth pattern in table of ordinary differences.

The lack of interest in divided differences shown by some authors [e.g. Ralston, 1965] is

' explicable when we recall their use in interpolation and the available means of computation. In

! tDivided difference interpolation formuias are derived from the Newton divided
. difference interpolating polynomial (1.2.1) in the same way that the Stirling and Bessel
. formulas are derived from Newton's foreward difference scheme. For example, averag-

ing polynomials using the two sequences of abscissae {{.{;.{-1.{2.{-2...] and
. {€0.&=1. &1 €=2. L. -] yields the divided difference generalization of Stirling's formula:

+{.-
P = f({g) + %{(A'rmo.c,Hu'/')(co.c_.)l-(c—{o) + (A’/‘)(co.c..c_.)-(;—co)({-—"—;—l) +....
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hand or desk-top calculation, we desire few and simple computations. Ordinary difference

interpolation formulas may be scaled to minimize divisions and complicated fractions (worse

than say -;— % %

are seldom encountered. Comrie [1959]) remarks that "computers try to avoid tabulations at

., etc.). This is one reason mathematical tables with unevenly spaced data

unequal intervals and divided differences ... ."

4 A%xp Alexp A%xp Adexp A%exp Alexp Alexp
0.00 | 1.000
0.284
0.25 | 1.284 0.081
0.365 0.122
0.50 | 1.649 0.203 -0.392
0.568 -0.270 1.000
0.75 | 2.217 -0.067 0.608 -1.997
0.501 0.338 -0.997
1.00 | 2.718 0.271 -0.389
0.772 -0.051
1.25 | 3.490 0.220
0.992
1.50 | 4.482
0.00 | 0.000
0.000
0.25 | 0.000 0.000
0.000 0.100
0.50 | 0.000 0.100 -0.400
0.100 -0.300 1.000
0.75 | 0.100 -0.200 0.600 -2.000
-0.100 0.300 -1.000
1.00 | 0.000 0.100 -0.400
0.000 -0.100
1.25 | 0.000 0.000
0.000
1.50 | 0.000

Fig. 2.2.2: Example of error propagation in ordinary differences (see Fig. 2.2.5).

The study of error behavior in divided difference computations also shows the domination
of ordinary difference theory. For example when an error e occurs only in the £(0) entry. the

familiar error growth pattern (Fig. 2.2.1) reveals itself in a table of ordinary differences. The

coefficient (exclusive of sign) of the (n, A) entry is the binomial coefficient

b
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where n is assigned half values for entries where j is odd.

Miller [1950] writes, "It is also proposed to give error patterns, such as that in [Fig. 2.2.1],
for tables of divided differences, for use with tables having certain common arrangements at

unequal intervals, for example, with a table having arguments

1 .
13.....

1 1 1 2 3 ]
Sy ety

Such an error pattern might resemble Fig. 2.2.3.

c f Al AZ Al A‘ AS
-
{3
€55
{2 €_44
€33 €_4.5
£ €_23 €-34
€11 €23 €_35
Co | € €-1.2 €24
€0.1 €2 €-2.5
& €2 € )4
€93 €-1.5
'$) €0.4
€95
{3
L4

Fig. 2.2.3: Error growth pattern in table of divided differences.

i+
Each t,,,-ilrf(Co-Ck)]-'- The error growth pattern reduces to that of Fig. 2.2.1 when the

Aoy
A =0

data points are evenly spaced with unit separation and each entry ¢, ; is multiplied by j!.
Because n-th order differences of polynomials of degree n—1 are zero (see §2.7). one
expects high order differences of a function to be small when it is well-approximated by a poly-
nomial. When high order differences begin resembling the alternating sign binomial pattern of
Fig. 2.2.1, an error in the tabulated function values is suspected [Miller,1950]. Multiple tabula-
tion errors lead to more complicated patterns, and round-off errors in the difference computa-
tions may further obscure any pattern. Statistical methods have been suggested for spotting

aberrations in tables [Blanch, 1954].
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L A%xp Alexp A%xp Alexp A‘exp Afexp Afexp
0.00 | 1.000
1.136
0.25 1.284 0.6454
1.459 1.311
0.50 1.649 1.629 -4.197
2.273 -2.886 8.549
0.75 | 2.217 -0.5360 6.489 -11.37
2.005 3.603 -8.513
1.00 § 2.718 2.166 -4.152
3.088 -0.5493
1.2§ 3.490 1.754
3.965
1.50 | 4.482
0.00 | 0.000
0.000
0.25 | 0.000 0.000
0.000 1.067
0.50 | 0.000 0.800 -4.267
0.400 -3.200 8.533
0.75 | 0.100 -1.600 6.400 -11.38
-0.400 3.200 -8.533
1.00 | 0.000 0.800 -4.267
0.000 -1.067
1.25 | 0.000 0.000
0.000
1.50 | 0.000 }

Fig. 2.2.4: Example of error propagation in divided differences (see Fig. 2.2.3).

A situation where divided differences, rather than ordinary differences. are usefully
emploved in interpolation is presented by Salzer {1947}. Bessel functions J (). ! .(£). elc.
are commonly tabulated for integral values of v, as well as v = =1/4, £1/3, +1/2, =2/}, and
+3/4. For € fixed, divided differences are used to interpolate for any v, =1 <v <1, or 0

check entries in a tabie.

Very high (say greater than 10-th) order differences, ordinary or divided. are seldom of
practical interest in interpolation problems. The reason is that when the function is tabulated to

a fixed number of digits, adjacent table entries often have several initial digits in common.

$See for example tables of the National Bureau of Standards [1948).
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Differencing such entries leads to differences containing fewer significant digits. After a few

steps no correct digits may remain. The 1ables in Fig. 2.2.5 illustrate this phenomenon. Less
correct information (significant digits) is retained after every differencing step. In interpolation,

one is interested only in making a small correction in the last digits of already tabulated values.

The information remaining in the first few differences is adequate for this 1ask. However when
accurate high order differences are the objects of interest, this loss of information, coupled with

magnification of any previously introduced errors when we divide by a small number, is a disas-

ter. We must consider other methods for computing divided differences. The approach neces-
sary to develop such methods forsakes the idea of interpolation between table entries and

emphasizes the underlying function.

X example: We use the Newton divided difference formula and the four figure divided
S

differences in the second table of Fig. 2.2.5 to interpolate for exp(0.30).

exp(0.30) = 1.000 + 1.136 x (0.30—0.00) + 0.648 x (0.30—0.00)(0.30—0.25)

s 1+ v T

+ 0.2347 % (0.30-0.00)(0.30-0.25)(0.30—-0.50) + - - -

= ]1.349816

This result correctly interpolates to four figures exp(0.30) = 1.350. The errors in the

divided differences do not affect the most significant digits that we want.
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Ordinary differences of the exponential

4 A%xp | A'exp Alexp A'exp Adexp Afexp Aexp
0.00 { 1.000 | 0.284 0.081 0.022 0.008 0.000 0.003
0.25 )} 1.284 | 0.365 0.103 0.030 0.008 0.003
0.50 || 1.649 | 0.468 0.133 0.038 0.011
0.75 || 2.117 0.601 0.1n 0.049
1.00 § 2.718 | 0.772 0.220
1.25 §| 3.490 0.992
1.50 || 4.482

Divided differences using 4 digits

14 A%xp | Alexp | Aexp Aexp Adexp A’exp A‘exp
0.00 || 1.000 1.136 6.480E-1 | 2.347E-1 | 8.530E-2 | 0.000 1.712E-2
0.25 || 1.284 1.460 8.240E-1 | 3.200E-1 | 8.530E-2 | 2.568E-2
0.50 || 1.649 1.872 1.064 4.053E-1 | 1.174E-1
0.75 | 2.117 2.404 1.368 5.227E-1
1.00 || 2.718 3.088 1.760
1.25 |} 3.490 3.968
1.50 || 4.482

Correct value of divided differences to 4 digits

4 Adexp | Alexp | Alexp Alexp Adexp &’exp 4 %xp
0.00 || 1.000 1.136 | 6.454E-1 | 2.444E-1 | 6.942E-2 | 1.577E-2 | 2.987E-3
0.25 || 1.284 1.459 8.287E-1 | 3.138E-1 | 8.913E-2 | 2.025E-2
0.50 || 1.649 1.873 1.064 4.029E-1 | 1.144E-1
0.75 || 2.117 2.405 1.366 5.174E-1
1.00 i 2,718 3.088 1.754
1.25 | 3.490 3.965
1.50 || 4.482

Fig. 2.2.5: Example of loss of accuracy in computing differences.
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2.3 An analytic approach to divided differences.

Up to this point, divided differences are seen as a tool for interpolating in mathematical
labies. We assume only that we are given a lable of numbers, presumably representing the
values of some function at certain arguments. No reference to a particular function or expres-

sion is required.

In contrast, we now consider how divided differences depend on the function /and make
full use of the theoretical toois presented in §2.1. We treat the divided difference itself as a
function: hence, we always assume we can cvaluate f and its derivatives at any valid abscissa.’
A discussion of tables and interpolation is no longer relevant; neither is a limitation to common
arguments. as suggested by Miller {1950] and Salzer [1947]. Indeed. complex as wel! as real
data points are possible. Further, we are interested in floating-point compuitation on a com-
puter; the desire to aveid divisions, complicated numbers (many digits) and fractions is less

imporniant. Finally , we consider divided differences of any order.

example: The power of the analytic approach can be illustrated as follows. We wish to evalu-
ate A'exp at the abscissae {o=0 and {;=10"2" on a pocket calculator that can hold
only a ten digit number. In the calculator the number 1+ 107 would be
1.000000000; the 10~ is chopped off. Hence we compute

exp(10-%) —exp(0) _ 1-1
10-2-0 10~

Adexp = =0

as exp(107%) = 1 10 ten digits. Alternatively we may write

() —exp(ly inh{{, - ¢g)/2]
Adexp = s C;)‘ _::p o exp[(§|+§.))/'2]'-s—l-nT§[‘—s_l—c(-‘,i;§£—

and then

sinh(0.5x 10°%) __

0.5x10°% !

Aldexp = exp(0.5 x 107%9)-

to ten digits, if we can evaluate sinh accurately.

tIn a computer. abscissae must be representable in the machine; the value of {is
rounded (or chopped) at full machine precision.
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Divided differences of g using 4 digits
' A% A'g A% A'g A'g A'g atg
0.00 }i 0.000 1.406E-6 | 1.812E-4 | 2.212E-3 | 6.913E-3 | 7.446E-3 | 2.989E-3
0.25 || 3.516E-7 | 9.199E-5 | 1.840E-3 | 9.125E-3 | 1.622E-2 | 1.193E-2
0.50 || 2.335E-5 | 1.012E-3 | 8.684E-3 | 2.534E-2 | 3.113E-2
0.75 § 2.764E-4 | 5.354E-3 | 2.769E-2 | 5.647E-2
1.00 {{ 1.615E-3 | 1.920E-2 | 7.004E-2
1.25 || 6.416E-3 | 5.422E-2
1.50 }i 1.997E-2
Fig. 2.3.1: Analytic approach to computing A "exp.
example: Consider the second table in Fig. 2.2.5. The vaiue 0.01712 for Adexp contains no

correct digits. Any sixth order difference of a polynomial of degree five is zero

(§2.7). By linearity

Afexp = Afg,

where g = exp — ps and p;s is any fifth order polynomial.

2
ps@) =140+ 5

3!

3
+5 4

4 s
g

the first terms of exp’s Taylor series. For this choice,

s =35

(=f '

We set

Using g instead of exp we get Afexp = Ag = 0.002989, which has three correct

decimai digits. The polynomial ps({) which dominates the information in the left

most digits of exp({), the digits lost in differencing, is removed in forming 2(J).

The information needed to give Adexp accurately is retained in g({), but is lost in

exp({) because too few digits are carried.

There are many cases in which the standard divided difference scheme (2.1.6) works very

well (Fig. 2.3.2). Because the scheme is so simple and computationally fast we want to use it,

when possible. We need, then, an analysis of the standard formula in order to distinguish

those cases where we may wish to employ it. This leads to criteria for deciding when to use it,

rather than some other formula.

i
1
3
1
i
!
H
1
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Divided differences of exp;o by the recursive formula

s Axpyy | Alexpig | Alexpio | Alexpyp | A'expy | A'expyp | Aexpyo

0.00 || 1.000 4.472E+1 | 1.000E+3 { 1.492E+4 | 1.668E+S | 1.491E+6 | 1.113E+7

025 | 1.218E+1 | S.449E+2 | 1.219E+4 | 1.817E+S5S | 2.031E+6 | 1.818E+7

0.50 || 1.484E+2 | 6.638E+3 | 1.485E+S5 | 2.213E+6 | 2.47SE+7

0.75 || 1.808E+3 | 8.089E+4 | 1.808E+6 | 2.696E+7

1.00 || 2.203E+4 | 9.851E+5 | 2.203E+7

1.25 {f 2.683E+5 | 1.200E+7

1.50 || 3.269E+6

Fig. 2.3.2: Recursive scheme on exp,o({) = e'%, correct Afexpo=1.112E+7 to 4 digits.
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2.4 An error zrowth analysis of the standard divided difference formula.

The standard divided difference algorithm (2.1.6) propagates, and may magnifv, errors
introduced at earlier steps.! Algorithms which exhibit this unfortunate error magnification pro-
perty are often shunned in practice; however, (2.1.6) is just 100 attractive from the point of
view of speed and simplicity (o be discarded out of hand. We study here the standard scheme’s
error behavior and obtain error growth bounds. This analysis provides criteria for deciding

when to employ the standard scheme, or another method. to compute Aq'/.

We analyse the error propagation in a typical step of (2.1.6),

A u-I/-_A u—ll-
Ajf =20 7 (2.4.1)
)
For any expression g let f(g) represent its computed. or "on hand." value. Employing previ-

ously computed values in (2.4.1),

AP = AALT
;H_CO )

AN =
Define
HAGS) = A + 8¢ . (24.2)

34’ is the absolute error in expressing A’/ by A(Ag/). Then

(A F+877") = (A7 f+8¢ 7D

A ”-' i + 8” -
of * B T~
8{1—1_66:-|
=Af .
$a—%o
and so
a‘u—l _adr—i
By ™ ——— (243
T L~b

(2.4.3) represents 8§ as the error propagated from errors in the n—1-st order differences. The

t Algorithms which magnify previously introduced errors from step 1o step are often re-
ferred to as "unstable." This term is commonly applied 10 algorithms for the numericai
solution of differential equations. In this context it is employed, for example, in texts
by Richtmeyer and Morton [1967] and Gear {1971].

1
q
]
|
i
]
i
1
{
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growth in this propagated error is governed by ({,—{o)~', the inverse spread in the abscissae.

We may aiso define
AL =AU +¢f) . (2.44)
€¢' is the relative error in expressing Ag'f by its computed value A(Ag'f). Then

AP (+e ™) =A™/ (14647

A " .(l + Il) -
o/ €0 {n—%

n i Ad'—lf'(ﬂ"‘l—fdl—l)
= AdS (1l + et + ,
° ' A4S, =0

’

' and so

Aon-lf,(e'n—l “Go"-l)
- + (2.4.5)
“f = 86/ @~ 10

is the relative error in fA(A4f) propagated from relative errors in #n—1-st order differences.

Expression (2.4.5) indicates the relative error may grow from step to step in (2.1.6), espe-
cially when the abscissae { and {, are close. This relative error growth is equivalent to the loss
of information discussed in §2.2. Such growth in practice may nearly approximate the upper

bounds on error growth we derive in §3.2.

Insisting on small relative errors is often inappropriate in divided difference computations.
From (2.4.5) one expects a large increase in the relative error when |A¢f| is smail compared
with |Ad~'f|. However a large relative error in a small number is not a disaster when the
absolute error is small relative to the final quantity in the computation in which the divided

difference is used. Our interest here is accurate computation of n-th order divided differences;

———

we must then, at least, compare the absolute error with an appropriate estimate of the magni-
‘ tude of n-th order divided differences of /. Conclusions regarding the bounding of the errors
expressed in (2.4.3) and, especially, (2.4.5) depend on the particular function / and its own

divided differences. We study the exponential function in Chapter 3.

’

e A ——

example: Large relative errors in small numbers are not always disastrous. Let f=cosh.
Using four digits we compute the following differences. The entry

Alcosh=5970E—-3 has a greater reiative error than the other entries; yet subse-

quent table entries are unaffected by this error because the number 5.970E-3 is




et . ava

Table using 4 digits

Correct values to 4 digits

4 A%osh  A'cosh  A¥osh A'osh | A%osh  Alcosh A 2cosh  A‘'cosh
-2.00 3.762 -2.219 0.7392 0.1638 3.762 -2.219 0.7392 0.1637
-1.00 1.543 0.005970 1.722 1.543 0.005885 1.721

1.0t 1.555 8.614 1.555 8.613
4.00 { 27.31 27.31

Fig. 2.4.1: Large relative errors in small numbers may not be important.

small. In four digit subtraction 0.005970—(-~2.219) forms Adcosh=0.7392: the

incorrect rightmost digits play no role.
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2.5 The divided difference as a function of its abscissae.

Our approach to divided differences has not escaped the notion that their formation is an
operation performed on entries in a mathematical table. In §2.3 we illustrated the usefuiness of
an analytic approach. The basis of this approach is that divided differences are functions of

their abscissae and may be treated as we treat other mathematical functions.

To aid our discussion we introduce a vector notation for divided differences.” The
sequence of abscissae Z ={lo.{;, . . . .{,} is conveniently viewed as an n+1-tuple. Hence Z is
equivalent to a vector z = ({p.¢;. . ..,L,) in C*' (or R™! for real abscissae). We speak,
then. of a divided difference function A“f being defined for a vector z in the same sense as the

function / being "defined on the sequence of abscissae Z" (§2.1). Thus

A"f(Z) = @A"NLGL ... L) (2.5.1)

When every vector z in a region of C"*! is equivalent to a sequence of abscissae Z on which f

is "defined,” A"fis a function on that region. Thus when defined,
A"f . Cn+| — C.

in brief. Our new notation expresses n-th divided differences of /, A"/, as functions from C"*'
into C. The value of this function at the point z € C**' is A"s(z). The ordering of the abscis-

sae is suppressed here.

When / is holomorphic on a region containing the abscissae, A"/ is holomorphic in each

of its abscissae. In particular for each i=0,1, ...,
) i . A+ L) e) = Af(2)
—=A"f(z) = | -
ag, 4/ =T =3
= A"1(z,0). (2.5.2)
The vector ¢,=(0.0,...,0,1,0,...,0) is the ~th coordinate vector in C™*'. The partial

derivative with respect to {, of A"/ is an n+1-st order divided difference with the abscissa ¢,

repeated; this is indicated by (z2,{,).

tThe first notation (4"f)({o.{1, - . . .{,) emphasizes both the sequence of abscissae
and its ordering. The second notation A ¢/ merely emphasizes the sequence ordering; it
suppresses reference to a particular sequence.
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That A"/ is holomorphic in each of its abscissae separately suggests it may be expanded in

a series. The next three sections develop such expansions.
example: By differentiating successive divided differences we can show that

- ‘_ﬂ
(A%xp)(0,{.Z. ... .0 = e Z'—;)—

Amn

Start with

[ —_p— oo (_ yyh—I
(A'exp)(0,¢) = £ z 1 -e‘l : : -e‘-z-(—-gk)l—-.
= !

With §;=¢,

2 -0 (pt - al
(A‘exp)(0,,8) 3, (A'exp)(0,¢) aC (A'exp)(0,2)

-ec{i_‘:’_%:'_ Z(k 1)_5__]
L] *

Aw2

o —ryk=2 —r\h=2
- ““2“((7%)7 - (k-—l)(—%—}
2 . .

3 z "UA

Using the chain rule in the general case,

A

(4" lexp)(0.¢, ... . {) = F;—(A"GXP)(O-Cu o 0 = L4 prexpro.g. .. .. 4]
|

n d{

CLAEERT L § oyt

fmn : kmn+l

—r)h-n=i —rYh=u—|
2 {(__Q)__'_ (k-n)-(—g-)’T—-}
PPt (k—-1)! k!

LI )k-n—l
- ¥ _S_k'_._

k=n+|

This may be compared with a method based upon the standard formula,

(A"exp) (L.L, . . .. )—(A"xp)(0,¢{,....0

(A" exp)(0,,8, ... .0) =

4

TP M—J
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example:

. —— et - o

_E)A-n
C n' E',, !
- o0 (_;)k—u-l
IR

Two-point divided differences. Just as divided differences for confluent abscissae
{(which may be referred to as one-point divided differences) reduce to a special
form, divided differences about two repeated abscissae also have special properties.
Let the vector z=({,~¢, ..., £, —{) consist of n repetitions of the two data points {
and —={. Recalling the contour integral formula for divided differences (2.1.13), for
n=0,12,..

n ‘( )d
SECUES =1 Foer e
N B S A Y
A f(Z. c) 2wi C (m_C)Il(w+c)ll+| '
and
AZ/H-I/-(Z L, _c) - ___ f(w) dw

2mwi (‘0"()“'(0"*'0"“ )

The first 2n abscissae are represented by z for compactness. For each n define the

functions b, and a, by

= _1_ g 2n - - _[(w) dw
b,&) = SAMSGL) + AVF (@ =D) = 5 f I

and

= A2+l - 2+l - -1 flw) dw
a, (D) = AV f(2,0,~0) =AY f(z,~L, ) me

(w—()"*'(w-i-C)""' :

These functions are holomorphic in ¢,

d 1 d w f{w) do
dg b, (@) = 210 L% (w=0) " (w+)"

- 2(n+l){f w/f(w)dw
2mwi C (w_c)ﬂ-’-l(w*_c)n«rl
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= 2(n+1){ 8,41 (0) .

and similarly

?%a,,(t) = 2n+1){a,. ().

The functions, then, satisfy the recurrences

1 d
b, (C) - m";{bn—l(c)

1 d
a,({) = m'z'a..-u(i)

and can be defined when we know bo(Z) and ao(f). For example when f=exp,,

exp. () =e™ with7 20,
bo(L) = cosh(rl)
ao(?) = sinh(r{)/L.

Since

A¥f(2,0) —AYf(2,=0)

- A2+l —r) -
a,(l) = A f(z L, —0) %

the divided differences are recoverable from b,(Z) and a,({). The values 5,({) and
a, (L) yield coefficients of a Newton expansion of fabout { and —={. Note that when
{=im is pure imaginary, both b,({) and a,({) are real for any f such that

F@) = f{). We extend this example in §2.8.
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2.6 The divided difference table as a function of a matrix.

The entire divided difference table (§2.1) of s for the sequence of abscissae

Z={0lih. ... {.} may be expressed as an (n+1) x (n+1) upper triangular matrix*
fQ)  AdS  &dr - - - &S
(9 I V7 I ¥ A 4
QD ArYy
A= . 2.6.1)
j.(Cu)
Let Z be the special (n+1) x (n+1) bidiagonal matrix
o |
o 1
L1
Z = (2.6.2)
c"—l 1
;Il

Opitz [1964) refers to Z as a "steigungsmatrix" (ascent matrix). We shall call Z a "step matrix.”

The same conditions on f imply the existence of both the divided difference table A f

(§2.1) and the Newton polynomiai representation of f(Z) (§1.2). The two are related as fol-

lows,

; Theorem: "The divided difference tabie is a matrix function.”

Af=f(2) (2.6.3)

proof: The Newton polynomial representation of f(Z) is

n=1

S(Z) = fQ) ]+ AS(Z =) + - -+ A TIZ =0 .
h=0

t A, is written when the sequence of abscissae Z must be emphasized. Recall that
A /. no superscript, is a matrix and A "fis a scalar function.

i o i ,'w
LLL““‘_“‘* P - FI SN T s shetan K .
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Because Z —,/. each k, is bidiagonal, the product matrices ﬁ(Z ~{.1) for m < n—1 have
k=0

n=1
(0.n) element zero, while the (0,) element of [J(Z —{,/) is one. Thus the (0,#) element
k=0

of f£(Z) is A, the (0,n) element of Af. By the pattern of dependence (§2.1), the choice of
0-th and n-th abscissae is arbitrary. Hence equality holds between every element of f(Z) and

A/ Q0

Parlett’s recurrence (1.1.5) reduces to the standard divided difference scheme (2.1.6)
when the upper triangular matrix T is replaced by the step matrix Z. This provides another way

to establish (2.6.3).

Several important and useful consequences follow from the theorem.

1. Function of a Jordan block. When the sequence of abscissae Z={{o.l0. . ... ol is

{ confluent,

‘ Q) SR xSG o )

' O T (2 R 112 AU ()
| } S T
L As= ' : (2.6.4)

i

|
‘ S o)

This is the well-known special form for a function of a Jordan block.

2.  Multiplication formula. Let the function f, be defined by f,({) = f(+{), then

! Af, = f(r2). (2.6.5)

Scaling abscissae. Let D =diag(l, 7,72 ...,7”), a diagonal matrix, and

- — .
-
W

rZ={rfo. 7{1, - ... 7.}, then

Azf. = DA, f-D". (2.6.6)

proof: Azf,=f,(Z)=f(rZ) = f(DZ,D") =D f(Z,)D"'= DA,y f D', where

.
o U
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f(o 1
1’§| 1
TCZ 1

Tcll-l 1
L

This is the scaling invariance property (2.1.10) in matrix form.

4.  Special functions. Divided difference tables of certain functions inherit some appealing
properties from the functions themselves. For example when f = {/, the j-th power func-
tion* 1/({) =¢’for j=0,1,2,...,

Ap/thm Zi+h = ALATE, (2.6.7)
Also when f=exp,, exp.({) = e,

Aexp,is = et Z m ¢7Z.07Z = Aexp, Aexp,, . (2.6.8)

+Our divided difference notation suppresses variables, so clarity demands that every

function have a name. The notation }' for the j-th power function is used by Davis
{1973].

YT ot
C AN S
i
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2.7 Divided differences of polynomials.

To aid in the development of series expansions for A"/, we first examine divided

differences of polynomials. Let p; be a monic polynomial of degree j given in factored form'

=\
5,0 = [[&-a) = 5 @@ —a,_) Q@.1.1)

1=

for any j=0,1,2,... [po({) =1]. The polynomial p, appears in the jth term of the Newton

expansion (§1.2) of fabout the sequence A = [ag, ;. a3....}.
f=2A&lfp
j=0

p, reduces to the jth power function 1/ when all the a; are zero. For any j and step matrix Z

(any sequence of n+1 abscissae), the matrix function theorem of the previous section yields

j=1
A= pi(2) = [[(Z-a.D). (2.7.2)
=)

example: When n=4 and j=3,
Apy = py(Z) E(Z-agl) (Z—a))(Z —ay])

fo~a; 1
;|_al 1

- II {1—a 1

CJ—aI 1

§4-al

tFor a polynomial p = tB,]' in non-factored form, the linearity property (2.1.8) yields
L]

A"p-i_:oﬂ,-w'.
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1o 2
(;o-ao)((o"(n)(co-az) 22(CL-GK+I)(L-“I) z(‘l—al)
L =0/=0 )
1
G—ad{—a){—a)) T T =) §o1—a,)
A =0i=0
- (§2—ag) ({2—a)({2~ay)
1 0
2
2(§:+I'a.) 1
i=0
1k 2
Y Y Grrr—ars)§ir2—a,) Y 2—a)
=0i=0 10
14
@3=—ad{3—a)(3—ay) zogo(hn-ﬂm)(h.s‘a,)
k=0
Ca—ag) Ga—a) s—ay)

In particular, the 0-th (top) row of A p; is
Afps = (Lo—ag) Go— o)) ({o—a3)
Adp3 = Qo—ag(fo—a)) + Qo—ag) ({~a)) + {1 —a)({ —a))
Adps = Go—ag) + (§1—a) + {2—ap)
Adpy =1
Agpy =0

For general n and j the (0,n) element of Ap;, that is Adp;, is the (0.n) element of the

matrix product (Z —ag/N(Z —a /) * - - (Z —a;_/). The following formulas can be verified by

K &
actually writing out the products. We freely use the convention that HS,EI and zs,-:-o

(= It

when k < j, where s, represents some expression.
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Divided differences of polynomials.
Adp; =0 when j<n; |

!
&dp, = 1: |

i
A0",,11-0-1 - ’zlo(c: -d,') ’ ) 3
- |

" A
A6'p11+2 - 2 (CA —ak+l)z(c:-al) .
A0 =0

In general for all j > n

~n Mimy

Op - [ 2 (C» an,-ﬂ—n—,), (273)
1m0 n,=0

where ng= n. A rearrangement of this expression is

a k=l

Ad’ﬂ,- - z n{ n (C, T Xk lrkgrky+ +I.-,_|)} . (2.7.4)

Kotk + - +kymj=ni=0 =)
k; 30

In the special case of the jth power function {/, expression (2.7.4) reduces to

koo K k
Adl = p2 % SR SN
kotky+ - -k mj—n ﬁ
£,20
r' l A This is a well-known symmetric polynomial formula for the divided difference of power func-

P tions [Milne-Thomson, 1933]. When n=1 the first divided difference of p; obtained from
274 is

T

} o

, = 5 ([ Go-a n (I

k=0 =0

i=1 k=1

- . j=)
=S M G-an T €-an). 2.75)

k=0 (=0 1mkp]

A simple recurrence for computing divided differences of the functions p,.,

Jj==1,0,1,2,..., may be developed from expression (2.7.2). We begin by writing
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AP’.H - Ap,'(Z -a_fl) . (2.7.6)

By writing out the right-hand matrix product, the (0,k) element of Ap,,, is

Adpjei = Qi —a)-Adp; + A§™'p, .1.1
for any k=0,1,...,n All the elements Adp,. for 0 < k < n comprise the 0-th (i.e. top) row
of the matrix Ap;,.

} Formula (2.7.7) is a recurrence in k and j. To see this, we replace the index jin (2.7.7)

by j+k where 0 € k < n, and still j=-1,0,1,2,.... That is,

oo Afpirist = Qi —a;ui) AgPiei + A$ ' pjus (2.7.8)

is the (0,k) element of the matrix Ap;,..,. Thus for fixed j, varying k in (2.7.8) has us look-

—ry

ing at elements from the top row of different matrices.

example: Let j=2, then for

k=0, Adpiris1 = Adpsis the (0,0) element of Aps;

k -

—

. Adpiris1 = Adpy is the (0,1) element of Apy;

k=2, Adpi+is1 = Adps is the (0,2) element of Aps;

and finally for

o ————

k=n AFfpiris1 = AfPyss is the (0,n) element of Ap,,s.

Since Adp; =1 for all k, the elements A§p;,x+1 are known for j=~I1; so all the A{p;.,

——

are defined by (2.7.8) [we define A~'p, =0 for any k). Thus all the A¢p,.;4, are computable

for j =0, and recursively for any j > 0 as well. This procedure is summarized in Algorithm 1,

o a e -

and its first few steps are illustrated in Fig. 2.7.1. Note that if we want all the top row elements

of the table Ap,,.,, m 2 n, one element appears in each step of the algorithm from j=m—nto

i

j=m. A{pn+ appears first (step j=m—n) and AJp,..; appears last (step j=m). Each j-step
of the algorithm requires n+1 multiplications. Three storage n+1-vectors are needed: one to

hold the abscissae {;, one to hold the j/th level results A§p, .+ (the results for level j—1 may

be overwritten), and one to hold the n+1 currently active a,, namely a;, a4, . . ., @,4p.
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Algorithm 1: Recursive computation of Adp; ..

1. Initialize Ajp, =1 for each k=0,1,....,n
2. For j=0,1,2,...
A8pieisr = Qi —are) Afpis; + AF'Pisj, k=01, ..., n

(A*f = 0 for k <0, any function /)

Initialize

Adpo = Adpy = 4¢Py =1

For j=0,

P s

Afp) = Lo~ ao)Afpo + Ag'po = Lo—ag

Agpy = (1 —a)-Adpy + Adpy = ({1 —ay) + ({o—ap) :

Adps = (2= a)-Adpy + Adpy = ({r—ar) + {1 —ay) + (Lo—ao)
For j=1,

Adpy= (Lo—a)-Adp) + Ag'py = ({o—a1) ({o—aq)

Adps = (1 —a))-Adpr + Adp,
- (C;—az)(Cl—al) + (C|—az)((o—ao) + ((o"dﬁ((o—ao)

Adps = (L3—~a3)-adps + Adps

- (C;—a;)({z-az) + ({1-a3)(§|—a|) + (Cz-'a;)(go‘ao)

+ (C|"az)((|‘a|) + ({|"¢!2)(Co“ao) + (Co—a,)((o-ao)

“,..,_,...v—.—v-_v_.v.w
-

Fig. 2.7.1: First coupie of steps of Algorithm 1 for n=2.

A companion algorithm for computing the s-th column of 4 p;, also exists. Obtaining it

merely requires rewriting (2.7.6) as

_ 4
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-1
Api = (Z=a,N-[[(Z-a,) = (Z=-a,D-Ap, 2.1.9)

1=(

and following the same approach as before. Again just one element of the n-th column of a

particular matrix is computed at each siep. The first few steps of the algorithm are illustrated in

Fig. 2.7.2.

Algorithm 2: Recursive computation of & S_;pi -

1. Initialize A }_, p, =1 foreach k =0.1, ... ,n
2. For j=0,1,2,...
AriPirinr = Qpor —ass ) Abipiy, + A2 e, k=01, ..., n.

-~ AP
- e D e et i
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Initialize
Alpo=Alp = Adp =1
For j =0,
Afpy = (La—ag)-Afpo+ AT'po = {3~
Alpy=i—a)-Alp + Afp) = (§~a) + ({;—ap)
Adpy = (Lo—a))-Adpy + Alpy = Lo=a) + ({1 —ap) + ({3—ap)

For j=1,

Afpy = (L2—ap)-Adp) + A5y = (L3—ay) ({3 = a)
Alps = (Gi—a))Alp, + Adpy

= —a) @ —a) + () =a)({3=ap) + §3—a) ((;—ap)
Adpa= (Go—ay)-Adps + Alp;

= (Lg—a) (lop—ay) + Lo—a) (§1—ay) + ({o—ai) ({3—ay)

+ () —a)) () —ay) + (ﬁ"dz)({z‘do) + ({3~ ~ag)

Fig. 2.7.2: First couple of steps of Algorithm 2 for n =2,
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2.8 Series expansions of A"f,

The matrix function theorem for divided difference tables leads directly to series represen-

tations for divided differences. For example suppose that on the disk D,={{|p > [{-al),

kas a Newton expansion about the sequence of expansion points A = {ag, a;, a3....}. That is
S=T A (28.1)
=0

k=l
on D,, where p({)=]]({~a;). In Appendix A sufficient conditions are presented for the
j=0

existence of such an expansion. Under the same conditions the matrix function f(4) has a
Newton expansion when ail the eigenvalues of 4 lie in D,. Thus when the data points

Z={%0.L1. ... .0, lie in D, the divided difference table has the Newton expansion

Af=f(2) = S AL p(2) ! (28.2)
k=0

In the vector notation introduced in §2.5, ZCD, is equivalent to a vector
z=Qo {1 . ... L) in DM cC*'. The previous section leads us to examine the (0,n) ele-

ment of the table. The result is summarized in the following theorem.

Theorem: Newton expansion of the divided difference function. Suppose / has a Newion

series on D,. Then

A"f = S AL fAD, (2.8.3)

k=n

k=1
over all D*!, where p,({) = [T - a)).
=0

The important point is the identification by (2.7.2) of the (0,n7) element of p,(Z) with Agp,.

A Taylor series expansion formula for A”f is an immediate corollary. Recall that

A} S =f*(a)/k! in the confluent case.

tThe reader is asked to distinguish between the divided differences A,ﬁo/‘ forming the
series coefficients which have abscissae in A, and the eiements A"/ of the divided
difference table which have abscissae in Z. Brent [1973] presents a simple Taylor ex-
pansion for the divided difference.
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Corollary: Taylor expansion of the divided difference function. Suppose f is holomorphic
on a region D containing the point a. Let D,={{|p > |{ —al} be the largest open disk
such that D, C D. Then

el A}
Ay =% lLlff—)A"yg (2.8.4)

A=y

over all D!, where [2(0) = 1*({ —a) = ({—a)*.

proof: Because /'is holomorphic on D, it has a Taylor expansion about a for all { € D,. The

theorems in Appendix A establish that

oo gk}
s =35z an . o
k=0 :

Formulas (2.8.3) and (2.8.4) suggest ways to compute divided differences for perturbed
abscissae when the unperturbed divided differences are available. The computation of divided
differences by (2.8.4) for functions such as exp, sin, and cosh is quite straightforward since the
Taylor coefficients are easily obtained. Functions such as log and v may also be treated; how-
ever, care is required to ensure that we use a series representation whose circle of convergence

contains all the data points.

The algorithms of §2.7 in combination with (2.8.3) lead to a method for computing A /.

0< k < n, when we already know the coefficients AéJEB/. I=0,1,2,.., of f's Newton

[
expansion. Let s, =) B/p be the partial sums of the Newton expansion (2.8.1) of f so

1=0
Sw—/ as m—oo, Then by linearity

k - k
Adsn = T BrAdp.
l=k

and by (2.8.3) Ads,, — Affas m— oo for any k. The following algorithm computes A4/ for all
k=0,1,...,n by forming the partial sums A{s, for m=j+k+1. One additional term is

added 10 A§s, .4+, for each &, at each jstep.
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Algorithm 1: Newton expansion of AjS
1. Initialize Adp,=1, Ads,=pB,. foreach k=0,1,...,n
2, For j=0,1,2,...

Adpirier = Cx—ajsi) Adpje + A$ ' 0jus

A(;‘s/‘.\\.k.;.[ - Aésj*'i +ﬁ,~+‘+|'A$p,-+k+| » for each k -0, l, PP (8

Exclusive of the coefficient evaluations, the scheme requires 2n+2 multiplications per jstep.
Initialize
Afpo = Adpo = Adpo =1

Adso=Bo, Adsy =By, Ads; =B,

For j=0,
Adp) = (Lo—ag)-Afpo + A¢'po = Lo—apg

AdS : Adsy = Adso + Br-adpi = Bg + Bi(lg—ap)

Adpy = ({1 ~a))-Adp) + Adpy = (1 —a)) + (Lo—ag)

dof : Agsy = Agsy + Bradpr = By + Byl —a) + (Lg—ay)]

Adpy = ({—a)-Adpr + Adpr = ({—a)) + ({1 —a)) + ({o~ag)

Agf : Adsi = Adsy + By-Adpy = By + Byl —a) + ({1 —a)) + ({o~ag)]

Fig. 2.8.1: First step of Algorithm 1 when n =2.

There is also a companion algorithm which computes the n-th column of the matrix A /.

] q?f‘.','{_;., > A

—

ot wm i

i R - VT

T Ty T s
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Algorithm 2: Newton expansion of 4 X_, /.
1. Initialize A)_,p, =1, A} s, =B, foreach k=0,1,...,n
2. For j=0,1,2,...

ASipirker ™ Quok —a,ui) B p—iPies + B NT01Pjas

k 3 k
Al i Sieiel ™ A;f-ks,’ﬂ + B eks1'& ikPjsk+1, foreach k=0,1,...,n

example: Two-point divided differences (cont. from §2.5). The Newton expansion of / about

a sequence of two repeated points A = {a, —a. o, —a, ...} is
J@) = fl@) + (A", =a)({—a) + (A} (a,~a,a)-({~a?)
+ (A’N(a,~a,a,-a) {P=aD)(—a) + - - .
We may also expand about the rearranged sequence —A = {—a, @, —a, a, ...},
FQ) = f(~a) + (A'f)(=a,a) - +a) + (AYf)(~a,a,—a) ({1 —a?)
+ (AJ_/')(-a.a.—a.a)-.(l,'z—az)((:+a) +

Recalling the definitions of the functions
b,(a) = —;—((Az”f)(a,—a. ooa)+ (A (-aa, ..., —a))

and
a,(a) = (A" f)a,—a, ... a~—a)
from §2.5, the average of the two expansions is
Q) = byla) + agla) g + by(a)-({P—a?) + ay(a)({2=aDl+ - - .

We remarked earlier that when a =/ is pure imaginary, a,{(a) and b,(a) are real

for any fsuch that £() = (7). Hence the expansion
L) = bolim) + aglim)-{ + b1Gim) -2+ + a\(im)- (2 +9HL + - -

is entirely real when { is real.
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example: Two-point divided differences of the exponential. When f=exp,. exp,({)=¢"¢

with 7 > 0, the coefficients b, (a) and a,(a) satisfy the recurrences

Tﬂ,,_|(a)
b,(a) = T
th,_1{a) = 2n-1a,_(a)

a,(a) = 3

2na

To show this, recall that (§2.5)
byla) = cosh(ra)
agla) = sinh(ra)/a

and

rsinh(ra) - raga)
2a 2

1 d
b(a) = X'Ebo(a)

a,(@) = 29 4.(a) = T08h(ra) —sinh(ra)/a _ Tbola) - ao(a)
! 2a da ? 2a? 2a’

In general (suppressing « for compactness),

TAy-2

g, = (=2
" 2(n-1)

n 3 -(2”—1)0,,_|l.
a

Differentiating we obtain

ra ,-; -

1 { 2a,
2na? 2(n-1)

a, = Q2n-Da',_,} - et

or

2a,
2(n+Daa,,, = 2nlaz {rara,.y=2nQ2n-Da-a,} - %

1,7Ta,-
a[ I (2n-1)a,},

where we have used that a’,_;=2na-a,. Thus

1 Td,- rb,=-2n+1)a,
rsl 2(n+l)az{ 2n (2n+1)a,) 2(n+1)a?

- kaea _ , S - .
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This, along with a similar resuit for b,.,,, establishes the recurrences.

For example when a=Siand r =1, we obtain'

bo(5i) = cos(5) = 2.837£-1
ao(5i) = sin(5)/S = ~1.918E~1
b\(5i) = ~9.589E-2

a,(5i) = —9.509£-3

by(5i) = —2.377E-3

ay)(5i) = 6.737E—4

b3(5i) = 1.123E-4

a3(5i) = 3.830E-5

b4(5i) = 4.788E-6

a (5i) = 1.792E-7.

When { = 1.57/,
exp(1.57i) = 0.2837 ~ 0.1918 x 1.57i — 0.09589 x [(1.57)3 - (51 + - - -

= —=1.000/, as it should.

example: Suppose we want to compute Adexp for the slightly perturbed abscissae {o=5.01/,
{;==5.0liand {;=4.99i. Let us follow the steps of Algorithm 1.

Initialize
Al = AJ(L~5i) = AJ(L+5) = A2 +25) = 1
Adso=0.2837, Ads, = —0.1918, Ads, = —0.09589

For j =0,

L——

ANHL—=5i) = (5.01;i=5i) x 1 =0.01i

i AL +5i) = (5.01i+5i)x1 =10.01/

AL = 5.01i
Afs) = 0.2837 - 0.1918 x 5.01/ = 0.2837 — 0.9608i

tMost of the numerical examples here were done on a pocket caiculator which, unless a
particular working precision is specified, carried more digits than are shown.
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Ad(C1+25) = (=5.01i+5/) %1 +001i=0

‘ Ags; = ~0.1918

AJ(L2425) ([ —5)) = (4.99i =5)) x 1 + 0 = —0.01, B

AJCI+25)(L+5i) = (4.99i +5/) x| + 0 = 9.99;

' AF({2+25)¢ = 4.99i

Ads; = —0.09589 — 0.009509 x 4.99; = —0.09589 — 0.04745;
For j=1,

AJ2+25) = (5.01i+5/) x0.01/ = —0.1001

Afs; = 0.2837 — 0.9608/ — 0.09589 x (~0.1001) = 0.2933 ~ 0.9608

Ad(LE+25)(L —~5i) = (=5.01i —=5i) x 0 — 0.1001 = —0.1001

AJ(Q2+25)(L+5i) = (=5.01i4+5i) x 0 — 0.1001 = —0.1001

Ad(g*+25)¢ = ~0.1001

{ Ags; = =0.1918 + 0.009509 x 0.1001 = —0.1908

AG(L2+25)2 = (4.99i + 5i) x (=0.01/) — 0.1001 = —0.0002

Ads, = —0.09589 — 0.04745; — 0.002377 x (—0.0002) = —0.09589 — 0.04745/

The algorithm may be continued for j=2,3,.... To four figures, the correct values
are

Adexp = 0.2932 — 0.9560i
Adexp = —0.1908
Adexp = —0.09589 — 0.04745;

. e m—— o

Note that the conjugate pair divided difference (A 'exp)(5.01/, ~5.01/) is real.
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2.9 Computing divided difference tables.

We have presented essentially two very different methods for computing divided
differences. The first was the standard algorithm (2.1.6) which is simple and fast, but may

magnify errors from step to step. The second was the more complicated series algorithm of
§2.8.

Because Taylor series coefficicnts are most easily obtained, the series algorithm is most
easily applied for a single expansion point. When the abscissae are closely enough clustered
about this expansion point, the series is rapidly convergent. Hence the series algorithm need
be computed for only a few steps to obtain divided differences with small error. This is pre-
cisely opposite to the case for the standard algorithm, where in §2.4 the error magnification was

seen to depend inversely on the separation of the abscissae.

A general purpose algorithm for computing divided difference tables, then, will be a
hybrid. Each algorithm above will be used where it is best suited, with primary consideration
given to speed and accuracy of computation. The question is then to decide which method to
use for a particular element of the table. This is the prime topic of Chapter 3 where divided

differences of the exponential function are discussed.

The series algorithm presented in §2.8 computes only one row (or column) of the divided
difference table. It could have been written in matrix form in order to give the entire table at

once. This is equivalent to applying the given algorithm on each row of the table.

Such repeated applications of the series algorithm is not necessary, however. After one
application of the algorithm, the 0-th row of the divided difference tabie is obtained. We now
have sufficient information to fill out the remainder of the table, row by row, by running the

standard scheme (2.1.6) backwards.

Backfilling the divided difference table. When divided differences A/ for k =0.1. .. .. n

are known, the remainder of the table may be obtained by computing successively for

i=1,2,....n

AYf = Q=8 a5+ A0, (29.1

."-Q{' ?é»:"*! @ 3 !'F* .
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Fig. 2.9.1: Possible order of backfilling using (2.9.1).

As in §2.4, we check how errors are propagated in one step of the backfill algorithm, say

to compute A~ f=A¢" S+ ({,—{o)-A¢f. The absolute error is

a‘n-—l - 86'-| + (("_co)sd'; (2.9.2)
the relative error is given by
Ag~'s Ag
1! y e gt e (L, — J. (29.3)
€ M,_,féd' YT, {n—Coled

The absolute error growth is governed by [{, —Zol. When A§~'fand A[""'fare of comparable
magnitude, the coefficient of eg' governs the growth of the relative error. In both (2.9.2) and
(2.9.3) the expressions governing error growth are essentially inverses of those governing error
growth in (2.4.3) and (2.4.5), respectively. Thus the backfill algorithm is most attractive pre-

cisely when the series algorithm is most attractive and the standard scheme is not.

i Mm . W - b . j
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3. Divided Differences of Exponentials

3.1 Special formulas for exponential divided differences.

The ideas presented in the last chapter are illustrated by considering the exponential func-
tion. Because the exponential function is entire, all formulas and algorithms discussed so far
are applicable for any abscissae. Further, the special properties of the function permit useful
simplification of our previous formulas. In addition, results obtained for the exponential may
be modified to cover related functions, such as sin or cosh, by means of the linearity property

(2.1.8) of divided differences.

The behavior of exponential divided differences under a constant shift in the abscissae
illustrates a useful simplification of the translation invariance property (2.1.9). It is convenient

to consider the more general function exp., with scaling parameter r, that is exp,{({) = ¢’¢.

Translation property of exponential divided differences. Let z be a vector whose elements

are data points (§2.5). Then for any constant a,
A'exp (z+awu) = ™4 "exp,(2) (3.1.1)

where the constant vector «= (1,1, ...,1).

It is clear from (3.1.1) that no generality is lost when we restrict attention to sets of

abscissae with, say, {o=0 or {,=—{, In the latter case the first divided difference simplifies to

“ro eT(o sinh(r{,)

={o— (o) - Lo

Adexp, =

In general for non-centered abscissae any first divided difference of the exponential can be writ-

ten as

Adexp, = e"-i‘%fﬂl (3.1.2)

where w = ({;+{p)/2 and & = ({, = {o0)/2.

The integral representation formula for divided differences (2.1.12) acquires a simpler

form when the parameter 7 is non-negative. We have




-

§3.1 53

LN

Ad'exp,-.[{ e f —E,-exp,(co‘l-(c. Ldri+ -+, ~{u-r ) dr, - dry

-§f

by the definition of exp,. The change of variables o, =7+, for j=1,2, ..., n yields the alter-

Tu=t

rexplrlo+ €1 =g rr i+ - - + ({, =L, rr, ] dr, - - dr
0

c‘ﬁ_‘

native expression

T u—l
Adexp, = ff explrco+(c.-§o)o,+ o+ =L-)e)de, s doy  (31.3)
00

We recognize that this is a recurrence for Agexp,, namely
Adexp, = ¢ ‘°f 740.5 ~lexp,, dor
()

where o =o,. By the symmetry property (2.1.3), the ordering of the abscissae is arbitrary; we

may replace {, by any ¢,, 0 <€ n. To deal with such cases we define
AlT'exp, = (A" Yexp) oLt - - - W Cimto Biwts - - - L) (3.1.4)

the n—1-st divided difference with the i-th abscissa omitted. (3.1.5) summarizes the formula.

]

Recursive integral formula for Afexp,. Forany r 20 and index i=0,1, ... ,»,

Adexp, = e ‘f & -Aly'exp, do . (3.1.9)

This result will prove useful in the next section. In addition, one recognizes that formula

(3.1.5) is a convolution,

(exp; * A 1~lexp) (1),

where A{;'exp is treated as a function in . The correspondence is obvious from the convolu-

"=

tion formula, with g(c) = A/ 'exp,.,

/*8)() = [flr-0)gl0) do.
)]

e g
.'—f‘tf%?@ A

[T SIS T~ Py i
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3.2 Real exponential divided differences.

b Exponential divided differences for real abscissae are positive and increasing functions of
their abscissae. These properties permit derivation of both upper and lower bounds which show
how the divided differences and the error growth in the standard formula depend on (/) the

spread in the abscissae, (/i) the order » of the difference, and (iii) the parameter r.

In this and the next four sections we consider exclusively divided differences of the func-

tion f=exp,, with parameter v 2> 0, for real sequences of abscissae X = {£4. €. .. .. £, Al

such divided differences have two properties which characterize them.

Theorem 1: Forall r >0and n 20, A’exp, is

() positive,

Ay o

(i) strictly increasing in each abscissa £,, i=0,1,... 1

proof: The result is almost immediate from the recursive integral formula (3.1.5),
T
Adexp, = e"‘fe Al Vexp, do .
0

All 0-th order real exponential divided differences are positive [A%xp,(£) =e™]. The
recurrence impties all first order differences are aiso positive, and hence by induction all #-th

order differences are positive for any ». For (i),

9

r

(r=a )€ -
——Adexp, = | (r—0o)e “A{T'exp,do > 0,
aé, 0 P .g T—0o () pv

since the integrand is positive. O

P The recursive integral formula also provides an easy way to develop expressions relating
!

divided differences of orders n—1 and ».

Cee T TR TR REERT TS
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Theorem 2: Suppose B € €, < y for every abscissa €,, 0 € i € n. Then for each / there ex-
ists a £ € (B, y] such that

AlT'exp, = (E—¢€,+ f’)-Ad'exp,. (3.2.1)

proof: By the translation (3.1.1) and scaling invariance (2.1.10) properties,

s

€

A'explr(x —Eu)} = r7"e " €-Adexp, = r‘"?"f’-ﬂf e Al exp, do
0
forany i=0,1,...,nand £ Differentiating with respect to r yields
gd:A"exp[r(x —Eu)) = r e (€, — £~ f—)-Ad‘exp, + AT exp,). (3.2.2)

Every element of the vector x — Bu is non-negative, and so & “exp{r(x —Bu)l is increasing in 7.
Similarly, every element of x —yu is non-positive and A’explr(x —yu)] is decreasing in 7.

Hence
id"exp{r(x—ﬁu)l =02 lA "explr(x —yu));
dr dr !
so for some £ € [8, y], the derivative is zero. O

A plethora of upper and {ower bounds on Ajexp, can be derived from the simple expres-
sion (3.2.1) by choosing particular values of £ and i. The two simplest follow by choosing ¢ as
one or the other of the end points of the smailest interval containing the abscissae. Note that

equality holds when the abscissae are confluent.

1{ Corollary 1: Lower bound on Agexp,. If &, 2 £, for each i=0,1, ..., 4 then
Adexp, > %‘Ad"'exp,. (3.2.3)

proof: Choose imnand y=¢§,in (3.2.1), and note that é§ - ¢, < 0. O

T, T
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Corollary 2: Upper bound on Adexp,. If &< &, for each i=0,1, . ... n, then

Adexp, € %-A,’"'cxp,. (3.2.4)

(3.2.3) leads directly to a bound on the relative error growth in one step of the standard

divided difference algorithm (2.1.6). From (2.4.5) the error in fi(Adexp,) relative to Adexp, is

Aé"'exp,'(e('" - enn-i)
Aglexp, (£, &)

n~—1

€ = ¢

The factor

Ag~'exp,

E e— (3.2.5)
Ad’exPr'lén —60]

which we call the growth factor, controls the growth of the relative error in computing A jexp,
by (2.1.6). Clearly when rj (r:x) is small, the relative error growth is small; conversely when it

is large, the relative error growth may be large. By (3.2.3) the growth factor satisfies

n

Tty (3.2.6)

rg(rix) €

when £, 2 €, for all ..

(3.2.6) illustrates the dependence of error growth on the three factors mentioned at the
beginning of this section. It also permits us to bound propagated errors in the divided
difference table in the manner shown in Fig. 2.2.3. We illustrate this in Fig. 3.2.1 for a single

initial relative error € in AJexp,.! Each element of the bottom diagonal satisfies

leg] < -r‘”(n!)|¢|'[ﬁ(£, —-&)l.

=1

Note that for equispaced abscissae, say &, = 8, we have |ed| < |e]/(78)", and the factorial can-

cells.

tThe abscissae are « - - £ S €36 1S 61 S ESECE,<E:€E, -+, in contrast
with our usual numbering.




£ | A%xp, A'exp, Alxp, A'exp, Adexp, Adexp,
€-4
€.,
625
4
§-2 €_4
€3 6.5.4
£, el ety
el ey €,
& € € ey
7 e e
2 4
§I €9 E_y .
63 €2
€ €
€
13
€4

Fig. 3.2.1: Relative error growth pattern in table of real exponential divided differences.

A sharper error growth bound than (3.2.6) is obtainable. We improve (3.2.3) by further

refining expression (3.2.2), which was used in the proof of Theorem 2.

Theorem 3: Suppose B < &, £ y for all abscissae £,, 0 </ < n Then there exist values

£,€[B. yl. 0 </ < n, such that for any value of £ and every index /

p—1 - — £ l - f,—f
A ) expr ‘g §I+ T +,.° ”+l+f(fl,—§/)

}-Adexp.. 3.2.7

proof: By the chain rule for differentiation, (3.1.1). and (2.1.10),

L avexplr(x - u)] = 3 (¢, - £)-a"explr(x - £u), r(€,- O]}
=0

- e-rér—(n-ﬂ)i{(gi —f)-A”*"efo(-“- f,)} .
=0

Combining this with (3.2.2) yields

AlTexp, = ($+§—-§,)-A6’exp, + %tl({,-6)-A"*'exp,(x.§,)}.
=0

Now by Theorem 2, for each j there exists a £'; € (8, y] such that

-
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T
n+l+7(¢,—-£)

A"*exp,(x, &) = Afexp,. O

Setting (=nand £=¢',=¢, for all 0 < j < n yields a sharper inequality than (3.2.3) when

&, is the largest abscissa.

Corollary: If £, > ¢, for each i=0,1, ..., n, then
n=1 1 ' ,
-Ag S AU
‘E,n+1+~r(§,,—§,)lA0ex°* 2 A0 exp,. (3.2.8)

Even better inequalities can be derived, but at the sacrifice of simplicity. We also note that

n 1
‘E) n+l+1(€,—€) I

because the left-hand side of (3.2.7) and Agexp,. are independent of £, thus giving a relation

amongst the £';.

example: For evenly spaced data points real exponential divided differences can be presented
analytically. Let X={£g, £0+28,£0+45, . .. £g+2n8). where 28 is the spacing.
Then

1 ff()[ 82’6— 1 ],, - _1_ r(Eo-buM[ sinh(+5) ],,

Agexp, = -'-,Te 75 Py e 5 (3.2.9

This expression yields very accurate divided differences, especially if we have avail-
able a good routine to evaluate the function Sh(¢) =sinh(£)/é. Fig. 3.2.2 compares
divided differences Agexp, for n=0,1,...,24 computed according to (3.2.9) and
the standard algorithm (2.1.6). r=1, £§,=0 and 25=1. The initial values A’exp
are rounded 1o seven digits, and all arithmetic is performed in greater precision in

order to isolate error growth due to initial errors.
The table in Fig. 3.2.3 compares the actual error growth per step in using the stan-
dard scheme with bounds derived from

led| < lef'~' + rg(rix)-Clef~' + e ™'

I-I’

under the assumption [e{~‘|=le¢~']. That is, ledl <p-led where

T TR T




P=1+2ri(rix).
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Agexp by (3.2.9)

Adexp by (2.1.6)

Relative error in
Ajexp by (2.1.6)

O oo-IArhn WO

10
11
12
13
14

15
16
17
18
19

20
21
22
23
24

1.000000
1.718282
1.476247
8.455359E-1
3.632173E-1

1.248219E-1
3.574655E-2
8.774665E-3
1.884669E-3
3.598214E-4

6.182746E-S5
9.657909E-6
1.382918E-6
1.827879E-7
2.243437E-8

2.569905E-9

2.759888E-10
2.789568E-11
2.662925E-12
2.408240E-13

2.069018E-14
1.692931E-15
1.322242E-16
9.878198E-18
7.072304E-19

1.000000
1.718282
1.476246
8.455363E-1
3.632166E-1

1.24822SE-1
3.574611E-2
8.774811E-3
1.884642E-3
3.598186E-4

6.183118E-5
9.655845E-6
1.383742E-6
1.825252E-7
2.249849E-8

2.558588E-9

2.772152E-10
2.787636E-11
2.645633E-12
2.422432E-13

2.148605E-14
1.349106E-15 ~
2.119468E-16
-3.198523E-18
2.272222E-18

0.0

0.0

6.774E-7
-4.731E-7

1.927E-6

-4.807E-6
1.231E-5
-1.664E-5
1.433E-5
7.782E-6

-6.017E-5
2.137E-4
-5.958E-4
1.437E-3
-2.858E-3

4.404E-3
-4.444E-3
6.926E-4
6.494E-3
-5.893E-3

-3.847E-2
2.031E-1

-6.029E-1
1.324

-2.213

Fig. 3.2.2: Adexp computed from initial values rounded to 7 digits.
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Error growth factors P
Average error growth per step =2
Error growth bound using r§ (t:x) 1+2/(e'—1)1=2.16

Error growth bound using (3.2.8) to bound rf{(r:x) <l+ 2log2-2.4

Error growth bound using (3.2.3) to bound r§(r:x) 3

Fig. 3.2.3: Relative error growth and bounds for divided differences in Fig. 3.2.2. V 1
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3.3 The Taylor series algorithm for A Jexp,.

61

The error growth bounds of the last section show that accurate computation of Ajexp,

when 7|, —£| is small demands that we consider a method other than the simple scheme

(2.1.6). The series algorithm presented in §2.8 suits our requirements. In particular the Taylor

coefficients are easy to compute and convergence of the Taylor expansion accelerates as the

abscissae cluster more closely together.

The algorithm is derived directly from the Taylor expansion formula (2.8.4). Without

loss of generality let £, < €, € €, foreach i=0,1, ..., n, and define
2t
055—2—62 and 8= €£,-¢&,.

a is the Taylor series’ expansion point, and @ is the spread in the abscissae.

basic formula yields

A" - l’l.l°° T"+I
dexp, = ey ———

eyt A1
=0 '

where [JY(6) = 1" (f—a) = (£ —a)"*. Let

" T‘/
S = e"'Z'j—,T&
=07

be a partial sum of the Taylor series for exp,; so

me=rn

,
A n - T

n+y

'Ad'] n+y
a

is a partial sum of Agexp,. Algorithm 1 of §2.8 translates into the following.

(3.3.1)

With f=exp, the

(3.3.2)

Algorithm: Taylor series algorithm for A fexp,.
T A e""r"
1. Initialize A§ti=1, Afs, = ~ for each k=0,1,....n

2. For j=0,1,2,...
Af14rEr! = (6, —a)Ad1ST  + Ag "1

erar,;+l.+l

U+k+1)!

A k
A0S 4xe1 ™ A0S 4k +

At 4! foreach k=0.1.....n
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The algorithm produces all the values Adexp,, 0 € k < n, as a bonus because the quantities
needed to form them are intermediate in forming just Agexp,. Also, the coefficient evaluations

can be performed iteratively for greater efficiency.

We now wish to examine how the error in computing Ajexp, by this algorithm is affected
by the parameter r, the order #, and the spread in the data points # =£,— &, Since lower
order divided differences play no role in the series computation, the subject of propagating ini-
tial errors is no: reievant. Instead, we examine the effects of round-off errors in each siep of

the series computation and obtain an overall error bound.
The algorithm involves many inner product computations. We consider two possible error

conditions. In the first, the computed inner product ff,( Za,B,) satisfies

j=
lﬂz‘Z"‘.a,B,) - ,‘";a.ﬁ,l < e)fla,B.l (3.3.3)
1=0 =0 =0

for all n. The error analysis here is based upon methods presented by Wilkinson [1963] who
takes € as 1.06 times the machine precision. The error bound (3.3.3) holds, for example, when
all additions are performed in doubie precision arithmetic (hence the subscript 2 in f) and

rounding to single precision is done only when the summation is completed.

In the second case, the computed sum A(Y a,8,) satisfies
1=0
AT aB) - TaBl <eXn+2=iapl. (3.3.4)
1= =0 1=0

This bound holds when the entire summation is performed in single precision arithmetic.

The following error bounds for Afexp, are established in Appendix B. Under the doubie

precision condition (3.3.3)

[Ay(Adexp,) - Adexp,| < Q2+10/D e (3.3.5)
and under the single precision condition (3.3.4)
nta
LA(Adexp,) — Adexp,| < e(m+n+T7+78/2e™1 12— (3.3.6)

n!

The factor 7"¢™®/n! is A"exp, evaluated for data points confluent at a. m+1 is the number of
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terms added in our computed partial sum of the Taylor expansion and is chosen so that, say,

Pt

(n+)

n,ra
ng n+j T C
AOT&I | s ‘e ”! M

IA(i‘exPr = A("sm-o-al - |?"' 2

LI

m depends on €, r, and @ in a complicated way, only a general estimate can be given. For
example Appendix B shows that when ¢ =10"'¢ and 18 < 2, m > 16 satisfies the above condi-

tion.

The bounds (3.3.5) and (3.3.6) are converted 10 relative error bounds by

Tllereu
nt '

7'e
n!

< Agexp, €

which follows from A "exp, being increasing in its abscissae. Then because < a € €,

T"efﬂ ( —E )
— g PRIV

- Jexp, = e™2-Adexp,.

|
Relative error bounds for the Taylor series algorithm. The relative error €{ in represent-

ing Adexp, by its computed value satisfies
leg| < e(2+718/2)e™ 3.3.1
for double precision accumulation (3.3.3), and
leg) € e(m+n+T7+70/e™ (3.3.8)

for single precision accumulation (3.3.4).

The relative error bound in the first case does not depend on n. In both cases it is
increasing in the "spread” 70. These error bounds are uniform in the sense that if the Taylor
series algorithm were used to compute any other divided difference of the table (any A ‘exp,
for k=0,1,...,nand i=0.1,...,n=k), a smaller error bound would result. This follows
from the ordering condition £, < £, <€, Error bounds for A ‘exp, would either invoive

replacing n by k < nor 8 by a smaller number.

example: In Fig. 3.3.1, 8-th order divided differences correct to 7 digits are given initially for
the standard scheme; the scheme is used only to compute the remaining higher

order differences. The relative error increases by a factor of about 3 per step. Thus

I‘d' =~ 3vr-l‘

Eﬁf%f%!igiEFw.q -

il W T ket o o . .. .
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abscissae Agdexp, Agexp using Adexp using Adexp using
n P correct o 7 standard scheme | Taylor series | Algorithm of
" decimal digits after n =8 Algorithm §3.4
0 -13.0 2.260329E-06 2.260332E-06
1 -12.5 2.932648E-06 2.917451E-06 | 2.932650E-06
2 -12.0 1.902471E-06 1.905751E-06 | 1.902472E-06
3 -11.5 8.227822E-07 8.215427E-07 | 8.227824E-07
4 -11.0 2.668782E-07 2.669856E-07 | 2.668782E-07
5 -10.5 6.925181E-08 6.925365E-08 | 6.925180E-08
6 -10.0 1.497504E-08 1.496362E-08 | 1.497505E-08
7 -95 2.775608E-09 2.777049E-09 | 2.775609€-09
8 90 4.501490E-10 4.501490E-10 | 4.501040E-10 | 4.501491E-10
9 -8.5 6.489361E-11 6.489360E-11 6.490737E-11 | 6.489364E-11
10 -8.0 8.419572E-12 8.419580E-12 8.420343E-12 | 8.419573E-12
i1 -7.5 9.930829E-13 9.930800E-13 9.930225E-13 | 9.930829E-13
12 -1.0 1.073723E-13 1.073727E-13 1.073735E-13 | 1.073724E-13
13 -8.5 1.071611E-14 1.071609E-14 1.071603E-14 | 1.071611E-14
14 -6.0 9.931098E-16 9.931271E-16 9.930869E-16 | 9.931100E-16
15 -5.5 8.590019E-17 8.590612E-17 8.590039E-17 | 8.590021E-17
16 -5.0 6.965660E-18 6.951898E-18 6.965612E-18 | 6.965660E-18
17 4.5 5.316202E-19 5.402473E-19 | 5.316202E-19 | 5.316201E-19
18 -4.0 3.831926E-20 3.486964E-20 3.831920E-20 | 3.831926E-20
19 -3.5 2.616686E-21 3.650387E-21 2.616686E-21 | 2.616687E-21
20 -3.0 1.697500E-22 -6.986900E-23 1.697499E-22 | 1.697S00E-22
21 -2.5 1.048766E-23 5.010054E-23 1.048766E-23 | 1.048766E-23
22 -2.0 6.185062E-25 -1.792933E-24 | 6.185061E-25 | 6.185063E-25
23 -1.5 3.489027E-26 | -1.236419E-24 3.489027E-26 | 3.489027E-26
24 -1.0 1.886172E-27 6.496526E-25 1.886172E-27 | 1.886172E-27
25 -0.5 9.788799E-29 -1.931645E-25 9.788798E-29 | 9.788797E-29
Fig. 3.3.1: Top row of Aexp using several methods.
j i where ¢ < 5x 1077, whereas the growth factor bound
|
P _ 2n
i .‘ P L+ 7(6;1-50)

discussed along with Fig. 3.2.3 gives a bound of S for the increase. The Tayior
scheme yields good results for # =25 because the data points are symmetrically
placed about the expansion point a = ~—7; however, the lower order differences have

less relative accuracy than Ad°exp. The relative error bound (3.3.7) with @ =125 is

leg] € 2.3x10%.

T nemme
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For the lower order differences (small n), this overestimates |ef| by a factor of
about 10. Without a correct value of the divided difference 10 compare with,
bounds such as the above must be accepted as the uncertainty in the computed

divided differences. for all a.

The example shows that both the Taylor series algorithm and the standard scheme (even

with some low order differences initially provided) may produce Ajexp, with large relative

errors when r6 is neither large nor small. The algorithm presented in the next section is

designed to deal with this intermediate situation.
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3.4 A scaling and squaring method.

At the end of the last section we saw that there are situations where neither the standard
scheme nor the Taylor series algorithm yields a value of Agjexp, with small relative error for all
n of interest. We present here a third approach for compuling divided differences of the

exponential which, in many cases, gives significantly better error bounds. The method is based

on the matrix function theorem for divided difference tables (§2.6) and is suggested in formula
(2.6.3).
The entire divided difference table is representable as a function of the special "step

matrix" Z (2.6.2). Specificaily for f=exp,,
Aexp, = exp(rZ) = ¢ (3.4.1)

where the diagonal of Z consists of the abscissae £5. £, ..., £.,. Special properties of the !

exponential function are reflected in the divided difference table. denoted by Aexp.. In particu-

lar for any non-negative integer j,
Aexp, = lexp(27/72Z)]¥ = [Aexp,-, }7, (3.4.2)

a formula for scaling and squaring the divided difference table. Ward [1977] has suggested scal-

ing and squaring as a method for computing the exponential of a full matrix. whereas we pro-

pose to use it only in connection with Z.

example: With abscissae {0,1,2,3.4],

1.0000 6.4872E-1 2.1042E-1 4.5501E-2  7.3794E-3
-‘ 1.6487 1.0696 3.4692E-1  7.5019E-2
by Aexpy, = 2.7183 1.7634 5.7198E-1
4.4817 2.9074
7.3891

e e ——— Ny T =y

LSV

to five digits. Squaring this matrix yields

1.0000 1.7183 1.4763  8.4553E-1  3.6322E-1
2.7182 46709  4.0129 2.2984
(Aexpy)? = 7.3892  12.696 10.908
20.086 34.513
54.599

B e - g . .
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For example,

4
Agexp = 3 Adexpy-d texpy,
A =0

= (1.0000) x (0.0073794) + (0.64872) x (0.075019) + (0.21042) x (0.57198)

+ (0.045501) x (2.9074) + (0.0073794) x (7.3891)

= 0.36322;

and we check by (3.2.9)

Adexp = T:T(e‘ ~1)% = 7417 x (1.7183) = 0.36323 .

Basic scaling and squaring algorithm. For (3.4.2) to be the basis of a useful aigorithm, we

first must obtain an initial divided difference table Aexp,—,. In the last section we saw that the

[
{ relative error in the Taylor series algorithm decreases with the parameter r. By choosing j large
) enough we can make, say, the error bound (3.3.7)
: legl < e(2427Ut1rg)e?'r®
]
small for any spread @ in the abscissae. Let 8; represent one of the coefficients of € in (3.3.7)
i or (3.3.8), that is
g B, = Q+27U*70)e?™™ or B, = (m+n+T7+2""1* rg)e? ™, (3.4.3)
!
. " The relative error bound B,e is uniform for every element of the divided difference table
; } Aexp,., computed by the Taylor aigorithm. Thus
|A(aexp,,) — Aexp,., | < €B8;-dexp,-, . (3.4.4)

5 The inequality holds element by element.’

tFor a matrix B, |B| denotes the matrix all whose elements are the absolute values of
the elements of B, i.e. (8|,;=[8,,|. Our notation B < C means that 8, < C,, for
every /and J.

o~
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In §2.9 we remarked that it is not necessary to compute an entire divided difference table

by the series algorithm. The Taylor algorithm need only produce the top row of Aexp,.,,. The
backfill formula (2.9.1) generates the remainder of Aexp,-, . Specifically when A{,’expz. o

Agexp,-,, are generated by the Taylor algorithm,
Alexp,., = (£,4i—E-)-A N'exp,, + AL exp,-, (3.4.5)

for A=0,1,..., n—i are obtainable successively for i=1,2,....,n We show that this

modification does not increase the error bound (3.4.4).

example:

1.0000 6.4872E-1 2.1042E-1 4.5501E-2  7.3794E-3

1.6487 1.0696 3.4692E-1 7.5019E-2

Aexpy, = 2.7183 1.7634 5.7198E-1
4.4817 2.9074
7.3890

The top row is from the matrix in the previous example. The remainder of the table

was filled in by (3.4.5). For example,
Ajexpy, = (4—0)-Adexp, + Adexpy,
= 4 x0.0073794 + 0.045501

= 0.075019

Lemma: The relative error bound on every element of the divided difference table is no |
greater than the largest error bound on the elements in the top row of the table. This error

bound is not increased when the table is filled out by the backfiil scheme (3.4.5).

proof: Consider one step of the backfill routine

A;""CXPz-,, - (E” - 60)'Aé'expz-,, + Ad’-'expz-;, .

1
[
!
i
1
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Let ¢f be the relative error in the computed value of Aglexp,-,. The propagaled error in

A" exp,-, is
€/ A{7'exp,., = €f(€, = £0)-Aexp,-, + € -Af'exp,.,,.

Both |ef] <eB, and |ef~!| < eB,, by the uniformity of the bound g, for the Taylor series
method. Thus

le?~"-A " 'exp,-, < €B,((£,—&)-Adexp,., + Ad~'exp,, ),
s0
|¢l"~l| < Gﬂj-

When the abscissae are ordered &< &, < * - € ¢, the sum in (3.4.5) involves non-negative
numbers only and the above argument may be repeated. [t shows that, considering only pro-
pagated errors, the uniform error bound (3.4.4) hoids aiso when only the top row of Aexp,., is
computed by the Taylor series algorithm and the remainder of the table backfilled according to

(34.5). a4

The outline of a new approach for computing the divided difference table Aexp, is sum-

marized as follows.

Algorithm 1: Scaling and squaring algorithm for Aexp,.

With the abscissae ordered such that §; < £, <« € ¢&,,

I, Choose j and form Ad‘expz_,T for k=0,1, ..., by the Taylor series aigorithm
(83.3):

2. Backfill the remainder of the table Aexp,-, according to (3.4.5);

3. Square the divided difference table matrix j times.

Error bounds and selection of a scaling parameter. An error analysis of the aigorithm shows
how to select s, The elements of the divided difference table Aexp, are non-negative for all
t 2 0. When inner products involved in matrix squaring are accumulated according to the error

condition (3.3.3), not depending upon n, we have an element by element error bound

(B - B?| < eB? (3.4.6)




o . .

for uny non-negutive matrix B, such as B=Aexp,.,. When a computed matrix f#,(8) satisfies
fh(B) — B =E where |E! < €8 8. (3.4.71
as in '.3...4,4). then
HA(B))? - B = |BE + EB + E*| € (2¢33, + 1) B .
Thus squaring a computed matrix f,(B) yields
U812 — B2 < 4B - Uh(B)1] + | A8 - B
< el + 28, +€°8)) B?
< el1+28) +e2+8,)8, + BB,
€ is 50 small that terms in €” are negligible when compared with terms linear in e. We take
IA(A(B - B < e(1+28,)8°. (3.4.8)
In (3.4.8) Bs.\expz-,,, SO
AAABI] = fhlAs(Sexp,- )P = Mllexp,. ).
The first computed mairix square satislies
S(dexp. ) = dexpy,y | < etl +28,)-Aexp,., .,
=el2(8,+ ) —1]-dexp... .

This inequality is ihe same as (3.4.7), but now with B=Aexp,..,..,, and B replaced by

3,28 + 1) -1 Hence iteratively
I (Aexp,, ) — Aexpyoi-n, | € €l4(B,+ 1) = 1]-dexp.. ...
and after , steps
fh(dexp,) — Aexp,] < €[2/(8.+ 1) —11-dexp.. 13.4.9)

This last inequality is a relative error bound on the divided difference table computed according
to the scaling and squaring algorithm. The bound depends on the Taylor series bound through

B and increases exponentially in j, the number of squaring operations performed.
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$3.4

It is clear both from the error bound (3.4.9) and the amount of work involved in squaring
‘ matrices that we wish to choose j as small as possibie. However 8, increases as j decreases.
' We demonstrate here how to select j to minimize the bound in (3.4.9). With j so chosen. we
obtain an expression of the form «78 for the relative error bound. The value of the constant «

depends on the specific assumptions made in bounding round-off errors in the Taylor algorithm

1 and the matrix squaring.

We want to minimize the coefficient in (3.4.9); that is we want to choose j 10 minimize

the expression
g() 2B+ =1 =2[Q24+27 ) e ™M +1] - 1.
Define o =27/70. r and 9 are fixed here, so minimizing g (/) in s is equivalent to minimizing

i(o) = -;—[(2+0'/2)e"+ 1

in o. The minimum is ¢ (o) = 7.7885 which occurs for o = 0.9606. 27/76 =0.9606 is probably
not true for integer values of j. Nevertheless for integer j, the o =27/rf yielding the smaliest

value of ¢ (o) must satisfy og < 2778 € 20y where 2{(oy) =g (20y).

§(f)jr
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Fig. 3.4.1: Graph of 2(c) showing (crg, 20) is the largest interval containing o =27'r¢

‘ for just one integer value of ;.

a0=0.6646, so 0.6646 <2™'t9 £ 1.3292. The minimizing / is the smallest non-negative

. integer satisfying

27'r9 < 1.3292. (3.4.10)

For all o € (0.6646, 1.3292). £(0) € 2(1.3292). We are assured that for the above choice of /.
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§(27'70) € §(1.3292) =8.3259=«,. Then
g() = 18:3(0) = 1 S kyrh — 1.
Hence
|A2(Aexp,) — Aexp,| < elx,ré~1]-Aexp, (3.4.11)

when the scaling parameter j is chosen according to (3.4.10). This bound may fail when 74 is

very small: in this case j =0 and the Taylor series bound (3.3.7) is appropriate.

By a similar argument we derive a bound like (3.4.11) for the single precision error condi-

tion (3.3.4). In this case we write
By=(n+Dy, = (m+n+7+27"Vrg)e?™",

which is consistent with the other Taylor series error bound (3.3.8). The error in matrix squar-

ing satisfies
|A(BY - BY < e(n+1)B?
for any non-negative matrix 8. From (3.4.7),
AB) — B = E where |E] < eln+l)y,B.
Replacing e by e(n+1) and 8, by v, in our arguments leading up to (3.4.9),

[AlAexp,) — Aexp,| € e(n+1)[2/(y,+1) ~1)-Aexp,. (3.4.12)

In Appendix B we show that when € < 1077, m can be taken as small as 10. We assume
also all first order divided differences are computed by a special formula as in (3.1.2), so our
bounds here are applied only when n > 2. Also, j will be such that 2=/*"'79 < 1. Hence

m+6+2"U*"rg
n+1

y, = (1+ el ™ < 7o, (3.4.13)

As before we want an integer j to minimize the expression
2€7er™ 4 1) ~ 1.

This is minimized when j is the smallest non-negative integer satisfying

BRI YO
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2718 < 1.4542. (3.4.19)

For this j
|A(Aexp,) ~ Aexp,| < e(n+1)[x,r8 - 1]-Aexp, (3.4.15)

where x;=21.2950. The following box summarizes these bounds.

Scaling and squaring error bounds. For double precision accumulation of inner products
(3.3.3),
|A(Aexp,) — Aexp,| < elx,r0—1]-Aexp,
where x;=8.3259, ¢ is the maximum spread in the abscissae, and the number of squarings
J is the smallest non-negative integer such that
2770 < 1.3292.

For single precision accumulation (3.3.4),

|A(Aexp,) ~ Aexp,| < e(n+1)lic;r0 —1]-Aexp,
where «; =21.2950 and j is the smallest non-negative integer such that

27rd < 1.4542.

example: The entries in the right hand column of Fig. 3.3.1 were computed by scaling and

squaring. The bound (3.4.11) has the coefficient
KyT@—1 = 83259x1x12.5~1 =103,

and log,o103 = 2.01. This indicates a loss of two decimal digits, at most, in all the

divided differences computed.

Modifi... scaling and squaring algorithm. The algorithm can be made more efficient by
extending our use of the backfill scheme. Squaring a (n+1) x (n+1) triangular matrix (such as

Aexp,-,) requires (n+3)(n+2)(n+1)/6 multiplications. The j squarings needed to get dexp,

from dexp,-, involve 0(jn’/6) operations. This operation count can be reduced to O(jn?).

Once the top (0-th) row of f(Aexp,—.y,) is computed from squaring f;(4exp,_, ), the

D,
backfill scheme (2.9.1) will generate the remainder of Sh(dexp,_,-in,) in exactly the same
manner we generated the remainder of f,(Aexp,-,) given its top row by the Taylor series algo-

ithm  Because relative errors in the elements in this top row of f(Aexp,_,..,,) are uniformly

-
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bounded by e(1 +28)),
|2 (Aexp,~i,-n,) ~ Aexpyeq, | € ell +2B,)-Aexp,-,-u,

for the entire table. This idea holds for all the squarings. We notice also that the uniform
bounds are exactly those employed in the analysis of the scaling and squaring algorithm. Thus
all our just derived error bounds are applicable when the matrix squaring is modified in the
above manner. The same argument holds for single precision accumulation when ¢ is replaced

by e(n+1).

Now, how does the operation count change? Obtaining the top row of 2 matrix square
requires (n+2)(n+1)/2 multiplications. Backfiiling the rest of the matrix requires one multipli-
cation per element, or #(n+1)/2 multiplications. Thus computing each matrix square by this
modified method requires (n+1)? multiplications, compared with (n+43)(n+2)(n+1)/6 for the

direct squaring approach. This is an improvement for all » > 1.

Algorithm 2: Modified scaling and squaring algorithm for Aexp,.

With the abscissae ordered such that £, < ¢, < -+ <§,.

1. Choose j according to (3.4.10) or (3.4.14) and form Aé‘expz-., for A=0.1..... n
by the Taylor series algorithm (§3.3)

2. Backfill the remainder of the table Aexp,-,; !

3. Square the divided difference table matrix Aexp,., jtimes in the modified manner:

compute the 0-th row of the matrix square and then backfill the remainder of the |

i
table. |

o PR 3 48 R, T il s Ao . o dae s
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3.5 A hybrid algorithm for the divided difference table dexp..

We have now presented three quite different methods for computing Ajexp,
= (A"exp,) (&, . ... E,): (1) standard divided differences, (2) Taylor series, and (3) scaling
and squaring. These algorithms have complementary error propagation properties. but they
vary in computational efficiency. We summarize here these two aspects of each algorithm and
present a hybrid algorithm which may be used when none of the above alone is satisfactory for
computing an entire table. For our hybrid algorithm we give error bounds which depend only
on the order of the divided differences computed; these bounds are independent of the choice

of abscissae and parameter r.

(1) Standard. The propagated relative error €g' in a typical step of the standard algorithm

satisfies
leg] < le=' + ri(rix)-ller ™| + leg =11,
where by (3.2.6)
rg(rix) < Tf,,”:_{-o-)-
when &, 2 £, for all /.
When the abscissae are ordered, &< €, € - - €¢£,. and all initial relative errors e in

. € , . ,
the function values A%xp, = e are uniformly bounded (that is |€?] < € for all 1), we obtain
a simple bound on €j. Let & represent the minimum separation of the data points, that is

= |21i2 (¢, ~£,_)). The relative error in all first order divided differences satisfies
I "

le!)] € e(1+2/rd), 1=0,1,.... n—1.
Continuing, we obtain
legl < €[]0 +2k/78) . (3.5.1)
fol

This bound is decreasing in ré. Given the (initial) n+1 exponentials e’ computing 4q'exp..

in fact the entire divided difference table, requires only # (n+1)/2 divisions.

(2) Series. The Taylor series method (§3.3) needs 2n+2 multiplications (exclusive of
coefficient evaluations) 10 add a new term to the partial sums we form for each Agexp..

k=0.1.....n When each partial sum has m+1 terms, the total is 2m{n+1) multiplications
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(the initial term requires no inner products) to get Ajexp,. as well as all Adexp, for
k=0,1,....n

(3) Scaling and squaring. Squaring a (n+1) x (n+1) divided difference table by the special
method described in §3.4 requires (n+1)? multiplications, and we do this j times. For any but

small », the table squaring dominates the rest of the calculation. %

Fig. 3.5.1 summarizes this information on bounds and operation counts. The error
bounds listed in the second column assume that inner products satisfy the double precision

error condition (3.3.3), that is

Lﬂz@oa,m ~FaB| < eSlas.

() 1)

Those in the third column reflect the single precision error condition (3.3.4), namely

A ap) - Tab| < eXn+2-ilas,).
1=}

1m0 1=(

The bounds depend on the minimum separation ¢ and the maximum spread & in the abscissae.

The constants x, and «; in the bottom entries depend on the details of the arithmetic in the
scaling and squaring aigorithm. In §3.4 we derived the values x,=8.3259, and «;=21.2950

when e=10~7.

Relative error bound coefficients

i
Method Double precision Single precision Operations

Standard algorithm with " " 1,

minimum separation é H(l +2k/7d) !'-_Il(l +2%k/79) - 7"

Taylor series, using m+1

™ (L] _—
terms, with spread 9 2+18/e (m+n+7+70/e 2mn

Scaling and squaring

with spread 9 k70— 1 (n+1){i;70 = 1] ~ jn?

Fig. 3.5.1: Summary of three divided difference algorithms for 4 gexp..

Decision criteria and the hybrid aigorithm. Our error bounds suggest a hybrid algorithm: com-

pute all divided differences having closely clustered abscissae by scaling and squaring, and the
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remainder of the table by the standard formula. The Taylor series is a special case of scaling
and squaring with ;=0. The operation counts suggest employing scaling and squaring on
divided differences of the smallest practical order. Our desire for good accuracy and our desire
for efficiency, however, are in conflict. Here we lean towards the former in presenting criteria
for deciding which method to employ when computing a particular difference in the table; we

develop an overall error bound which holds for any sequence of abscissae and parameter .

A simple criterion is to use the "best” method to compulte each divided difference in the
table. By best we mean that method (either scaling and squaring or standard) which yields the
smallest relative error bound for that particular divided difference we are considering. All lower
order divided differences are assumed to have been computed already by the best method. or

by a special formula.

For example in computing AJexp, with double precision accumulation, we use scaling and

squaring when
(k79— 1)e < (1+2/10)¢,

and the standard algorithm, otherwise. Here 8=¢, — £, is both the spread and the minimum

separation in the data points. The worst possibie error bound for this hybrid, then, occurs

when

Kyt —1=1+2/78.

This has the solution

10 = (1 + /1 +2,) /67 = 18,
For x,=8.3259 (as derived in §3.4). r6,=<0.62 and
Kz‘l"o,—l = l+2/1’01 = 4.20.

Thus the relative error €] is bounded, |ej| < 4.20e, when the "best" method is used. This
bound does not depend on the abscissae or 7, only on the value of x;. We have obtained a
bound independent of the abscissae and r when we use scaling and squaring for v8 < 78, and
the standard formula for 7@ > r8,. This is a simple criterion for deciding which method to

employ.

PO
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Fig. 3.5.2: Uncertainty in computed values of &4exp,.

It is important 1o note exactly what our criterion means. The case 78 = r8, does not mean
that the two methods are equally accurate, only that our convenient error bounds for each
method are equal. Each bound may be viewed as our maximum uncertainty in the computed
Adexp, when the appropriate method is used. Thus when 78 =18, our uncertainty is equalized

for the two methods, and is maximized over all v@ for the hybrid method. The number 4.20¢,

for example, represents our maximum uncertainty in the computed Ajexp, when the "best"
method is used. More refined error bounds using information about r and the abscissae will

reduce the uncertainty, but at the loss of the simplicity we have here.

For Adexp, and 8 =¢,— £, the relative error for the standard formula is bounded by

(x,78,—1)(1 +4/r0)e. We use scaling and squaring when
(k70— 1)e < (k370, = 1) (1 +4/70)e.
The largest error bound occurs when equality holds. Let this happen for 76 = r8,, thus

k30, —1 = (k370, = D) (1 +4/16,) .

This procedure may be followed for all divided differences. For A{exp, we obtain the

recurrence in 4,
k70,1 = (370, = 1)(1+2n/16,) . (3.5.2)
The criterion for scaling and squaring in computing Adexp, is

T(en _60) < 1'9,, v
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n H, E;Z':ml:?:n"ld Bou%?gﬁz l(:) est‘:nmal n(n—=3) | logyleyn (n=3)~1]
1 0.62 4.20 0.62 -2
2 1.77 13.71 1.14 -2
3 4.15 33.54 1.53 0
4 8.12 66.59 1.82 4 1.51
5 13.88 114,57 2.06 10 1.92
6 21.55 178.38 2.25 18 2.17
7 31.17 258.51 241 28 2.3
3 42.78 355.19 2.55 40 2.52
9 56.40 468.55 2.67 54 2.65
10 72.02 598.66 2.78 70 2.76
11 89.67 745.55 2.87 88 2.86
12 109.32 909.22 2.96 108 2.95
13 131.00 1,089.68 3.04 130 3.03
14 154.69 1,286.92 3.11 154 N
15 180.39 1,500.94 3.18 180 3.18
16 208.11 1,731.73 3.24 208 3.24
17 237.85 1,979.28 3.30 238 3.30
18 269.59 2,243.58 3.35 270 3.35
19 303.35 2,524.63 3.40 304 3.40
20 339.11 2,822.43 3.45 340 3.45
21 376.89 3.136.95 3.50 378 3.50
22 416.68 3.468.21 3.54 418 3.54
23 458.47 3.816.18 3.58 460 3.58
24 502.27 4,180.88 3.62 504 3.62
25 548.08 4,562.29 3.66 550 3.66
30 807.23 6,719.91 3.83 810 3.83
35 | 1,116.50 9,294.88 397 1.120 3.97
40 | 1,475.87 12,286.96 4.09 1,480 4.09
45 | 1,885.31 15,695.94 4.20 1,890 4.20
50 1 2.344.82 19.521.72 4.29 2,350 4.29
60 | 3.413.96 28,423.30 4.45 3,420 4.45
70 | 4.683.24 38,991.19 4.59 4,690 4.59
80 | 6.152.62 51,225.09 4.7 6.160 471
90 | 7.822.07 65,124.80 4.81 7,830 481
100 | 9.691.59 80,690.18 491 9.700 4.91

Fig. 3.5.3: Error bounds and decision criteria for hybrid algorithm.

19

and the relative error is bounded by (x;r0,~1)e. Since x;r05—1 =1, the recurrence (3.5.2)

can be evaluated to yield r0, for any n. These values, along with corresponding relative error

bounds, are listed in Fig. 3.5.3 when x,=8.3259,

We can now summarize a complete algorithm for computing divided differences of the

exponential with real abscissae.
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Algorithm: Hybrid algorithm for Aexp,. 4
1. Compute A"=¢" for each i=0.1, ... ,n.

2. Fork=1,2...nand i=0,1,..., n—k, when

(€, —&) < 19, %

compute A 'exp, by scaling and squaring; otherwise, when

f(gl-'-k_fl) 2 Tok

compute A 'exp, by the standard formula.

The hybrid algorithm requires us to decide which divided difference scheme to use for

each divided difference. For example in computing AJ%exp, by employing the values in Fig.
3.5.3, when all lower order divided differences have been computed according to the algorithm,

scaling and squaring is used when
T(fu-eo) < T”IZ = 109.32.

The standard scheme is used otherwise. The relative error in our computed Ag2%exp,, that is

€¢°, satisfies
feg?] € (xy78)—1)e = 909.22¢.

10810(909.22) = 3 bounds the number of decimal digits lost in computing 4 J%exp, by the hybrid
algorithm. That is, when ail A%xp, are given to 10 correct decimal digits, <1y, our computed

| A %exp, contains, at least, 7 correct decimal digits.

1)
' 1 To gain a better idea of how the decision criterion 78,, and its associated error bound

k79, — 1, depend upon the order of the divided difference n, we bound solutions of the

; i recurrence (3.5.2). Appendix C shows that
D!
10, <n*+n+ 2 3.5.4)
L $)

for n =1 and any x;>0. Hence the relative error in Agexp,. computed according to the

hybrid algorithm with double precision accumulation, satisfies
legl < [ka(n?+n) + lle. 3.5.%9

The relative error. then, increases in n, at worst, as O(n?). This bound holds regardless of our

. e o d

o ntediiiod... 000 .l Tataete (G . 4 . o
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choice of abscissae and parameter r. For our example with x,=38.3259,
n(n—4) <14, < n(n-=3)

when n > 17 (Appendix C). For comparison, the last two columns of Fig. 3.5.3 contain values
of n{n—3) and logulkynn (n1—=3) = 1]. The latter numbers closely bound the digits lost values

for large n.

Single precision decision criteria. A similar analysis in the case of single precision accumula-
tion shows that the hybrid algorithm error bound behaves as O(n’). Here the scaling and

squaring error satisfies
legl € (n+1) (k78— 1e,

but the bound on the standard scheme is unchanged. The same argument as before leads, now,

to the recurrence
(n+1)(xy70,—=1) = n(xy70,_,— 1)1 +2n/78,) . (3.5.6) ]

In deriving the scaling and squaring bound we assumed all first order differences are computed

by a special method, therefore we require initially
2(K|1’0|— l) = | N

tence

1’0|-5;'l‘

is the initial value. The table in Fig.3.5.4 lists values of the decision criterion 78, and its asso-

ciated error bound for x, = 21.2950, which was derived in §3.4.

We can also show how 7€, and its associated error bound for the hybrid algorithm depend

upon # in the single precision accumulation case. From Appendix C,

l 2 _3_._2. 7
19, € 3n + (2“l 3)n (3.5.
for n 2 1 and all x; > 0; hence
ledl < e(nrDidein + (%--235‘-),, -1l (3.5.8)
—




Error bound Bound on decimal logol (4 D ix-
i coefficient digits lost n(2n=5)/3 n(2n-=5)/3-1}]
0.07 1.00 0.00 -1.00
0.28 15.11 1.18 -0.67
1.15 93.95 1.97 1.00
3.16 331.66 2.52 4.00
6.58 835.34 2.92 8.33
[ 6 11.50 1,707.08 3.23 14.00 3.32
: 7 17.90 3.041.99 3.48 21.00 3.55
: 8 25.77 4,930.48 3.69 29.00 3.75 -
9 35.08 7.460.36 3.87 39.00 39 -
10 45.80 10,717.98 4.03 50.00 4.07
’ 11 57.92 14,789.00 417 62.33 4.20
' 12 71.42 19,758.68 4.30 76.00 4.32
] . 13 86.29 25,712.06 441 91.00 443
1 ; 14 102.53 32,734.11 4.52 107.33 4.53
: 15 120.12 40,909.77 461 125.00 4.63
; 16 139.06 50,323.94 4,70 144.00 4.72
] 17 159.35 61,061.56 479 164.33 4.80
! 18 180.98 73,207.55 4.86 186.00 4.88
19 203.96 86,846.88 4.94 209.00 495
20 228.28 102,064.51 5.01 233.33 5.02
21 253.94 118,945.43 5.08 259.00 5.08
22 280.93 137.574.66 5.14 286.00 5.15
23 309.27 158,037.22 5.20 314.33 5.21
i 24 338.94 180.418.14 5.26 344.00 5.26
25 369.95 204,802.47 5.31 375.00 5.32
‘ 30 545.01 359,752.88 5.56 550.00 5.56
‘ 35 753.42 577,551.81 5.76 758.33 5.76
40 995.17 868,839.39 5.94 1,000.00 5.94
45 | 1,270.26 1,244,258.17 6.09 1,275.00 6.10
50 | 1,578.67 1.714,452.19 6.23 1,583.33 6.24
, 60 | 2,295.47 2,981,746.70 6.47 2,300.00 6.48
b 70 | 3,145.59 4,755,889.66 6.68 3.150.00 6.68
1 80 | 4,129.02 7,122,053.25 6.85 4,133.33 6.85
: ' 90 | 5.245.78 || 10,165,412.46 7.01 5,250.00 7.01
5 - 100 | 6,495.85 | 13,971,143.98 7.15 6.500.00 7.15
[

Fig. 3.5.4: Single precision decision criteria and error bounds
for the hybrid algorithm.

for the hybrid algorithm. Thus the relative error is, at worst, O(n%) in n. We stress that this
bound holds for any choice of abscissae and parameter r. Further, in the example with

x=21.2950, Appendix C shows that
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%,,2 -2n <19, < —§-n’ - %n
for n > 15. The rightmost two columns of Fig. 3.5.4 list values of n(2n=5)/3 and
logiol(n+D{x,n(2n=5)/3-1}1.

The hybrid algorithm demonstrates that it is possible to compute exponential divided
differences to a desired accuracy. Our error bounds, particularly the digits lost bounds. tell how
many decimal digits we must carry in order to be assured that Agexp, has desired accuracy. A
short discussion of some useful modifications of the basic hybrid algorithm follows in the next
section, along with a numerical example in which a rather large divided difference table is com-

puted.




3.6 Comments on the hybrid divided difference algorithm.

The hybrid algorithm of the last section demonstrates that we can compute high order
exponential divided differences with only a modest loss of precision. For this reason, the algo-
rithm is a valuable theoretical tool. In this section we propose some modifications which make

its implementation more efficient.

We gave scant consideration to computational efficiency when deriving the hybrid algo-
rithm. Our error bounds and decision criteria apply without reference to any particular
sequence of data points or parameter r. As a result, the algorithm recomputes low order
divided differences when scaling and squaring is used for differences whose "patterns of depen-
dence" overlap. Also, the decision criteria are based upon worst case arrangements of the
abscissae. These arrangements cannot be achieved since it is impossible to arrange even three
points on a line such that their separations are quadratic. A relaxed decision criterion may
greatly increase efficiency, without sacrificing accuracy. We now propose a possible modification

to the algorithm by introducing an arbitrary criterion to cluster the data points.

Clustering. Let g be a positive increasing function of the order k of the divided difference

under consideration. We decide to use scaling and squaring to compute A ‘exp, when
(€, —§) < glk): (3.6.1)

otherwise, we use the standard formula. In addition, however, we do not permit the computa-
lion of overlapping table blocks by scaling and squaring. For example, suppose the decision cri-
terion (3.6.1) demands that both A ‘exp, and A exp., with i € j < i+k < j+/, be computed by
scaling and squaring. We compute only A/*'~'exp, by scaling and squaring, regardless of

whether or not
(€, ~€) < g(+i-i).

The picture in Fig. 3.6.1 shows how overlapping blocks may be combined. We now speak of
the abscissae £,,€,.1.....&;+, as being “clustered,” and refer 1o the block of the divided
difference table formed by A/*/~‘exp,'s pattern of dependence as corresponding to this ciuster
of abscissae. So when two clusters overlap, they are combined.

When the clustering procedure is completed, the resulting clusters have no abscissae in
common; the corresponding blocks in the table do not overlap. This clustering depends on the

abscissae. not on the divided differences, and it may be performed prior 0 any divided
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X X X
X X
X

Fig. 3.6.1: Clustering of overlapping blocks in a table.

difference computations. Table blocks corresponding to the resulting clusters are computed by
scaling and squaring with backfill. The picture in Fig. 3.6.2 shows what the table might then

resemble. The remainder of the table is filled in by the standard scheme.

X X X X
X X X

X X

X

X X X
X X
X

X X X

X X

X

Fig. 3.6.2: Block structure of a divided difference table after

the scaling and squaring step.

Our error bounds make possible a quick a priori error bound computation. For example.
the bound (3.4.11) may be used when scaling and squaring is indicated. and the iterative bound
(3.2.10) when the standard scheme is called for. We may even wish to compute the differences
using the decision criterion (3.6.1) and then examine a postiori error bounds. In any event,
when these bounds are unacceptable the original hybrid algorithm does guarantee a bound on

the error and may be used when more efficient alternatives fail.

';?x‘t'}:,:q e -
—
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Divided Differences by the Hybrid Algorithm
Abscissae . Adexp by Correct values | A priori | Relative

o é, Clustering algorithm to 7 digits bound error

0 -34.5 0 1.039538E-15 | 1.039538E-15 0.00 0.00

1 -33.1 0 2.268571E-15 | 2.268571E-I5 0.50 0.00

2 329 0 1.498804E-15 | 1.498804E-15 2.00 0.00

3 -14.4 3 8.015853E-11 | 8.015853E-11 0.77 0.00

4 -14.4 3 6.755117E-11 | 6.755117E-11 0.69 0.00

S -14.4 3 2.879424E-11 | 2.879424E-11 1.61 0.21

6 -14.4 3 8.262803E-12 | 8.262803E-12 1.83 0.00

7 -14.1 3 (.891783E-12 | 1.891783E-12 .96 0.06 |
8 6.1 8 2.013388E-09 | 2.013388E-09 1.23 0.00
9 6.4 8 1.522937E-09 | 1.522937E-09 1.05 0.32 |
10 6.8 8 6.118262E-10 | 6.118264E-09 3.54 0.78

11 7.1 8 1.663523E-10 | 1.663523E-09 3.95 0.94
12 11.3 8 7.590633E-11 | 7.590636E-11 4.01 0.92

13 11.3 8 1.883713E-11 { [.883713E-I1 4.16 0.58

14 113 8 3.359880E-12 | 3.359880E-12 4.35 0.15

15 12.2 8 5.323018E-13 | 5.323021E-13 4.51 0.90

16 12.2 8 6.841381E-14 | 6.841383E-14 4.70 0.65

17 13.1 8 8.156695E-15 | 8.156692E-15 4.85 0.89 |
18 25.6 18 5.861817E-15 | 5.861819E-135 4.6l 0.50

19 28.7 19 2.750415E-15 | 2.750417E-15 442 1.16
20 329 20 1.381999E-15 | 1.382000E-15 422 0.73
21 334 20 3.448419E-16 | 3.448422E-16 4.07 1.17
22 334 20 5.740436E-17 | 5.740418E-17 4.21 1.7
23 345 20 8.338935E-18 | 8.339004E-18 14.72 2.14

Fig. 3.6.3: Example or the hybrid algorithm with clustering for r=1.
example: The modified hybrid algorithm, with clustering, is ilfustrated in Fig. 3.6.3 for a col-

86

lection of abscissae which includes contluent. close and well-separated data points.

The clustering function is ¢g(k) = k. The third column of Fig. 3.6.3 indicates the

resulting clustering of the abscissae. The fourth column contains the top row of the

divided difference table computed in single precision with about seven decimal

digits. The fifth has, for comparison, the same differences computed in double pre-

cision. Finally, a priori error bounds, calculated from (3.4.15) and a growth factor

bound from (3.2.8), and the actual relative error are given in a digits lost form.

Complete tables corresponding to Fig. 3.6.3 are presented in Appendix D. Fig. 3.6.4

repeats the same computation, but with r =2, Finally, Fig. 3.6.5 shows the result of

computing the entire table in one scaling and squaring for A#’exp..

- inde
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Divided Differences by the Hybrid Algorithm
Abscissae . Agdexp, by Correct values | A priori | Relative

n £, Clustering algorithm to 7 digits bound error

0 -34.5 0 1.080639E-30 | 1.080639E-30 0.00 0.00

1 -33.1 1 1.192152E-29 | 1.192152E-29 0.50 0.00

2 -32.9 1 1.986183E-29 | 1.986183E-29 0.77 0.26

3 -144 3 4.467966E-17 | 4.467966E-17 0.51 0.16

4 -14.4 3 8.23320SE-17 | 8.233205E-17 0.58 0.00

5 -14.4 3 7.604186E-17 | 7.604185E-17 1.85 0.13

l 6 -144 3 4.692805E-17 | 4.692805E-17 1.97 0.08
7 -14.1 3 2.444065E-17 | 2.444065E-17 2.03 0.07

8 6.1 8 8.977370E-07 | 8.977370E-07 0.95 0.00

: 9 6.4 8 1.963505SE-06 | 1.963505E-06 0.72 0.00
! 10 6.8 8 2.309258E-06 | 2.309258E-06 2.38 0.50
11 7.1 8 1.760567E-06 | 1.760566E-06 2.59 0.32

12 11.3 12 1.305495E-05 | 1.305495E-05 2.23 0.00

13 11.3 12 1.217449E-05 | 1.217449E-05 1.99 0.53

14 11.3 12 6.558480E-06 | 6.558482E-06 3.41 0.80

15 12.2 12 3.453429E-06 | 3.453430E-06 3.86 043

16 12.2 12 1.281568E-06 | 1.281569E-06 4.26 0.98

17 13.1 12 4.751205E-07 | 4.751204E-07 448 0.55

18 25.6 18 9.602053E-04 | 9.602055E-04 3.93 0.63

19 28.7 19 1.412638E-02 | 1.412640E-02 3.28 1.17

20 329 20 4.335487E-01 | 4.335489E-01 2.54 0.93

21 334 20 6.106924E-01 | 6.106929E-01 1.92 1.04

22 334 20 3.836830E-01 | 3.836832E-01 2.55 0.84

23 345 24 2.381056E-01 | 2.38105SE-01 2.94 0.54

Fig. 3.6.4: Example of the hybrid algorithm with clustering for r =2

Alexp, =

l .' divided differences by a special formula. From (3.1.2) where

ROET sinh(r (&, - £0)/2]

& -¢/2

Special methods for low order differences. It is sometimes possible to compute low order

we see that first order differences may always be computed accurately when a good sinh func-
tion is available. Error growth in using the standard divided difference formula is primarily
dependent on errors propagated from low order differences. Special computation of these

differences may be very effective’ in reducing errors in higher differences and in extending the

tFig. 3.8.3 gives an exampie (for complex abscissae) of dramatic improvement in the
error when first order divided differences are computed by a special formula.
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area over which this simple formula may be used. In addition, scaling and squaring never need

be used for these low order differences.

Divided Differences by Scaling and Squaring
Abscissae . Agdexp; by Correct values | A priori | Relative

n £, Clustering algorithm to 7 digits bound error

0 -34.5 0 1.080639E-30 | 1.080639E-30 0.00 0.00

1 -33.1 0 1.192152E-29 | 1.192152E-29 0.50 0.00

2 -32.9 0 1.986174E-29 | 1.986183E-29 4.85 1.88

! 3 -144 0 4.467955E-17 | 4.467966E-17 4.85 1.60
4 -14.4 0 8.233186E-17 | 8.233205E-17 4.85 1.57

5 -144 0 7.604169E-17 | 7.604185E-17 4.85 1.55

: 6 -14.4 0 4.692796E-17 | 4.692805E-17 4.85 1.50
! 7 -14.1 0 2.444060E-17 | 2.444065E-17 4.85 1.56
8 6.1 0 8.977336E-07 | 8.977370E-07 4.85 1.80

9 6.4 0 1.963496E-06 | 1.96350SE-06 4.85 1.89

i 10 6.8 0 2.309243E-06 | 2.309258E-06 4.85 2.06
1 11 7.1 0 1.760551E-06 | 1.760566E-06 4.85 2.16
12 11.3 0 1.305484E-05 | 1.305495E-05 4.85 2.13

13 11.3 0 1.217439E-05 | 1.217449E-05 4.85 2.12

14 11.3 0 6.558430E-06 | 6.558482E-06 4.85 2.12

15 12.2 0 3.453403E-06 | 3.453430E-06 4.85 2.11

16 12.2 0 1.281559E-06 | 1.281569E-06 4.85 2.11

17 13.1 0 4.751175E-07 | 4.751204E-07 4.85 2.02

18 25.6 0 9.601986E-04 | 9.602055E-04 4.85 2.08

19 28.7 0 1.412635E-02 | 1.412640E-02 4.85 1.71

20 329 0 4.335491E-01 | 4.335489E-01 4.85 1.00

21 334 0 6.106924E-01 | 6.106929E-01 4.85 1.04

22 334 0 3.836829E-01 | 3.836832E-01 4.85 1.13

23 345 0 2.381053E-01 | 2.381055E-01 4.85 1.09

Fig. 3.6.5: Example of the scaling and squaring algorithm for r=2.

Second order differences also may be computed accurately by a special formula when a

routine is available to evaluate the function

==l _ v &
he = = -1 EW'H)!

accurately for all §. Let £y € €, € §;, then

- (€=t}
re.{e"’ o1 1=t

Adexp, = e

§:-¢ &1-&o
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r(f,-flb riq—€,)
1YY - =l _ (e -1 _
re ‘(——_T(fz-ﬁ) 1) (_—f(fo‘fl) D}

= re ' nlr(g3— )] = hlr(a—ED)).

Because sign{/ (£)] =sign(¢) and £,—§€, 2> 0 while £,—§, €0, the subtraction is actually an

addition of non-negative numbers.

Perturbations and shifts in the abscissae. Abscissae used in computing divided differences
may be obtained either experimentally, or as the result of earlier computations. In either case
we may be uncertain what are the exact abscissae (represented here by the vector X, say). The
abscissae, say x, we have in hand are only approximations. The most we can expect is to have
a bound in terms of x on our uncertainty in the value of . Thus given x and a bound on the
uncertainty, we ask how far can the divided difference A"exp,(x) be from A‘“exp.(x). That is,
how unsure are we of the value of a divided difference, given our doubt about its data.

As an example, we have presented without comment several formulas in which abscissae

are shifted by a constant amount, say «. In finite precision arithmetic, a computed shifted

abscissa fI(£ + a) satisfies
A +a) = (E+a)| < (€] +]ale.
To have a uniform bound for all abscissae represented in a vector x, we write
Ax +au) = (x +au) e € (Ixfle+jabe.?

The bound describes our maximum uncertainty in where the exact shifted vector of abscissae
lies, given knowledge only of the computed vector.
It is convenient to think of % as a perturbation of the given vector x. The following per-

turbation bound describes the sensitivity of &"exp, to a bounded change in its abscissae.

$Recall that wis a vectorof I's, u=(1,1,...,1).
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Perturbation bound. Let x=(§,£,.....6,) be a vector of abscissae, and
i-(éo,él. - .E,,) a perturbation of x such that olgaé lf,—f,l < ye for a constant vy.
Then

{8 %exp,(x) — A”%exp,(x)} < (e =1)-A"xp,(x). (3.6.2)

proof: From Theorem 1 in §3.2, 4 “exp, is increasing in each of its abscissae, thus
A'exp,(x —yeu) < A'exp,(X) € A'exp.(x +yeu).
By the translation property (3.1.1),

e~ A%xp.(x) < A'exp,(X) € e™A"xp,(x). O

For small rye the bound (3.6.2) is equivalent to a relative error of size rye. Hence com-
putational errors may be viewed in the same way as uncertainties in the data. In particular
when data uncertainties of size ye lead to uncertainties of size rye in the value of A “exp.(X)
relative to A'exp,(x), computational errors of comparable, or smaller, size do not greatly
increase our uncertainty. Thus, there may be no reason to compute A ‘“exp.(x) to greater accu-
racy than about rye. Hence our uncertainty in the data helps answer the question of how much
accuracy we are justified in demanding when computing divided differences. We may, then,
use the fast standard scheme more in practice, as the data may not warrant using more accu-

rate, but more costly, methods.

Additional modifications of the basic hybrid algorithm may be desireable in practice. For
example Ajexp, decreases as r"/n!; so special provisions may be required to represent smali
numbers during computation. These details, however, must not obscure the important fact
about the hybrid algorithm, which is that real exponential divided differences can be computed
with high relative accuracy. Such a general statement cannot be made when the abscissae are
compiex. However, a hybrid type algorithm with error bounds comparable to the above can be
developed for some arrangements of complex abscissae. We turn to such a problem in the next

three sections.
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3.7 Divided diffcrences of the exponential function with complex abscissae.

For applications exponential divided differences with complex abscissae are more impor-
tant than the real case. In particular a real non-Hermitian matrix 4 may have complex eigen-
values. These eigenvalues are the abscissae used in forming coeflicients of the Newion polyno-
mial form of exp(r4). Therefore it is important 1o understand which aspects of the real case

go over to the complex case, and which do not.

The algorithms presented earlier are applicable to complex abscissae. The theory used to
derive the Tuylor algorithm, scaling and squaring, and even the hybrid algorithm, depends only
upon the exponential function itseif. There is no need to distinguish between real and complex
data points. Qur error bounds and decision criteria, however, do depend explicitly upon the
fact that real exponential divided differences are positive. Since complex differences can be
zero, we must abandon the idea of strict relative error bounds. Instead, we give error bounds

relative to a quantity that bounds or estimates our divided difference.

In this section we examine a few special cases of complex exponential divided differences
in order to gain a better understanding of the behavior of such differences. In particular we
shall observe how these divided differences are affected by the imaginary parts of the abscissae.

Later we indicate how our algorithms may be applied.

We continue studying divided differences of the function f=exp, with parameter 7 2 0.
Our sequence of abscissae Z = {{¢.{;, ... .{,....] may now contain cnmplex elements. We
look at three special arrangements of the abscissae. (1) The abscissae lie on a line in the com-
plex plane and are evenly spaced along this line. (2) The sequence of abscissae consists of
repetitions of two points, { and ={; we also look at the case where the two points are conju-
gates { and E (3) Finaily, we examine the case where the sequence of data points consisis
exclusively of conjugate pair points. In the first two examples we achieve explicit formuias for
the divided differences. In the final case, we characterize the differences by upper bounds on
them. This final case is of most interest in matrix function computations because the eigen-

values of real matrices are either real or members of complex conjugate pairs.

Evenly spaced, linear abscissae. On a line the abscissae can be ordered. Let {o be an exireme
data point and let 28 be the spacing between the abscissae.  Then
Z = (Lo {o+28,L0+48, ... {o+2n8,...} is the sequence of data points. Exactly as in the real

case in §3.2,
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228 . . s
AQ;ICXpr - -'-,l—-‘,"nl‘____ _"r Lot n )[ sinh(r8) l"'

—tn, |
! TR . (3.7.1)

We note that Ajexp, =0 if, and only if, v = k wi for some non-zero integer k. Thus high order
divided ditferences can be zero. Since two points lie on a line, this also implies that first

divided differences are zero if, and only if, their abscissue are separated by A =i

Suppose & is pure imaginary, say 8=vi Letl us observe how |Ajexp,| varies with ». We

have

1 | riggenensy sinh{rwi)
|Adexp,| = —|e ==l

- L,e""l sin{ry) |
n: [ 4

where £0=Re({y). |Adexp,|. then, behaves as a damped sine wave, becoming smaller with

increasing v. It has local maxima when tan(rv) =7y, For £y=0 and r=1, the table in Fig.

3.7.1 lists some of these maxima for n=1,2, ..., 7.
v || 1adexpl | ladexpl | |Adexp| | |adexpl | |Adexpl | |Adexpl | |Adexpl
0 1.00 S.00E-1 | 1.67E-1 | 4.17E-2 | 8.33E.3 1.39E-3 1.98E-4

449 |[ 2.17E-1 | 2.36E-2 | 1.71E-3 | 9.28E-5 | 4.03E-6 1.46E-7 | 4.53E-9

7.73 | 1.28E-1 | 8.24E-3 | 3.53E-4 | 1.13E-5 | 291E-7 | 6.22E9 1.14E-10
10.90 | 9.13E-2 | 4.17E-3 | 1.27E-4 | 2.90E-6 | 5.29E-8 | 8.06E-10 | 1.05E-11
14.07 || 7.09E-2 | 2.51E-3 | 5.94E-5 | 1.0SE-6 | 1.49E-8 1.77E-10 | 1.79E-12

17.22 || 5.80E-2 | 1.68E-3 | 3.25E-5 | 4.7T1E-7 | S.46E-9 | 5.27E-11 | 4.37E-13
20.37 |f 4.90E-2 | 1.20E-3 | 1.96E-5 | 2.41E-7 | 2.36E-9 1.93E-11 | 1.3SE-13
23.52 |{f 4.25E-2 | 9.02E-4 | 1.28E-5 | 1.36E-7 | 1.1SE-9 | 8.16E-12 | 4.95E-14
26.67 || 3.7SE-2 | 7.02E-4 | 8.77E-6 | 8.22E-8 | 6.16E-10 | 3.85E-12 | 2.06E-14
29.81 || 3.35E-2 | 5.62E-4 | 6.28E-6 | 5.26E-8 | 3.S3E-10 | 1.97E-12 | 9.44E-15

Fig. 3.7.1: Maxima of |Agexp|, as a function of v, for evenly
spaced imaginary abscissae.

The magnitude of these divided differences is strongly affected by the difference in the
imaginary parts of the abscissae. Our study of complex exponential divided differences must
take this into account. The next exampie even more clearly illustrates this dependence on the

imaginary parts.
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Two-point exponential divided differences. In an example in §2.8 we saw that divided
differences of exponential functions for sequences of data points like Z={{.-{.{.~C....}.
where a point and its negative are repeated, have many special properties. In particular, we

found that the related functions
b(0) = %l(A"’exp,)(C.“{ ..... O+ (A¥exp)(=L.L. . . .. ~0) (3.7.2a)

a,(0) = (A2 exp ), =L, .. .. 0. =) (3.7.2b)

satisfy the recurrences

‘ b, () = 1"2;"'(‘1 (3.7.30)
an() = 22uzD) -2(5:;”“""“) (3.7.3b)
’ for n=1,2,..., where
g bo({) = cosh(r{) (3.7.42)
| ao(g) = ST (3.7.4b)

{

From these relations, we show that the functions 5, and a, are representable in terms of spher-
; ical Bessel functions, commonly denoted j,. In addition, we derive a simple assymplotic

expression for the two-point divided difference (A *%exp,)({,=¢. . . .. {) as r|{| —oo.

Representation of two-point exponential divided differences. For each n=0,1,2,...,

l Y 1.u+l . ]
b,(y) = WJHQI(ITU (3.7.5a)

.71.5b)
an(;) ' '( ;)"J"(lfc) @G

where the j, are spherical Bessel functions. Also as 7|{| — oo,

= — .
[P g P S

n

2" L)~ =, 7.6)
(A*"exp,) (§, =L, 9] 2,,"!c”e &

proof: Spherical Bessel functions' are related to the more familiar Besse! functions of the first

1The introduction to the National Bureau of Standards’ Tables of Spherical Bessel Func-
tions [1947) gives a brief explanation of these functions.
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kind, J,,. according to

jll(w) - V”/ZWJ,,+','.(W) .

where the index m =n+'2 indicates a half-order Bessel funciion. The well-known Bessel

recurrence
2ml,, (@) = wldy (@) + J,- (@)
becomes
2n+1)j, (@) = @lj,+ (@ + j,- (o)) (3.1.7
for spherical Bessel functions. Initially

sin(w)
(]

and j-|(¢ll) -

. cos(w)
Jolw) .

(3.7.8)
When n=0 in (3.7.5a-b). a comparison of (3.7.4a-b) with (3.7.8) shows that initially the
Jj-1 and jg in (3.7.5a-b) are spherical Bessel functions. For general n we derive the Bessel

recurrence (3.7.7) for j, from the recurrences (3.7.3a-b) for b, and a,. Inserting (3.7.5a-b)
into (3.7.3b) yields

r+! 1 { i+ (2n=Dz"

2"n!(ig)"j"("") YT 2""(n-l)!(i()"'zj"-z(ifc) TGN

|jn—l(if§”

or

i(2n=1) .

j,,(ifc) - "j,,-z(ifO - T{ _I,,_](I'TC) .

When this is rearranged and the index » is increased by 1, we obtain (3.7.7) with w=7{;

hence each j, in (3.7.5a-b) is a spherical Bessel function.

For large |w| spherical Bessel functions behave, assymptotically, as
Jn(@) ~ Loosla = (n+D)w/2].

Thus as 7|{| — o we have

(AYexp) (. ~L, . ... 0) = 6,(Q) + {a, ()

+l

f” N ¥ s
= Tty Ut im0 = 6 e

cora wvm.m.——-——*__
: ~
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"

T , Y
2”"!(’,0”|cos(n{ nmf2) = isin(ir{ —nmw/2))

"
- 7
27"

The translation property (3.1.1) provides an immediate corollary to the above when the

sequence of abscissae consists of { and {. repeated.

Corollary: Let the sequence of abscissae Z ={{.Z,{.Z....}, where { =£ + in and its conju-
gate { = £ — i are repeated. Then for each # =0, 1,2.....

(_l)n—lruﬁ'l

Re(Ad"exp,) = e™b,(in) = Tty e j, (=) (3.7.92)
Im(Ad"exp,) = n-Ad"*'exp, = ne'éa,(in) = %v"ju(—m). (3.7.9b)
Further as n— oo,
Ad"exp, ~ %‘ﬁ- L (3.1.10
proof: By the transiation property.
Ad%exp, = (A%exp,) (LT, ...,0) = e (A ¥exp.) (in,=im. . . .. in.

The results follow from (3.7.5a-b) and (3.7.6) by inserting im for {, and then multiplying by
e, 0

From (3.7.10),

n

|Ad"exp,| ~ "—f-"-e". (3.7.11)
2'nlm

The imaginary part leads to a n~" damping of A4"exp,. Also since j,— (—=*7) and j,(=rn) are

never simultaneously zero, for all r > 0 the divided difference Ad"exp, = 0.

Exponential divided differences with conjugate pair abscissae. We now turn to the case of a
sequence of abscissae consisting of conjugate pair elements. In particular let
Z={{0.50.81.8ts -« Enelmorre | Where {, = ¢, +im; and {, =€, ~ in, with each n, > 0. The fol-
lowing bounds, depending on divided differences of exp, for the real abscissae ¢, alone, help to

describe the dependence of conjugate pair exponential divided differences on both the real and

1?5 '}:W‘ o’ h s L e
i e it e el
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imaginary parts of the abscissae.
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be a sequence of conjugate pair abscissae. Then for each n 2 0,

Bounds for conjugate pair exponential divided differences. Let Z ={{,. 0o, . . . Ll )

0=\
|ad"exp,| < (TIn,)~"alexp, (2.7.128) 1
i}
and
|ad"*'exp,| < (TIn,)~"-ALexp,. (2.7.120) .
j=0

proof: The proof is by induction on ». We note first. employing a remark after (2.1.3), that

since

(Az"exPr)(Co-Eo. D 'gn—I-Zn-I-CM) - (Az"exPr)(C()vZO' .« -C::—I'Zu—l'z:r)

A&nd-lexp' -

Cu - Zn

- —l—lm(Ag"exp,) ,
/]

(3.7.12b) is an immediate consequence of (3.7.12a). When n=0and r >0,

|Adexp,| = | = e™0 = AQexp, .
£o

and (3.7.12a) certainly holds. Now let us assume it is true for all orders up to (2#=2).

is, we assume for all r 2 0

n=2
|Ad"~%exp.| < (JTn)~"Af exp,.
/=0

and hence
=1 (L | 1
|ad"lexp,| <€ (IJon_,)‘ -Ag"'exp, .
1

By the recursive integral formula (3.1.5),

T

Ag"%xp, = e""fe_""'-A.}""exp., do.
0

That
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T
|adtexp,| € "¢ A ¢ exp,| da
0

T

a=1 —
< (Hn,-)"-e""fe ‘g slexp, da
0

1=0

n~|

= ([In)~"Adexp,. ©

i=0

When the real parts £; of the abscissae are equal, that is §p=§,= - - - =£_  this corollary

follows.
Corollary: Let Z={(¢ +in;, j=0,...,n}. Then for each n >0,
n=\ TuerE
|ad"exp,] < (TIn)! (3.7.13a)
i !
j=0 :
and
" n,ré
|ag"*'exp,| < ([In,)"' ’n",' : (3.7.13b)
1=0 N

With the exception of the factor 2”, the bounds in our corollary resemble our assymptotic

results for two-point conjugate pair divided differences. This leads us to suspect that

n—=1\ "

27(JTn)""-alexp, and 27"(In,)~"-ALexp, (3.7.14)
=0 =0

are reasonable estimates of |Ad”exp,| and |A¢d"*'exp.|. respectively, when the =, are large.

The values in Fig, 3.7.2 illustrate this. Note that not every estimated value by (3.7.14) is large

enough to be a bound.

General complex exponential divided differences. When we are unable to make assumptions
about the abscissae, we can say little about the behavior of the divided differences. Just as the

simple bound derived from (2.1.12),

n
max |r"e"| = =t
n! )

Agdexp,| € —
l 0 prl x ”!o‘l‘”

poorly describes the behavior of Afexp, when £, —§, is large, even when all the abscissae are
real, a bound depending only on the real parts of complex abscissae poorly describes |Agexp,|

when some data points have large imaginary parts. All complex exponential divided differences
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N bounds from | estimates from
n % ladexpl | (39 120-b) (3.7.14)
01{ (0.+10) | 1.00 1.00 1.00
I (0,-102) 5.44E-2 1.00E-1 1.00E-1
2 (1,49 8.39E-2 1.72E-1 8.59E-2
3 (1,-99 9.31E-3 1.91E-2 9.55E-3
4 | (2,+11) || 3.64E-3 1.64E-2 4.10E-3
h) (2,-119) 2.71E-4 1.49E-3 3.73E-4
6 | (3.+10) || 9.18E-5 8.54E-4 1.07E-4
7 (3.-100 3.16E-6 8.54E-S 1.07E-S
8 (4,494 2.41E-6 3.67E-5 2.29E-6
9 4,-9i) 2.50E-7 4.08E-6 2.55E-7
10 | (5,410 j| 4.20E-8 1.40E-6 4.38E-8
11 (5,-104) 1.96E-9 1.40E-7 4.38E-9

Fig. 3.7.2: Bounds and estimates for |Ajexp| with conjugate pair abscissae.

do satisfy the following bound regardless of the imaginary parts of the data points.

Upper bound on |AJexp,| for complex abscissae. Let Z={{n ¢, ....{,....} be a se-
quence of complex valued abscissae, and let ¢, =Re({;) for each j=0,1, ... ... Then
|Adexp,| < Afexp, (3.7.15)

forall n 2 0.

proof: Directly from (3.1.3), namely

Hexp,-if...

we have

l'"_

1
f exP[TC0+ (CI_CO)GI"" et +(;u—cn—l)a’n] dﬂ',, e dﬂ'z d0'| ’
0

n=t

. @ @
|Adexp,| < ff <o f explréo+ (§,=€p)o+ - - - + (§,~¢,-)o )do, - - - doydo,
00 0

- A g:,exp, . a

Comparing (3.7.15) with our conjugate pair bounds shows that the imaginary parts of the

abscissae may be very important and should be reflected in any bounds we use. In the next

- ~ . 5 S
. e’
L
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sections we apply our divided difference algorithms to conjugale pair abscissae and use the

upper bounds and estimates we have presented here to derive error bounds for the computa-

tions.




s

3.8 Divided difference tables with conjugate pair abscissae.

The elements of divided difference tables whose abscissae are conjugate pairs are quite
special in that some are real and some are conjugates of others. These properties do not
depend upon the exponential function, but appiy to any function / symmetric about the real
axis. For this reason we digress in this section from our study of exp, and revert 1o the func-
tion /, where /() =/({). The results are more general and the notation is more compacl.

Applications to exp, follow in the next section.

Sy Aly ALy ALy ALy ALy ANy Aly
J@) Ay ALy ALy Ady Adyy ALy

Q) ALy AYr ﬁ/_ éi_lf.' Adf

fGo ALy AL Al Ay

fGo) AL AdS AdS
SQO  Alr A¥

JG) Al

@y

Fig. 3.8.1: Rearranged divided difference table A f for {{_3. {3, {—1. {0, 0. &1, £2. ).

We have seen that abscissae should be ordered so that close values are adjacent to each
other. It follows that { should not be adjacent to { when Im({) is large, as would be natural. A
good, but unorthodox, ordering for complex conjugate pairs of abscissae is
Z=,. 0ot 2200030800 - - - {,). Some extra dividends follow from this choice as we
show below. In order to maintain (as closely as possibie) our notation A *f to indicate the use
of £, 8,41, - . L 4. we write {, for f,-. The table in Fig. 3.8.1 shows a typical A/ where

n=23. The entries corresponding to the top row in a naturally ordered table are underlined.

These are the entries that are used, for example, as coefficients in a Newton polynomial.

Let Z be the "step matrix" associated with the sequence Z, that is




-

{- !
c—u+l 1
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1
'

This extra property referred to above is that both Z and A /= f(Z) are Hermitian about the

secondary diagonal (bottom left to top right). This property is most conveniently expressed in

terms of the permutation matrix

I-Z and 7-A f are Hermitian.

Secondary symmetry of Af. If Z={{......00.{o. ....L{,) and £(D) = F(T), then both

proof: Any complex matrix B is Hermitian if B = B. We denote the conjugate transpose of A

by B°. By inspection, /-Z is Hermitian,

1Z=21.

From the conjugate transpose property (1.1.6),

S(2Z%) = f(2)*,
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so employing (1.1.3) for similarity transformations,
S2)] = f(Z°)-1 = ]-p(HZ°D)
- ifli2) = 1-£(2),
and /-/(Z) is Hermitian. O

This result means every divided difference lying on the secondary diagonal of 4 / is real,
and every divided difference below this diagonal has a conjugate above the diagonal. For exam-
ple in Fig. 3.8.1, A'of, A2/, A5,/ and Ayf are all real, and A,/ =4,/ while A2,/ =24 %/
, Only the portion of the table on and below the secondary diagonal ever need be computed. For
example, A4/ and all differences upon which it depends might be computed by a series method
because the abscissae may be close. The standard formula and taking conjugates will fill out the

rest of the table. The idea is illustrated in Fig. 3.9.1.

From our discussion here, the reordered table is clearly ideal for computation by a hybrid

algorithm. We consider this for /= exp, in the next section.

example: Fig. 3.8.2 shows that reordering abscissae and computing first order differences by a
special formula may have a dramatic effect on error propagation when the standard

scheme is used. The abscissae here are

{e0 = ~1.414214 + i8.585786
Lo = 1.412799 + i11.41563
{eg= 1.414214 + i11.41421
{e3= 1.417039 + i11.41138

First order (initial) differences were computed correct to seven decimal digits. The
standard scheme was employed, thereafter, in greater precision to isolate propagated
errors. The figure compares divided differences trom the top row of the table for
the natural ordering of the data points with the identical differences when the data

points are reordered as suggested in this section.

Reordering permits many differences, for which error growth would be large by the stan-

dard scheme. to be computed by a special method. We see here with reordering that close

abscissae contribute only to first and second order differences. These first order differences do

not contribute to error growth when computed specially. However, failure to compute first

.
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Order

Correct values to
7 digits

Natural ordering with
special computation of
first differences

~N N W N - O

(-1.624537E-1, 1.808715E-1)
( 2.106638E-2, 0.0 )
(-5.269139E-2, 1.213605E-2)
( 1.063108E-3, 0.0 )
(-1.114105E-4, 1.907577E-3)
( 1.671230E-4, 0.0 )
( 3.230809E-5, 1.838758E-5)
( 1.611337E-6, 0.0 )

(-1.624537E-1, 1.80871SE-1)
( 2.106638E-2, 0.0 )
(-5.269140E-2, 1.213604E-2)
( 1.063107E-3, 3.965390E-10)
(-1.113896E-4, 1.907435E-3)
( 1.671291E-4,-2.643648E-9)
( 3.215634E-5, 1.820492E-5)
( 1.547398E-6,-3.597914E-8)

Order

Reordering with
special computation of
first differences

Reordering without
special computation of
first differences

~N N B W NN - O

(-1.624537E-1, 1.80871SE-1)
( 2.106638E-2, 0.0 )
(-5.269141E-2, 1.21360SE-2)
( 1.063108E-3, 0.0 )
(-1.114107E-4, 1.907577E-3)
( 1.671230E-4, 0.0 )
( 3.230604E-5, 1.838538E-5)
( 1.611144E-6, 0.0 )

(-1.624537E-1, 1.308715E-1)
( 2.106639E-2, 0.0 )
(-5.269139E-2, 1.213604E-2)
( 1.063108E-3, 0.0 )
(-1.113844E-4, 1.907667E-3)
( 1.671309E-4, 0.0 )
( 3.203465E-5, 1.802915E-5)
( 1.579928E-6, 0.0 )

Fig. 3.8.2: Effects of reordering data points and special computation of

order differences accurately destroys any benefit from reordering, as the numbers show.

first divided differences on A"exp.

103

When clusters of close abscissae are small, as here, reordering the abscissae makes special

computation of low order differences very effective in controlling error growth. In the next sec-

tion we shall see that a hybrid algorithm effects even more dramatic improvements in accuracy.
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3.9 A hybrid algorithm for Aexp, with conjugate pair abscissae.

The table rearrangement presented in the last section strongly suggests impiementing a
hybrid algorithm for computing Aexp, when the abscissae are conjugate pairs. A hybrid algo-
rithm using scaling and squaring, as well as the standard scheme, is most accurate for abscissae
having imaginary paris nearly equal in absolute value, but large. Fig. 3.9.1 illustrates the conju-
gate symmetry relationships in a reordered conjugate pair divided difference table. The "s" indi-

cates an element which may be computed by scaling and squaring, "x" by the standard scheme,

while "r* means the element is real.

e — A e

§$ § § § X X X r
§ § § X X r x
§ 8§ X r x «x

s r x x x

T —————_n

s s s
,;

§ s s
: s

Fig. 3.9.1: Relation of entries in conjugate pair table.

e a] A7 a3 | 2% a5 15 Al
e AT A7 | A%, A% AS, Al
e A | A% AL AY,  AS,
el Aly A% Al A4
Aexp, =
‘L e™ Al Ad  Ad
' et Al a7
™ A)

. f o™
?

: Fig. 3.9.2: Conjugate pair divided difference table showing symmetries.
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Algorithm: Hybrid algorithm for conjugate pair abscissac. For conjugate pair abscissae

{,=¢,+in, and {-,.=.Z,-§,—i~q,- with ; >>0, j=0,1,....n form the divided difference

table matrix as follows:

1.  Reorder the sequence of data points as {{-,. . . . .{-1.{=0.Lo. {10 - . - . {4} and, if possible

(by reindexing if necessary), so that §g< §, < - - - <§,.

2.  Compute Adexp,, and hence each A l'exp, for i=0,1,... ,nand k=01, ..., n—i, by
! scaling and squaring (§3.4).
3. Foreach i=0,1,...,ncompute (—i+1=0when i=0)

a. on the secondary diagonal of the table

A2*lexp, = nllm(.ﬁ",ﬂexp,) :

b. for k=2i+2,...,i+n+] each A% exp, by the standard scheme, c.g.

A*7exp, — A5 lexp,
Ct—l-l - C—I

Afexp, =

4.  Fill the remainder of the table using conjugate symmetry about the secondary diagonal.

P i Dy s i Mrfetin g

When n =3 the matrix in Fig. 3.9.2 illustrates the relation between various elements in a
table. (Some references to the function exp, are suppressed.) In the hybrid algorithm entries

below the horizontal line in Fig. 3.9.2 are computed by scaling and squaring (step 2), while

entries to the left of the vertical line are just conjugates of these, as indicated.

i Next in step 3a of the algorithm,

g sin (1'1'0)

- exp, ({o) ":E"Pr(z") -l Imlexp,({op)] = ¢

’ -
: - A lgex —
g ~0°xP Lo — Co Mo o

‘.-.
-l

This and the row immediately below, already known from the scaling and squaring step, permit

completion of the —0 table row by the standard scheme (step 3b). Then again in step 3a,
‘ ) Alexp, = "le(Aloexp,) ,
1

: and the elements 10 the right of A3,exp, are computed by the standard formula (step 3b). For

example

SIit ettt did, W, e s . .
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Algexp, ~ Adexp,
L= '

ASexp, =

Step 3 is, then, repeated until A;exp, is computed. The remaining elements to the right of
the vertical line are conjugates of eiements above the horizontal line, as indicated. The ele-
ments on the secondary diagonal (indicated by underlining in Fig. 3.9.2), computed in siep la,

are all real.

e, | 2 3 i 3 1 3 1 3 1 3
A A A —A; 4 A '
fo T8 Mo T ey T gm0 mapmms
e A A —A A 4 A;
& fo mg fo mgm 0 mgmymy S0 nommy O
£, | 1 | 1 1 1 2 1
e A —4 —A 4 A;
fo mg f0 gm0 qgm  fo nom 0
o™ 1 "LACIO LAG'.' L Z
Mo Mo Mo Mo
’50 1 2 3
e Afo Afo AE"
€, A€l| Aé
efel Afl;
e’

Fig. 3.9.3: Table of upper bounds based on real divided differences.

Upper bounds. For an error analysis of the hybrid algorithm we must first deveiop error bounds
on the scaling and squaring portion of the computation. Then we can see how these errors are
propagated during the remainder of the computation by the standard formula. An examination
of the upper bounds (3.7.12a-b) and (3.7.15) yields quantities relative to which we may con-
struct error bounds. For example, the table in Fig. 3.9.2 is bounded, element by element, by
the table in Fig 3.9.3. Here we omit the function reference exp,, for clarity, and point out that
the divided differences in Fig. 3.9.3 are for the real abscissae (£g, &, ...,€,). Our error

bounds will be relative to an upper bound matrix such as the one in Fig. 3.9.3.
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Fig. 3.9.4: Table of estimated absolute values.

When the 7, are nearly equal, but large, the error may be estimated, element by element,
by ex times the matrix in Fig. 3.9.4. The constant x depends only on errors introduced in the
scaling and squaring part of the algorithm. This resuit is not surprising. When the n, are iarge,
the standard scheme is employed only for well-separated abscissae. From our earlier studies
there is little error growth in this case. Indeed. such separation of the data points is the reason

for reordering them, in the first place.

example: Witn the data from the example at the end of §3.8. namely

§ro0=—1.414214 + 18.585786
o= 1.412799 + i11.41563
C.or= 1414214 + /11.41421
C.3= 1417039 + /11.41138,

the tables in Fig. 3.9.5 show that upper bounds, as in Fig. 3.9.3. and estimated abso-
lute values, as in Fig. 3.9.4, describe the size of the divided differences. From sym-
metry, only the portion of each table on and below the secondary diagonal is shown

The divided differences themselves are listed in Fig. 3.9.6.

Scaling and squaring error bounds. Error bounds from our earlier analysis of scaling and
squaring in §3.4 carry over immediately to that portion of the conjugate pair table computed by
this method. The bounds are no longer valid relative to the computed difference itself, but

rather to an appropriate upper bound on this difference. A quick reexamination of the
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Layout of tables

Correct absolute values

Alexp

Aleexp  Algexp

' Alexp
e

A3.exp
Aldiexp
Algexp
Adexp
Alexp

&M

Alexp
Atexp
Alexp
A dexp
Adexp
Alexp
Ajexp

%

1.06E-3
2.11E-2  S5.4IE-2
2.43E-1 1.08

4.11

1.67E-4
1.91E-3
4.26E-2
8.54E-1
4.11
4.11

1.61E-6
3.72E-5
7.80E-4
1.74E-2

3.53E-1
2.06
4.12
4.12

Upper bounds (Fig. 3.9.3)

Estimated values (Fig. 3.9.4)

1.39E-2
2.83E-2  1.59E-1
243E-1 137

4.11

8.67E-4
9.90E-3

1.13E-1
9.70E-1

4.11
4.11

3.01E-5
3.43E-4
3.92E-3
4.47E-2
3.84E-1
2.06
4.12
4.12

6.97E-3
2.83E-2 7.96E-2
2.43E-1 137

4.11

2.17E-4

2.47E-3
5.65E-2
9.70E-1
4.11
4.11

3.76E-6
4.29E-5
9.80E-4
2.24E-2
3.84E-1
2.06
4.12
4.12

Fig. 3.9.5: Example of bounds and estimates for conjugate pair

derivation of scaling and squaring error bounds will show this. We study only the double preci-

sion accumulation case, as the argument is exactly the same in the single precision case.
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divided differences in Aexp .
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Scaling and squaring bound. Consider only the non-conjugate portion of the sequence of
abscissae, namely {{o0.{). . . . . {,). For double precision accumulation of inner products,
Ih(Aexp,) — Aexp,| < elx,r0—1)-Axexp, . 3.9.1)

where x,=8.3259, 0 is the maximum spread in the abscissae, and A xexp, is the related di-
vided difference 1able whose abscissae are X={Re({,), j=0, .. .. n}. For single precision
accumulation,

[f(Aexp,) — Aexp,| < e(n+1)[x,70 —1]-Axexp,, (39.2)
where «; =21.2950.

proof: We first compute a scaled divided difference table by the Taylor glgorithm. The expan-
sion point o may be the center of the smallest circle enclosing the data points, and the spread ¢
is the diameter of that circle. Let the data points be ordered so that the real parts satisfy
E0< € € - €€,. Because exponential divided differences with real abscissae are increasing

in each abscissa, we have

Tne'fo

n!

< Agexp,
and

6
fll era rII r( *0/2, 1.I'e []
_I”_'J_ < T,Te éo - erﬂ/!._”_' < E'"/z'Ag':)exp,.

In Appendix B we derive the error bound

A (Agexp,) — Adexp,| < e(2+1-0/2)e"’”:—l:T-L.

Therefore,

[Ax(Agexp,) — dexp,| < e(2+76/2)e™ Afexp.. (3.9.3)

The Taylor series error bound (3.9.3) applies to every element of the divided difference
table. The error in the original scaled matrix in scaling and squaring, then, must satisfy the

matrix inequality

1A (Aexp,-,) — Aexp,-,,| € €(2+27U*"10) e Axexp,-,,. (3.9.4)
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where 27/ is the scaling factor.! The subscript X indicates the divided difference table matrix

Axexp,_, has real abscissae X ={£0. §1, . . . . £,).

For

B = Q427U e,

the error in each element of ﬂz(Aexpz_,,) is bounded by €8, limes the corresponding element

of Axexp,-,. This B; is exactly that used earlier in §3.4. For any complex matrix 8 -

A (BY) - BY < €|B|?.

Also bound (3.7.15) yields

|Aexp,-,| < Axexp,,:

|Aexp,-, |* < Axexp,—i-i, .
The same argument that led up to (3.4.9) gives
(A (Aexp,) — Aexp,| < €[2/(8,+1) ~ 1]-Axexp,,

where 2/(8,+ 1) ~1 is the same as in (3.4.9). It is minimized in the same way. For jthe smal-

lest non-negative integer satisfying (3.4.10), namely
2779 < 13292,
we obtain
A (Aexp,) — Aexp,| < elk,r0—1]-Axexp,

where «,=8.3259. The same argument shows the single precision bound is (3.4.15). G -

tThe matrix bound (3.9.4) does not hold, rigorously, when Aexp,-, is backfilied from
its top row. This is because

Aér::exp' < Af‘,-|expf + |§,+k-c,|'ﬁeklexpf
when n,,, # n,. If the Taylor formuia is used on the entire table, (3.9.4) does hold.
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Relations (3.9.1) and (3.9.2) mean that the error in complex exponential divided

differences, relative lo corresponding real divided differences, has the same bound for scaling

and squaring as in the exclusively real case.

Standard scheme error bounds. When all the imaginary parts 5,, j=0,1, ... .n, are large and
nearly equal, the portion of the table computed according to the standard scheme satisfies the

following error bounds.

Standard scheme error bound. When each n;, j=0,1, ..., », is large compared with »/r,
A
LAA +exp,) — & 2A*lexp,| < ex(ITn)~"-a} " lexp, (3.9.9)
1=0
for each k=0,1,...,nand I=1,2, ..., n~k+1. «x is one of the scaling and squaring er-

ror coefficients «;r0 —1 or (n+1){x,;70 — 1], depending on the arithmetic used.

The recursive nature of the standard scheme makes it easiest to describe bounds on the
propagation and growth of errors in terms of examples. Also, this will make clear what large
compared with n/r means. Errors introduced in the scaling and squaring portion of the compu-
tation of the table in Fig. 3.9.2 are propagated during the computation of the remaining

differences. We bound these errors relative to the table in Fig. 3.9.3.

From (3.9.1-2), depending on our arithmetic assumptions,
|A(A fexp,) — Adexp,| < ex-Ag exp,

for each k=0,1,...,n To keep the analysis simple we forget that all zeroth, and even first,

order differences may be computed specially with a smaller error coefficient than «. The
difference AJexp, =e™ in Fig. 3.9.2 is computed with an absolute error 8§ = fi(e™") — ™

such that [8¢] < exe™®. Now,
Algexp, = nllm(m?exp,) ;
)

the propagated error 8., satisfies

ffo
814 € owi—.
(8L] -




Since Agexp, i5 vomputed by scaling and squaring, its absolute error 84 satisfies

|84) < ex- AE £xp;. By (2.4.3) the propagated absolute error in the computed A Z,exp, is

8 ~5.
§2) = ———2
$i—4-0

thus

rE(,
o+ /7

Lo = L-ol = =gl

Aé'oexp,+Lc
820l < ex—p—7

et Al
€ - A ¢exp,

réy

where bound (3.2.3) is used on e . When 7y = 7; and 7y is large compared with 1/7,

no+ /7 1

[~ 27

or is even smaller than 2 when the difference in the real parts &, — £_q is large. 82, satisfies the

simple bound

1825 = {A(A Liexp,) — A Zeexp.| < e—n—Af exp. .

One more step makes the general case (3.9.5) clear. Since [64] < ex- Aeoexp, by scaling

and squaring,

Alexp, + —l—-.\goexp,
3 Ny
’8_‘)1 S €x i

L= {ol

N+t g
€ e —bexp..
€2=¢C-a1 Mo

Thus when 7y =7, =7, and 7y is large compated with 2/+,

no+ 2/t _1-
=t — 2°
and again we have the simple bound
1820l = LAA2exp,) = Algexp,| € e-—Ae exp, .

L T Rt s st M
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By continuing this process, (3.9.5) can be checked.

When the 7, are large compared with n/7, the coefficient of 1/2 that appears above sug-

gests the assymptotic estimates for the divided differences, as in Fig. 3.9.4.

Estimated error bounds: When each n,, j=0,1, ..., n, is large compared with #/7,
i |H(A 2 exp,) — A2k exp,| ~ ex2‘*(f%n,)"-Af‘nexp, (3.9.6a)
i J=
i and 1
: | (A 2htlexp,) — A Texp,| ~ ex2““"(ﬁ)n,)"-.\f"n*"‘exp, (3.9.6b)
for each k=0,1, ..., nand I=2, ... .n—krl.

(3.9.5) shows that ex times a matrix like that in Fig. 3.9.3 bounds the error. (3.9.6a-b)
indicates that ex limes a matrix as in Fig. 3.9.4 is a good approximate bound. The elements in
Fig. 3.9.4 are the estimated values for the conjugate differences (3.7.14). These are good esti-
mates when the 7, are large; hence, a bound using them is nearly a relative error bound.

Because « depends only on the scaling and squaring, the standard formula portion of the hybrid

algorithm does not lead to error growth, which is the purpose of reordering the data points.

example: The data from the previous example. namely

-

{0 = —1.414214 + i8.585786
[, = 1.412799 + i11.41563
i {.2= 1414214 + i11.4142]
{.y= 1.417039 £ i11.41138,

generate the divided differences shown in Fig. 3.9.6 (only half the table is exhi-

|
o
5‘ ; ‘ bited). The data were generated by assigning each §,=a+pe'°’. /=0,1,2,3, and
i l rounding to seven digits. a=10/, p=2, and do=—=37/4, ¢, =7w/4+0.001, &, =7'4
! and ¢;=m/4—0.002. This yields both closely clustered and moderately separated
data points. The arithmetic is seven digit single precision. so condition (3.4.14) with
. ’ spread 8 = 4 gives j =2 squarings. From (3.9.2) the error coefficient is

kK = G+ {xy4—1]) = 337.

In Fig. 3.9.5 the estimated bounds are very close to the true absolute values of the

-~ . . i< WORY SV S
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divided differences. so x indicates a loss of, at most, 2.5 decimal digits. 7

clearly excessive. Indeed, the double precision coefficient

giving a loss of about 1.5 digits, is also larger than the results in Fig. 3.9.6 warrant.

k= Kz‘4"l = 323.

Differences correct to seven decimal digits

Row Index

Divided difference table

-1
-0
0
I

( 2.106638E-2, 0.0 )
(-1.624537E-1, 1.808715E-1)

( 1.063108E-3, 0.0 )
(-5.269139E-2, 1.213605E-2)
(-3.706310E-1,-1.019594 )
(1.675059 ,-3.750361 )

3
-2
-1

-0
0
1
2
3

( 1.671230E-4, 0.0 )
(-1.114105E-4, 1.907577E-3)
(-4.248672E-2,-2.540785E-3)
(-1.220463E-1,-8.447846E-1)
( 1.673579 ,-3.754205 )

{ 1.672096 ,-3.758050 )

1.611337E-6, 0.0 )
3.230809E-5, 1.838758E-$) |
2.524930E-4, 7.375033E-4) |
1.694748E-2,-3.852958E-3)
1.342108E-2,-3.523510E-1) !
8.355560E-1,-1.880302 ) |
1.669130 ,-3.765728 )
1.

(
(
(-
(-
(-
(
(
(1.666154 ,-3.773412 )

Differences computed by hybrid algorithm '

Row Index

Divided difference table

-1 |
-0
0
1

( 2.106639E-2, 0.0 )
(-1.624537E-1. 1.808715E-1)

1.063106E-3, 0.0 )

5.269139E-2, 1.213603E-2) |
3.706307E-1.-1.019594 ) |
1.

(
(-
(-
(1.675059 ,-3.750361 )

3
-2
-1

-0
0
1
2
3

( 1.671228E-4, 0.0 )
(-1.114093E-4, 1.907575E-3)
(-4.248669E-2,-2.540757E-3)
(-1.220468E-1,-8.447842E-1)
(1.673576 ,-3.754205 )
(1.672096 ,-3.758050 )

1.611334E-6, 0.0 )
3.230808E-5, 1.838754E-5)
2.524923E-4, 7.375030E-9)
1.694747E-2,-3.852943E-3)
1.342132E-2,-3.523509E-1)
8.355546E-1.-1.880302 )
1.669127 ,-3.765729 )

1.

(
(
(-
(-
(-
(
(
(1.666154 ,-3.773412 )

Fig. 3.9.6: Conjugate pair exponential divided differences.

B =
-
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Exponential divided differences with real abscissae are accurately computed by a hybrid
type algorithm. This idea of decomposing the divided difference table into blocks, each best
computed by a particular method, may be extended (o additional cases, such as conjugate pair
exponential divided differences. Indeed any sequence of abscissae which readily decomposes
into well-separated clusters is well suited to the hybrid approach; and the idea need not be res-
tricted 10 exponential divided differences. Though scaling and squaring does not work in gen-
eral, the function may possess special properties which are exploitable through representing its
divided difference table as a matrix funciion. The series algorithms are still applicable for
clustered abscissae. Certainly many extensions are possible, only the simplest and most basic

have been dealt with here.

Our original intention in studying divided differences was to find a quick and accurate way
to compute the matrix exponential. We have always kept in mind the Newton polynomial
representation and techniques appropriate for computing matrix functions. The techniques we
have employed, scaling and squaring, the standard divided difference recurrence, Taylor series,
and decomposing the table to apply a hybrid algorithm, all have analogues appropriate for com-
puting the exponential of a matrix [Moler and Van Loan, 1978]. Indeed, it was these analogues
that suggested many of the approaches pursued here. Thus our study of divided differences not
only aids in computing more general matrix functions (the Newton polynomial), but it also pro-
vides an indication of difficulties that lie in wait in matrix function evaiuations. Precisely
because divided difference tables are matrix functions, a full understanding of methods for

computing such tables is essential to an understanding of functions of a matrix.

s
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Appendix

A.1 The Newton divided difference series.

For those readers who may be unfamiliar with divided difference expansions such as
o8 ! A=1
S@Q) =3 A [IC-a),
h=0 =0

we present here a convergence proof sufficient for our purposes. Similar expansions are stu-

died. for example, by Gel'fond [1971], but they are not quite what we require.

A simple derivation of the Newton divided difference series is obtained from the contour

integral formula (2.1.13)

1 flw) dw

AéS = -2;7{ (w—ag(w~ay) - (w—a,) ’

Our proof follows a method commonly employed to establish the convergence of complex Tay-
lor series. The Taylor expansion of f, of course, is a special case of the more general Newton

expansion.

We begin by deriving a Newton formula with remainder. The expansion points are the

abscissae of the divided differences which are coefficients in the expansion.

Newton divided difference expansion with remainder. Let A, = lag, @), . . . . a,} be a se-
quence of expansion points and let f be holomorphic on a simply connected region D con-

taining A,. Then for any simple closed contour C in D enclosing A, and a point {,

n ¢ =1
7@ = $a¢r TG =a) + R @
k=0

i=0

where the remainder

R, () = #{(w—{)"f(m)jl:‘[o[(c—a,) (w-a)"dw.

w=}
proof: From (2.7.5) where p,()) =[] ~a)).

j=0
Prt1(@) = Pyt ({) 1 ] "
o1 W‘C‘,l:!)(ﬂ a,) g(( a)l
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- i(ﬁ((—a,)- ﬁ (w—ajl.

Aot =) Jok +)

Dividing by p,.)(w) and rearranging yields

n A=l A "
L . SIMNG~a)[[lw=a') + ;—l_—-c—nl(c~a_,-)(w-a,)"|.
1=0

(0"; A=) ;=0 1)

By Cauchy’s integral formula,

. 1 .
fQ) = 757{(‘"-“ ') do

SO

C 1=0

" A At
- Z‘Tl— j'(w)H(w—a,)"dle((‘ai) + R, )
Py wi 1=0

”n =1
- ZAU-‘H(c-a‘,) + R, (). O

k=0 =0

When A, consists of the eigenvalues of a matrix A,

R, (@) 21ri-£ (w-w—ap) * ** (w—a,) Xal@).

X4(L)= n(c —a;) is the characteristic polynomial of 4. When fis holomorphic inside and on
1=Q

C. the integral is bounded in {. R,(4)=0 by the Cayley-Hamilton theorem, thus establishing

i the Newton polynomial representation of /(4) for holomorphic /.

We need only show that R, ({) —0 as n — oo to establish the Newton series formula.

i
Newton divided difference expansion. Let A = |ag, @), @;....] be a sequence of expansion
points and suppose only finitely many points of A lie outside a circle of radius ¢ about a
point a. Suppose further that fis holomorphic on a simply connected region D containing

A and a disk about a of radius p > 2e. Then for all { such that |{ ~a| <p—2¢, ' ﬁ

o k=\
S = TAT[G-a).
] =0

proof: Select a simple closed contour C in D enclosing A and such that

pPc = melg lw=a] > [{—al| + 2¢.

o

-t — e -
s ..iu
. . -
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Because / is holomorphic on C, there exists a constant K such that [f(w)| € K for all w€C.
Leae M={jle<la,~al. j=0,1,2,.) and let m be the number of elements in M. Since m is

finite,

B() = max |1, max max I~ a,l
1M el [w—a,

exists. C was selected so that w # a, for any j. C was also selected such that forall w € C
lo~¢] > lw=al = | ~al > 2¢

and

I{-a,l < [{—al+e

fo=al S Tpeme STO <!
for all j € M<, the complement of M. Thus
|/ (w)| lc—a,l |{~a,l
R, () d
| (CI fl | ,eMl'”‘a/| {,\I,,lw mpy ‘|dw]
ign j<,,

€ — (B(;)l“’h(;)l”‘%

21"

where L is the length of C. Then as n —oo, |R,({)|—0. O

On every closed disk |[{ —al < p’ where p' < p—2¢. the series converges uniformiy to /.
p may be chosen as the radius of the largest open disk about @ in D. When the sequence of
expansion points {ag, ay, a3....} converges 10 a, the ¢ of the theorem may be chosen arbitrarily
small. Convergence of the Newton expansion may then be claimed for all { such that

I{ —al <p. In particular when all the expansion points are confluent at a, the Taylor expan-

sion of / appears as a corollary.
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Taylor expansion. Suppose /' is holomorphic on a simply connected region D that contains

a disk of radius p about a. Then for all { such that |{ —a] <p,

@ = T Lt g mart,

k=0

proof: Recall that A§/ = f*'(a)/k! for confluent abscissae. O

It should also be noted that because f is holomorphic on D, the theorem applies equally

well to any derivative of /.

w—————

..~.
e
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A.2 Divided difference expansion of matrix functions.

The results of the previous section will now be extended to functions of a matrix. For a
(n+1) x (n+1) matrix 4, the matrix function /(4) has a Newton series representation when

A’'s eigenvalues all lie inside the series’ circle of convergence.

Newton divided difference series for a matrix. Suppose f has a Newton series expansion
(as in §A.1) on the disk D, = {{ |p—2¢ > |[{ —a|}. Then if every eigenvalue A,, 0< i < n,
of A lies in D,

ol A=l
S4) = T adrTIU -, .
k=0

=0

proof: For any w = A,, 0 </ < n, the matrix (w/ — 4) is non-singular and

ajl(wl -4)"".

k=0 ;=0 Jjep @@,

n k=| A n A
CYEVIEI M | (CELTIR J (CRLHES | |
=0
By the Cartan definition (1.1.7)
(4) - - )
f(4) 2”i{f(w)(wl A)\dw.
The simple closed contour C is selected such that it encloses all the expansion points and
pc = min |lo—-al| > orél?énlh,—al + 2.
Then
! A=1
S = T AL TIA —a,D) + R,(A)
k=0 =0

where the remainder

A _a"
o—a;

i

1 _ "
R, (A) = m{f(w)(wl—A) 'Jl:[0 dw.

To complete the proof, we need only show that in some norm ||R,(4)]| =0 as n ~ oo,

Define the set M as in the proof in §A.1. Then'

t IIBII.-ogg”IEOIbUII.




Ol e,

§A.2 121

A~ 4-
IRl € 3= flr@ ) @l =~ A TS 2l ldul.
T 1€M /fM‘
1% 160
The curve C has finite length L. For all w € C,
Iflw| € K

for some constant K because fis holomorphic on C, and
Hw/-4)"e < K

for some other constant K’ because C is bounded away from 4’s eigenvalues. The constant

A
B = max {1, max max ||
JEM w€C @

2.

exists because M is a finite set and C does not contain any a;. For all j € M® each eigenvalue

A, of 4, 0 € i < n, satisfies the inequalities

AN—a;l - A~aj+e A—al+e
el Dmalre o halve
weC lo—al pc—¢ 0<isn  pc—¢€

Let A = P~1JP where the upper triangular matrix J is 4's Jordan canonical form. Then

A-a;l J- I
Ns—F-r ==
jeme 9T jeme T
180 i€n
-1
P"'DHD JD ~ u’D'P
[ s §
jGM' i
1€n
where D =diag(1,7. 9% ... .9", > 0. Taking norms,
D'ID-a,;l
u < 1P DD P e [T 12— ..
JGM‘ Y jEMS J
Jgn jsn
For any j € M®
I D"JD -a, 1" A, -a,l .
w- t o<.<nTm—a,] lw—al

< y'+*;f&:-§57 <1
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for all n < (pe—€)(1—v). Thus

A-a,l
| Ll € Koy,
./'{f\[« w=a;
i€n

where the constant K" = [|P"'D{|u‘l|D~'Pllw for some fixed n < (pc—€)(1 —y'). Combining
these bounds yields

L rQM RS H=
IR(A) e € S KKKy,

and |R,(A4)|l—0as n —oa, O
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B. Error bounds for a Taylor series computation of A Jexp,.

The Taylor series is one of a number of proposed methods for computing Agjexp,. It
involves no previously computed divided differences; so its study does not concern propagation
of errors, but just computational errors. Here we develop error bounds on the computation of
Adexp, by a Taylor series and demonstrate that the method is best applied when the abscissae

are closely clustered.

In §2.8 Ajexp,, with real or complex abscissae {{o, {1, ....{,} and » 20, is shown to

have a Taylor expansion about a

Ld TIH-/'eru

A” -
0eXPr ,;o (n+j)!

Adtat, (B.1)

where the power function [ %/ is 1/+/({) = ({ —a)"*, j=0,1,2,.... It is convenient to consider
the shifted abscissae {{o—a.{;—a, ... ,{,~a} exact; the numerical effects of shifting abscissae

are discussed in §3.6. With

= -af, B.2
0n(14a<xn|c' al ( )

the bounds we obtain resemble

N ra
|A(Agexp,) — Adexp,| < ne"‘l—!e—t.

n!

where p represents a coefficient dependent on the arithmetic details to be introduced shortly.

S(AJexp,) represents the computed floating-point value of Agexp,.

The Taylor series algorithm outlined in §3.3 requires many inner products. We consider
two separate conditions for bounding round-off error accumulation in inner product computa-

tions."
1. Double precision accumulation. The error in the computed inner product f,(} a.B)
=0

satisfies

!ﬂZ(t'aiBl) - 'z’aipi' g ‘i'avpil , (B.3)
= 1=() j=Q

tSee Wilkinson [1963] for a general treatment of rounding error analysis.
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where € = 1.06 x (machine precision). e is assumed so small that any O(e?) expressions are
negligible when compared with expressions linear in € and may, because of the arbitrary 1.06,
be absorbed into such linear expressions. Error condition (B.3) holds for double precision
accumulation of sums and inner products. It does not depend on the number of terms summed
and leads to simple illustrative error bounds. Additionally, we assume the series coefficients

T"*e™/(n+j)! are all calculable to machine precision, namely

f”"”g"" fu+jen| ‘r”*’le"'[ ol

)t T (! ¢ (n+)! (B.4)

2. Single precision accumulation. The second condition applies to single precision computation

of all quantities. Wilkinson {1963] shows that

) [ﬂ('z'a,B,-) - IE'Q,B,] < el(n+D}agByl + '2'(n+2—i)|a,B,I].
=0 1=0

jm]|

We simplify this to the more convenient

AT a8) - Tabil < X (n+2-i)aB,]. ®.5)
1e() j=Q 1 =G

In addition, we assume the series coefficients are evaluable with no more than five rounding
errors (say. errors in the evaluation of #"*/, ¢™®, and (n+/)!, plus a multiplication and a divi-

sion); so
(B.6)

Bounds derived from (B.5), though more complex, are more generally applicable than those

from the first condition.

We start by deriving bounds on divided differences of power functions.

Lemma 1: For j=1,2,...

adri < LT gm0l ®.7)

proof: From the recurrence (2.7.8),

AJ1E* = Q=a)&g14m " + agmgt!
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= (L —a) A4 + (uoi—a)-AdTI I 4 AgTY M

k
- z(cl-a)'A6'¢£+'_' .
1=

A
For j=1 A1l =Y ({;—a) and s0

1)
[AS1EHY < (k+1)8. k=0,1,..., n.
If for some j = |
g h-t) « k=D,
,AOI{: l k'(J"'])' &
for each k=0,1, ..., n, then since Aét‘{*"‘—z(c —a)-A¢tir!,
1=0
Ay ivk L"-l)' J+k)|
lAOIa l (,/ l)' 5 PI
for k=0,1,...,n O

We now give bounds on the error in A(Ad12**) for each k and j. When the error is not

too large, A(A41.*%) may also be bounded as in Lemma 1.

Lemma 2: Let Agl.™* be computed according to Algorithm 1 of §2.7. Then for each
Jj=12,..and k=0,1,..., n,

) : (i +k
(A1) = Ad1i < oML sl (8.82)
k(=1 k
for double precision accumulation (B.3), while for single precision accumulation (B.5),
Ladts™ - ad1an < s LEEEDL & o LKL (B.8b)

proof: For (B.8a),

LnAdra*h ~agtal < ef(c,-—al < (k+1)8e, k=0,1,....n,
i=(

by (B.3) when j=1. If for some j > 1

e e e et ram L Ve et aee
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kg rvh=1) _ A kpi+h=l) < ,-;([4’/\’—1)?
I (AgTaT Y — 40107 < €8 T G=2)!

for each A =0.1, . ... n, then

amre. an. et

A A
AT ~ Ad14™ < UM (€, —adAagldt )] = T (g, ~a)y(Agli N
(=0

(=0
;. :
+ X 1¢ —allmagit =D - adtat|
1=0

i 1 L (i~
< &
ST G & 0

(+k)!

- Vi
G-

Similarly for (B.8b), when j =1,

.
LAAGTEY) — Af1EY] < X (k+1=D L, —al
1=0

(k+2) (k+1)

< &b N

k=0,1,....n,

by (B.5) modified slightly to reflect that A§15*! is just a sum. Now if for some j 2> 1

- k= =~ gy k=1
A1 - ad1er) < eiG-D L+ G- LS

for each k=0,1, ...,n, then 1

LAAG1IS — Ad1iH < si(k-}-z—/),;l_a“ﬂ(Adruﬁ-l—l),
1=Q

A
+ I, - allA@g1 =" - agta|
=

& SRTY Ly L
< e&";)[(k+2—i)-%!£5?ll7)!'— + - L 4 o Geim,

PV RVL.LS VI G-1) )ty

k! G+ k't

ISP~ 1 —— ‘ e M e A e ki 4tk .
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Theorem: In computing Adexp, by a Taylor expansion about a. the error is bounded by
A (Adexp,) ~ Adexp,| < ee'“(2+r8)r—]£—-l- (B.9a)
for double precision accumulation (B.3), while for single precision accumulation (B.S)
|A(Afexp,) — Adexp,| S elm+n+7+ r&)e"r—”l-:'lL . (B.9b)

where m+1 is the number of terms actually summed in the expansion.

m

proof: Let Afs,., = Zﬁ,,+ ;A¢14% be partial sums of the Taylor expansion (B.1), where each

coefficient 8,,.,, = r"*'e™/(n+/)\. The error is bounded by four terms,

Adexp,) — Adexp,| < LAAJexp,) — 3B, JAAIL)]

1=0

+ | ZAB ) BT = T B, MG
=0 =0

+ |23n+;"ﬂ(A "+l) - ZB"‘F/ A "4'1
=0

+ IAO"s:H»m - Aé’exp,l

SI+1+1I+1V,
We bound each of the four terms separately. In addition we note that

AAdexp,) = AT AB,.) AAZ].
1=0

Double precision accumulation (B.3): By (B.3) and (B.7),

‘2[ﬂz(ﬂ,.+,)|lﬁz(Ad’[:*/)| < ,f r*eme| (n+))' 8

fr (n+j) n'j!

- Tlllefﬂl ﬁ fjsj ¢er§ fﬂlefﬂl '

n! 25! n!

By (B.4) and (B.7),




-

§B

It} <€ 'znl-ﬁz(pn\f;) -Bi'+]’Lﬂ2(A0"t:+l)'

=i}

< €318, |L(AG1I N € eenZEL
1=0 :

And using (B.8a),

L] . ) m n+j|,ra YR Y]
< ntoakiy . A Mt & T Ie I . (Il+j).6
[}1IES E)lﬁmﬂ“ﬂz(AOtu )~ Adla ™ € E;z-l e DT m =11

e[| m I8 uf e
- Trie |~ Z 76 g efaerﬂr_l.e—.l. .
nt 2 G- n!

We may ignore the truncation error IV because

"

IV g lzpu-ﬂ'Adl :+’ - ZB,,+,'A6't:+/
=0 =0

r'le| & 6/
n!

S 2 lBtl+_/||Ale¢:,+i s

it
jEm+1 jmm+t S

is negligible for m large enough. Summing the bounds, then, yields (B.9a).
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Single precision accumulation (B.5): The same steps are repeated for (B.9b). By (B.5) and

(B.7),
n . - m . 1.n+/leruL (nﬂ)!sj
I € G_,;o(m+2 DAB, DA I < e/@o(m+2 ) T it
3 (m+2-j) T2
=0 J:

In the same manner as before, by (B.6)

< seer el
By (B.8b)
M < X 1B, | LAAG1E*) ~ Agta™
j=0

m 1.n+/le’ﬂl ,L[+Il+l)!
< ‘E (n+))! 7 atG+D!

+ =1 UEmlyy

nj!
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rnl ml ﬁ
"l ,z(z""jﬂ T

and so

N ra n
I+ € e"—l’%l 2(,,,+1+_1_+,)_

1=0

' QO
L elm+n +l+r8)e"f—]'-:—l.

Finally, we choose m so large that, say,

S IF <. (B.10)
jmmei J

From the discussion earlier for IV,

n Ta
v < eerﬂ"_l"_.‘..

n!

Summing our bounds on 14111, 1I and [V yields (B.9b). O

r"e™/n! is Adexp, for abscissae confluent at «, the bounds (B.9a-b) make clear why the

Taylor series method is best applied to closely clustered abscissae.

Relation (B.10) permits determination of m when a particular ¢ and 5 are given. For

example when ¢=10"" and 5 < 1, (B.10) yields

T L e =272x107,

1
/-m+lJ

The smallest value of m for which this inequality holds is m =10. And when e=10""% the

smallest mis m =16,
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C. Decision criteria for the hybrid slgorithm.

Double precision accumulation. In §3.5 we found that the decision criterion 16, for the hybrid
divided difference algorithm, with double precision accumulation (3.3.3), satisfies the

recurrence (3.5.2)
(k70,~1) = (378, = D1 +2n/78,) =0 (C.D

where 78, = 2/x,. This recurrence has no simple closed form solution for +#,. However it is

possible to give a simple bound on 74,

The recurrence (C.1) is quadratic in 74, thus

1'0,, - %{79"-| + \/(To,,_|)z + 8"(79”-| - ]/Kz), (Cz)

is a rearrangement of (C.1) where 79, appears explicitly. We attempt 1o bound r8, for every n
by finding a function in » which satisfies a majorizing recurrence. A little exercise in compiet-

ing the square gives

n(n+D)+2/x;= %{n(n-l )42/k3 4+ [n (n=1)+2/k;)2 + 8n [n (n=1)+2/x,=1/xc)) + 16n2 +Bn/x,) .

which is nearly the same as (C.2). Since r0y=2/x,, it is clear that
18, < n(n+1) +2/x; (C.3)

for all » 2 0 and any x; > 0. Also in a similar way,

n(n=3) = %{(n-l)(n—‘#) + V(=D (a=0)} + 8al(n=1)(n=8) = 1/xy] + 16n + 8n/x,}.

We compare this with recurrence (C.2). For the value of x,=8.3259 derived in §3.4, we find
that r0,,=237.85 <17-(17-3) =238 from the table in Fig. 3.5.3. Thus 78, < n(n—=3) for ali

n 2 17. However,

n{n—~4) --%-{(n-—l)(n—S) +V (=D (n=51+8n(n=1)(n=5) = 1/x)) ~4n’+40n +8n/x,)} .

For x,=8.3259, ~4n?+40n +8n/x; <0 when n 3 11. Since 70,=72.02 > 10-(10—4) = 60,
70, > n(n—4) for all n 3 10. Combining these two results yields, for 7 3 17 and «x;=8.3259,
that =4, is bracketed by

—— [
N .
-
-~
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n{n—4) < 10, < n(n=3). (C4)

Single precision accumulation. The decision criterion 1@, for single precision accumulation

(3.3.4) satisfies the recurrence (3.5.6), namely
(n+D G780, =1) ~ n(y70,, =1 (1+2n/70,) = 0. (C.9

This is also quadratic in 74,; so we have the equivalent recurrence

8, {(cynrd,_ +1) + \/(mnﬁ),,_. +1)+ 8K|n1(n+l)(x.70,,_| - D} (C.6)

1
2, (n+1)

in which 0, appears explicitly. Initially 78, =3/2x,.

For o, =2n%/3+ (3/2x,—2/3) n, we find by completing the square that

o, (e, o1+ 1) + J(kyno o+ 1) + 8,12 (n+1) (k0= = 1) + v,} {C.T)

1
2K|(ﬂ+1)

where o, _y=2(n-1)¥/3+(3/2%, - 2/3)(n—1) and

4x| 3 9 l6~| 4 2 2 3
v, =4 (n+1D{Q2+ 3 nd + (4‘(' 5+ 3)n + (3 - 2x|)""

o, was chosen so that o, =3/2x; =8, and v, > 0 for any x, > 0 when n 2 2. Comparing the

recurrences for o, and 4, shows that

', < -§—n2+ (2—17-%)" (€8

for n 2 1.
To bracket 19, for large n, o, = n(2n-5)/3 satisfies the recurrence (C.7) with

4

3)n2+%nl.

v, =4 (n+ {2 +

A check of the first and fourth columns of Fig. 3.5.4, which has x,=21.2950, reveals that
3.16=19,<oym4. Thus 78, <o,=n(2n-5)/3 for all n 2> 4. Similarly, o,=2n(n=3)/3

satisfies the recurrence (C.7) with

4
v, - 4x.(n+1)|-—;—‘n’ + (4x, + %)n’ +2n).
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When # 2 10, v, <0. From Fig. 3.5.4, 120.12=10,5> o s=120. Thus 8, > 2n(n=3)/3 for
n 2 15. Combining the two bounds shows that r#, is bracketed by

2., 2,253
3" <19, < 3" 3n (C.9)

for n 2 15 and x, =21.2950. -

« Smans




D. Numerical examples.

The tables on the following pages illustrate the example in §3.6 of the hybrid algorithm
with clustering. The first table (3 pages) is the hybrid computation in single precision for 7= 1.
The correct seven digit divided differences are presented in the following table for comparison.
The two following tables exhibit in a digits lost (log;s) form the actual relative error and the
results of an a priori error bound computation. The data in these tables are summarized by Fig.
3.6.3. A second set of tables for r=2 then follows (see Fig. 3.6.4). Finally for comparison,
the table for 7=2 is recomputed by scaling and squaring only (Fig. 3.6.5). The abscissae are
listed to the left of each table. The computations were performed on a PDP-11 computer.

which has a precision slightly greater than seven decimal digits.
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