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Polyatomic molecules are prepared in highly excited vibrational states by short high intensity CO₂ laser pulses. The excited state is probed by a second infrared pulse, or by visible fluorescence. An apparatus involving two independently tunable infrared pulses permits time-resolved infrared spectroscopy intramolecular interactions. Visible-infrared double pulse experiments permit the study of quasi-continuum vibrational absorption in an electronically excited state of the molecule.
1. Introduction

The techniques of sub-nanosecond CO$_2$ laser pulse generation have been used to probe the properties of molecules with very high vibrational energy. In polyatomic molecules the density of vibrational states becomes so high that one may speak of a quasi-continuum of vibrational energy levels. The properties of such molecules are of great current interest in connection with the problems of laser induced isotope separation and laser induced (mode-selective) chemistry. Questions of intramolecular energy transfer and relaxation have been studied under this contract by two distinct categories of experiments. These are briefly described in the following two sections. More detailed results may be found in the three papers, published or submitted for publication, which are attached as appendices.

2. Infrared-Infrared Double Picosecond Irradiation

In these experiments a first pulse of CO$_2$ laser radiation with a pulse duration which may be varied from $2 \times 10^{-7}$ sec to $3 \times 10^{-11}$ sec is used to give the molecule a high vibrational excitation. The absorption has been measured as a function of pulse duration and intensity. Results are presented in Appendix 1. A second infrared pulse, with a variable delay, is then used to probe the infrared absorption spectrum. In the original experiment the two pulses were at the same frequency and were obtained by means of a beam splitter.

During this contract apparatus has been constructed in which the outputs of two independently tunable CO$_2$ lasers are switched by the same plasma switch. The first pulse at the P(20) CO$_2$ line is used to pump the
$v_3$ mode of the SF$_6$ molecule. The change in absorption of the SF$_6$ molecule is probed by the second tunable pulse. A 30 picosecond resolution has been obtained over a frequency interval 18 cm$^{-1}$ to the low frequency side and 9 cm$^{-1}$ to the high frequency side of the P(20) pump line. Preliminary analysis of the data indicates that the energy redistribution from the $v_3$ mode to the other modes takes less than 30 picoseconds. Alternatively, one might say that the intense picosecond pulse immediately excites a superposition of modes in the quasi-continuum. It is planned to continue these experiments with other funding. The experimental facility is unique and well suited to address some outstanding questions in the field of intramolecular relaxation of highly excited states.

3. Infrared-Visible Double Pulse Excitation

These experiments utilize 10-20 nanosecond pulses from a TEA CO$_2$-laser and from a pulsed dye laser pumped by the fundamental or second harmonic of a ruby laser. In the experiments carried out on NO$_2$ and biacetyl, the molecule was first pumped to an electronic excited state with the visible pulse. A quasi-continuum absorption of infrared absorption is then possible in the excited manifold. In the electronic ground state no infrared absorption at CO$_2$ laser wave length took place. The infrared absorption in the excited state causes changes in the fluorescence spectrum from this level. A publication on the NO$_2$ results attached as Appendix 2 is believed to be the first of its kind in this novel type of spectroscopy. More experimental details are described in the paper on biacetyl, which is scheduled for publication in September 1980 in the Journal of Chemical Physics and is attached as Appendix 3.
It is planned to use this double pulse facility in experiments on other molecules, where infrared absorption may occur in the electronic ground state. The question of inverse electronic relaxation needs to be explored further. Experiments on chromyl chloride are under way with temporary support from other sources.
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ABSTRACT

The dynamics of collisionless infra-red multiphoton absorption in SF$_6$ was studied using picosecond CO$_2$ laser pulses. It was found that at this new regime of light-matter interaction at very high laser intensities, the absorption in the quasicontinuum has a considerable intensity dependence. The deviation from energy fluence scaling law was found to begin at about 400 MW/cm$^2$. Above this intensity, the multiphoton interaction between the laser and the molecule should be described by the full coherent Schrodinger equation rather than by the usual Master rate equations. A novel method of preheating the SF$_6$ molecules is also described and the saturation behavior of these preheated molecules is measured with the picosecond pulses.
I. INTRODUCTION

Much understanding of the process of infrared laser induced multiphoton absorption (MPA) and dissociation (MPD) has been gained in the past several years. It is generally believed that the initial excitation of the polyatomic molecule over the low lying discrete levels contributes to the frequency selectivity and intensity dependence of the overall multiphoton processes. The fact that sharp resonances can occur in MPD has been demonstrated recently by Dai et al. It is also commonly accepted that once the molecule has been excited to the quasicontinuum (QC) of vibrational states where the multitude of energy levels interact strongly with each other, the absorption of energy by the polyatomic molecule will become a linear absorption process. The laser fluence rather than the laser intensity will determine the total energy absorbed by the molecule. When sufficient energy has been absorbed, unimolecular decomposition of the polyatomic molecule will occur in complete agreement with the RRKM theory predictions.

While the general picture is quite clear, there are many questions remaining for a complete understanding of the process of MPD. For example, more quantitative information about the transition from the discrete levels to the QC is needed. More important, there is still the question of the frequency and intensity dependence of the QC adsorption, such as how the energy redistributes among all the vibrational modes and whether there exists any sharp resonance in the QC.
The dynamics of the dissociations, especially if there are several possible decomposition channels are also in need of further study.\textsuperscript{4}

Evidently, the best apparatus to study MPD experimentally is a molecular beam machine where in addition to being collision free, the dynamics of the dissociation process can be explored by obtaining both the angular distribution and the time-of-flight spectra of the various dissociation products.\textsuperscript{5a,b}. However, there are many situations where we are only interested in having multiphoton excitation in the molecule without dissociating it. Moreover, it is necessary that MPA be understood more thoroughly before any study of MPD can be complete. As a matter of fact, to acquire a thorough understanding of MPA, one should try to avoid dissociation which contributes complications that render the interpretation of the experimental data very difficult. In this paper we shall describe a study of collisionless MPA in SF\textsubscript{6} in a gas cell using picosecond CO\textsubscript{2} laser pulses up to very high levels of excitation without dissociating the molecules.

There are many advantages of using picosecond laser pulses. First of all, with a pulse duration of 30 psec, there can hardly be any collision during the laser pulse interaction, even at cell pressures as high as 20 torr. Thus the stringent requirement on cell pressure for nanosecond pulse experiments can be relaxed by almost a thousand-fold.

Secondly, the peak intensity of a picosecond pulse is at least three orders of magnitude larger than a nanosecond TEA laser pulse with the same fluence. Therefore, one can expect the relative importance of the initial excitation to diminish and hope to study the
QC more directly. However because of exactly the same reason, care should be taken in generalizing the result of this experiment to the ordinary situations using nanosecond TEA CO$_2$ pulses.

Thirdly, with picosecond pulses, and their accompanying high intensities, there may be a chance of having the up-pumping rate competing with intramolecular energy transfer within the molecule. Hence there exists a possibility of seeing some previously unobserved effects, such as coherent pumping in the quasicontinuum.

The most important advantage is that one can study the SF$_6$ molecules near or above its dissociation limit without the complications of dissociation and problematic effects such as absorption by dissociation products, because even at very high levels of excitation there can hardly be any dissociation during the laser pulse. For example, the RRKM lifetime for SF$_6$ with 10 excess CO$_2$ photons of energy above its dissociation limit is 7 nsec, which is much longer than the picosecond pulse duration. Therefore one can measure the true MPA characteristics of the SF$_6$ molecules at very high levels of excitation. This cannot be accomplished with longer duration pulses where dissociation will inadvertently occur during the laser interaction. Therefore, by using picosecond pulses as an excitation source, we should be able to study a new aspect of MPA and hopefully provide new information on the nature of the QC.

We have performed two experiments on measuring the absorption of multiple CO$_2$ photons by the SF$_6$ molecule. In the first experiment, we measured the energy deposition with pulses of 30, 50,
90 and 145 psec duration. This provided us with an idea of the importance of pulse intensity in multiphoton interaction in the quasicontinuum. In another experiment, using a method of collisional laser excitation we preheated the SF$_6$ molecules to the QC and then measured the saturation characteristics of the absorption cross section of SF$_6$ as it is further excited. This heating method enables us to study molecules which are already in the QC and therefore the question of interference from the discrete levels can be avoided. Since the saturation of any system is closely related to the relaxation mechanism, such a measurement should provide some clues to the nature of intramolecular damping and relaxation in the molecule.

In Section II, we shall describe briefly the picosecond CO$_2$ laser system used in this experiment. In Section III, the experimental techniques and procedures are described. The data handling methods to obtain the true average number of CO$_2$ photon absorbed $\langle n \rangle$ and the absorption cross section $\sigma$ is also discussed. A novel way of thermally heating a polyatomic molecule by a collisional MPA process will then be presented in Section IV. The results of the picosecond measurements are presented in Section V where their significance will also be discussed. A brief conclusion will then be drawn in the final section.
II. THE LASER SYSTEM

The generation of picosecond CO\textsubscript{2} laser pulses using the process of optical free induction decay has been described previously.\textsuperscript{6a,b} Essentially, a group of CO\textsubscript{2} molecules are prepared in their upper (00'1) lasing level by passing a normal 100 nanosecond TEA laser pulse through a long CO\textsubscript{2} gas tube at high temperature. The traditional way of obtaining optical free induction decay is by Stark-switching the absorbing system out of resonance with the incident laser.\textsuperscript{7} The free induction decay will then occur at a slightly different frequency. In our system, we simply turn off the incident laser pulse suddenly using a plasma shutter.\textsuperscript{8} The optical free induction decay pulse that follows will be at the same frequency as the incident TEA laser pulse.

The laser system is shown in Fig. 1. A hybrid grating tuned TEA and a low pressure CO\textsubscript{2} laser\textsuperscript{9} was employed to provide a single longitudinal mode laser pulse of 100 nsec duration and 5 MW peak power in the TEM\textsubscript{00} mode. The hybrid configuration was necessary in order to narrow the bandwidth of the CO\textsubscript{2} laser. Moreover, the smooth pulse profile provides much better stability with the plasma shutter, and produces picosecond pulses with very little amplitude fluctuations.

The plasma shutter was a 1:1 telescope with a pair of f/1 germanium lenses. Premature untriggered gas breakdown was prevented by passing clean nitrogen gas through the focal volume. At the peak of the laser pulse, a d.c. spark was fired which in turn triggered the main gas breakdown stopping completely the transmission of the TEA laser.
pulse. Since the d.c. spark was triggered by the laser pulse itself, this plasma shutter could be timed extremely precisely and had practically no fluctuation.

Part of the truncated laser pulse was split off using a coated germanium substrate beam splitter, and sent to the SF$_6$ gas cell after some mild focussing. The remaining portion was sent through a 3 meter long tube containing typically between 50 and 250 torr of CO$_2$ gas in double pass. The tube was heated to 400°C in order to populate the lower (10°0, 02°0)$_1$ lasing level thermally. Also, to prevent saturation of absorption by the CO$_2$ molecules, the TEA laser pulse was spatially filtered before entering the hot gas tube. The optics were arranged such that upon leaving the CO$_2$ absorption tube, the laser pulse was collimated and has a Gaussian spot size of 3.3 mm in diameter.

As discussed by Yablonovitch et al., the optical free induction decay pulse at the output of the hot CO$_2$ gas tube has the same pulse peak power as the input TEA laser pulse. The pulse duration can be approximated by $T_2/a\ell$, where $T_2$ is the dephasing time of the excitation in the CO$_2$ gas, $a$ is the linear absorption coefficient and $\ell$ is the path length. In our system, $a$ has been measured and the result is shown in Fig. 2. This measurement is in agreement with the results of Gerry et al. when scaled to the same temperatures. From Fig. 2 we can obviously distinguish a low pressure regime of Doppler broadening and a high pressure regime of pressure broadening. Since we always operate above 500 torr in the CO$_2$ gas tube, $a\ell$ can be regarded as a constant with a value of 12.5 nepers.
The pulse durations of the optical free induction decay pulses have been measured with both an autocorrelation method and a double resonance method. The measurements agreed quite well with the prediction of $T_2/\alpha^2$ for the pulse durations. In our experiments on SF$_6$, we used CO$_2$ gas pressures of 40, 70, 140 and 250 torr, corresponding to pulse widths of 145, 90, 50 and 30 psec respectively.
III. EXPERIMENTAL

In the experiments reported here, we measured the mean energy absorbed by the SF$_6$ molecule, represented in terms of the average number of CO$_2$ photons $\langle n \rangle$, and the absorption cross section $\sigma$ of the excited vibrational state of SF$_6$. We deduced the values of $\langle n \rangle$ and $\sigma$ as a function of the laser fluence $J$ by observing the attenuation of the laser pulse through a SF$_6$ gas cell.\textsuperscript{14} Provided the experimental data are analyzed properly as discussed below, this method is quite suitable to the study of MPA, especially at low levels of excitation where the optoacoustic method becomes insensitive.\textsuperscript{1b}

Before dwelling on the details of the experimental procedure, let us discuss some of the design criteria for the experiment. Most important of all is the energy fluence requirement. The picosecond CO$_2$ laser pulses we used typically had a peak power of 2 MW. Therefore to generate a fluence of 1 J/cm$^2$, the laser has to be focussed quite tightly. In our experiments, we used a 50.8 inch focal length AR coated germanium lens for the picosecond laser pulses. For such tight focussing, the corresponding Fresnel length is rather small. The measured beam waist before focussing was 1.65 mm. Using Gaussian optics, for a 50.8 inch focal length, the area of the focussed beam increases by a factor of two at a distance of 3 mm from the focal point. Therefore, in order to ensure a uniform parallel beam in the SF$_6$ gas cell, the thickness of the gas cell must be smaller than 4 mm.
Another consideration for a more or less uniform laser beam inside the gas-cell was that the transmission must be close to 100%. However, one required the gas cell to be reasonably optically thick in order that the measurement be accurate and sensitive. As a compromise, we limited the transmission of the laser pulse to fall within 50% and 80%. This then imposed a lower limit on the SF₆ gas cell pressure. On the other hand, the gas pressure should be low enough to ensure collisionless interaction. The smallest collisional deactivation time ever measured¹⁵ for SF₆ was 13 nsec-torr. Therefore, in order to avoid any collisional effect in our experiments, we have to limit the SF₆ pressure to be less than 60 torr for a 200 psec pulse. Thus the gas cell length and pressure have to be chosen such that the transmission falls within the range stated above. In our measurements, we typically used a cell pressure of 20 to 30 torr and cell lengths of 1 mm and 3.7 mm.

The experimental setup is shown in Fig. 3. There are two laser beams going into the gas cell. The picosecond pulse was delayed with respect to the truncated pulse by 32 nsec. The truncated preheating pulse was not in use for the energy deposition measurement with room temperature SF₆ molecules. As shall be explained in the next section, the truncated pulse in Fig. 3 was used to thermally heat up the SF₆ molecules. A 635 mm focal length BaF₂ lens was used to focus the truncated pulse onto the gas cell to ensure that all the gas molecules the picosecond pulse sees are uniformly preheated.
The 99.9% $\text{SF}_6$ gas was purchased from Matheson Gas Company without further purification. A Pennalt-Wallace absolute pressure gauge was used to monitor the gas cell pressure. The change in fluence passing through the gas cell was accomplished by moving the calibrated $\text{CaF}_2$ attenuators in front of or behind the gas cell while keeping the total attenuation constant. This allowed us to perform the entire measurement on the same scale of the amplifier and reduced the requirement on the dynamic range of the detection system. The $\text{CaF}_2$ attenuators were sufficiently flat so that no beam deflection occurred while they were moved. To further minimize sensitivity to misalignment onto the detector, the output beam from the gas cell was refocussed onto the detector with a 1:1 magnification.

A liquid nitrogen cooled Ge:Au detector was used throughout the experiments. It was always checked that the detector was well below saturation to ensure a linear response. The detector output was integrated by capacitive loading and displayed on a Tektronix 7904 oscilloscope. Typically many laser shots were taken and the data were averaged. The blackbody radiation produced by the plasma shutter mentioned in the last section was detectable even after a more than 10 m optical path and spatial filtering. They were eliminated by an OCLI 8 µm long wavelength pass filter. All other stray lights were blocked by a diaphragm in front of the detector.

$\text{NaCl}$ windows were used in the $\text{SF}_6$ gas cells. To make certain that the gas cell was located at the exact focus of the Germanium lens, which was important in determining the laser energy fluence, it
was mounted on a translation stage. To locate the focus, we simply filled the gas cell with SF$_6$ and moved it back and forth to find the maximum transmission. This procedure ensures that the cell was located at a place of maximum light intensity.

Since we could not measure the picosecond pulse energy directly using an energy meter, the laser fluence was determined indirectly as follows. First of all, using a normal TEA pulse we calibrated the Ge:Au detector integrated voltage output in terms of the true absolute energy using a well-calibrated Scientech power meter. This was done by emptying the hot CO$_2$ absorption tube and turning off the plasma shutter so that the detector would gel the entire TEA laser pulse. We then filled the CO$_2$ gas and turned on the plasma shutter to produce the optical free induction decay pulses. Since the detector integration time is much longer than both the TEA laser pulse and the picosecond pulse durations, the output voltage of the detector should simply be proportional to the pulse energy and independent of the pulse shapes. Therefore, from the detector output, we could infer the picosecond pulse energy. Incidentally, the ratio of the picosecond pulse energy and the TEA pulse energy always came out to be simply the ratio of the pulse durations which was expected if the two pulses had the same peak intensities. Since the spatial profile of the picosecond pulse was very close to a Gaussian, we could infer accurately the focal area by measuring the beam size at the entrance of the 2 inch Ge lens, thus completing our estimation of the pulse fluence.
In all measurements, we always checked for the absence of saturation in the CO$_2$ gas tube which was required in order that the picosecond pulse should have maximum contrast ratio. This is important because the prepulse duration is three orders of magnitude longer than the picosecond pulse. Every precaution must be taken in order not to have the integrated signal from the prepulse interfere with the real signal. After the preliminary checks and calibrations, the experiment can be performed. The transmission $T$ of the SF$_6$ gas cell was defined as the ratio of the integrated detector signal with the cell filled and at vacuum. The absorption was calculated by

$$\langle n \rangle = \frac{(1 - T)}{NL} \frac{J}{\hbar \omega}$$

where $N$, $L$ are the number density of molecules and the gas cell path length respectively, and $\hbar \omega$ is the CO$_2$ photon energy. $J$ is the energy fluence of the laser pulse in J/cm$^2$. Since it changes its value along the pathway inside the gas cell, some sort of averaging is necessary to get a correct value of $J$ in (1). One can either use the geometrical mean $\sqrt[3]{T} J$ or the arithmetic average of the fluence at the entrance and the exit of the SF$_6$ cell. The two means are identical provided the transmission is close to unity. In the experiment, we never let the transmission $T$ fall below 50%.

Corresponding to every value of $\langle n \rangle$, we can define a gross absorption cross section $\sigma_G$ for the molecule.
\( \sigma_G = \langle n \rangle \hbar \omega / J \) \hfill (2)

We can also obtain the excited state absorption cross section \( \sigma \) given by

\[ \sigma = \frac{d\langle n \rangle}{dJ} \hbar \omega \] \hfill (3)

This quantity can be thought of as the small signal absorption cross section of a molecule already prepared in its excited state. It is obvious that \( \sigma \) is more physically meaningful than \( \sigma_G \) in investigating the properties of the QC.

Let us discuss now the data reduction procedure that is necessary in this kind of measurements. The main observation about the experimental data is that they are already averaged spatially in the sense that the laser fluence varies across the laser beam. Fortunately, for lasers with a Gaussian profile, there exists an exact deconvolution procedure\(^\text{16}\) whereby the truly fluence dependent transmission \( T \) can be obtained from the measured transmission \( T_M(J) \) by

\[ T(J) = T_M(J) \left[ 1 + \frac{d\langle n \rangle T_M(J)}{d\langle n \rangle J} \right] \] \hfill (4)

Physically, we can think of \( T_M(J) \) as the transmission measured with a pulse with spatial profile \( J(r) = J_0 e^{-2r^2/w_o^2} \) and \( T(J) \) as the transmission measured with a pulse of constant spatial profile, e.g.,
\[ J(r) = \begin{cases} J_0 & r \leq w_0 \\ 0 & r > w_0 \end{cases} \]  

(5)

Obviously, formula (4) need not be used if such a laser pulse exists.

Notice that in (4), the correction term \( \frac{dnT_M}{dnJ} \) is always negative for a saturating system. Without saturation, i.e., for linear absorption, this term will be zero. It is generally correct that whenever the data is manipulated in any way, new uncertainties will be introduced which will increase the error bars. Fortunately as we shall see later, the saturation of absorption for the picosecond pulses is very small. Hence the correction needed to our raw data was quite small and did not introduce undesirable additional errors.

Once the truly fluence dependent transmission is obtained, \( \langle n \rangle \) and \( \sigma_G \) can be calculated using (1) and (2). In principle, \( \sigma \) can be obtained by (3), applying the differentiation on the data for \( \langle n \rangle \). In practice it is easier to obtain \( \sigma \) for \( \sigma_G \) employing the relationship

\[ \sigma = \sigma_G \left( 1 + \frac{dn\sigma_G}{dnJ} \right) \]  

(6)

This relationship can be obtained from (2) and (3) as follows. Observe that \( \langle n \rangle n_0 = \sigma_G J \). Differentiating both sides with respect to \( J \), we obtain
\[ \hbar \omega \frac{d\langle n \rangle}{dJ} = \sigma_G + J \frac{d\sigma_G}{dJ} \] (7)

(6) then follows from (7) and (3) after a little algebraic manipulation.

For a system that does not saturate too rapidly in absorption, such as the SF\(_6\) molecules under the irradiance of picosecond pulses, the correction factor in (6) is small and \( \sigma \) is numerically close to \( \sigma_G \). Therefore it is much better to obtain the absorption cross section from \( \sigma_G \) rather than from \( \langle n \rangle \).
IV. THERMAL EXCITATION OF SF$_6$ USING TRUNCATED CO$_2$ LASER PULSES

In this section, we shall describe a novel way of obtaining thermally excited SF$_6$ molecules using collisional laser excitation. In many experiments on MPA and MPD, it is desirable to use SF$_6$ molecules which are already in the quasicontinuum whereby the discrete levels can be ignored. A brute force method of getting these excited molecules is by heating the entire gas cell to a few hundred degrees. Here we present an alternative method of heating the SF$_6$ molecules. It has the merits of simplicity, and can be generalized to other molecules in a straightforward manner.

The vibrational excitation in a given polyatomic molecule generally redistributes first among the rotational levels via collisional V-R energy transfer (rotational hole-filling), and then among the various vibrational levels via collisional V-V transfer. It will then be followed by V-T relaxation where the internal energy will equilibrate with the thermal translational energy of the molecule. In ordinary thermal heating, the translational, vibrational and rotational temperatures are the same. However, in MPA interaction, the translational temperature of the molecule does not play any significant role since it only contributes negligible Doppler broadening anyway. Therefore, the molecule can be considered "thermally" excited if the vibrational-rotational temperature has been established, i.e., after the completion of V-R and V-V energy relaxation but not V-T relaxation. For SF$_6$, the V-R and V-V relaxation times are 150 ns-torr and 1.2 μsec-torr respectively.
Our scheme of "thermally" heating the SF$_6$ molecules consists of exciting the molecules using a truncated CO$_2$ laser pulse and then allowing the excitation to relax among the vibrational-rotational states by collisions.

To determine whether the molecules are sufficiently thermalized, we need a reference standard of thermal heating. Nowak and Lyman (NL) measured the absorption cross section of SF$_6$ molecules using a weak CW CO$_2$ laser after thermal shock tube heating. Their results provide an excellent calibration standard to test for thermal heating in our experiment. To see that this is the case, we plot in Fig. 4 the absorption cross section $\sigma$ at P(20) as measured with a truncated TEA CO$_2$ pulse, at various cell pressures. Since the truncated pulse is ~30 nsec duration, we expect increasingly better thermalization as we increased the cell pressure. Indeed, as seen from Fig. 4, the measured result approached that of the measurement of NL as the pressure increased from 5 to 50 torr. The discrepancies at low values of $\langle n \rangle$ is probably due to the initial bottlenecking effect which is not negligible even at 50 torr for weak excitation pulses.

To further allow the SF$_6$ molecules to thermalize before we study them with picosecond pulses, we allowed a 32 nsec time delay between the truncated pulse and the picosecond pulse. Moreover for experiments done with thermally heated SF$_6$, we always turned the CO$_2$ laser to the P(28) line. This is because the absorption spectrum of SF$_6$ exhibits a redshift as it is heated. Therefore, to obtain a larger $\sigma$, the laser should be correspondingly tuned to the red.
Moreover, the maximum $\sigma$ as a function of the truncated heating pulse fluence is experimentally very convenient for adjusting the fluence of the heating pulse.

Figure 5 shows the absorption cross section measured by a weak picosecond probe laser pulse when the truncated pulse fluence was varied. The horizontal axis was obtained from an independent measurement of $\langle n \rangle$ versus $J$ using the P(28) truncated pulse. Two different SF$_6$ cell pressures were used. It can be seen that with 50 torr of SF$_6$ in the gas cell, the measured $\sigma$ agrees with the thermal shock tube measurement exactly, indicating that the internal energy deposited by the truncated pulse is fully vibrationally thermalized by collisions. The 20 torr curve in Fig. 5 follows the same pattern but shows considerably saturation of absorption at low fluences. This is presumably due to insufficient collisional population redistribution. The peak $\sigma$ in Fig. 5 corresponds to a heating pulse fluence of only 0.054 J/cm$^2$.

We note here that this technique of collisional thermal excitation in a collisionless experiment is possible only because we are using both nanosecond and picosecond laser pulses. 20 Torr of SF$_6$ in a gas cell is high pressure enough for vibrational and rotational relaxation for the truncated pulse, but at the same time low pressure enough for collisionless interaction with the picosecond pulses. Presumably this technique can be generalized to nanosecond TEA pulse experiments provided a $\mu$sec pulse is available for thermal heating.
From NL, the peak of the absorption at P(28) corresponds to a temperature of 650°K. Thus we have an accurate definition of the temperature of the SF$_6$ molecules before the picosecond pulses arrive.
V. RESULTS AND DISCUSSION

(a) SF$_6$ at 300°F

Figure 6 presents the data on the average photon number absorbed $\langle n \rangle$ by an SF$_6$ molecule as a function of the laser pulse fluence. We made the measurements at four different optical free induction decay pulse durations of 30, 50, 90 and 145 psec, respectively. The data reduction procedure described in Section III has been carefully applied. The data was very reproducible upon repeating the experiment. The only sources of error came from the uncertainty in knowing the laser fluence exactly, together with a $\pm 5\%$ error in reading the signal voltages. So the relative error between the different curves in Fig. 6 should be quite small ($10\%$) while the absolute error was estimated to be $50\%$. Since the experimental curves are almost straight lines with unity slope, making an error in $J$ will produce the same error in $\langle n \rangle$. This means that the data point will simply slide along the experimental curve. Hence, the uncertainty in knowing exactly the laser fluence should not alter the absolute position of the experimental curves in Fig. 6.

The experimental results show that at very high intensity levels the energy deposition curves do not have any tendency to saturate and converge near the dissociation threshold. As mentioned in the Introduction, for the range of fluences used, there should not be any dissociation occurring during the laser pulse because of the finite dissociation lifetime $^{5a}$ (although dissociation may occur after the laser pulse is gone, it does not affect our measurement). So we were
indeed measuring the true laser absorption by the SF$_6$ molecules at very high levels of excitation. This is different from experiments done with longer duration pulses where at large $\langle n \rangle$, there may be competition due to dissociations, and complications from absorption by the dissociation products.

One interesting observation is that even at an excitation level as high as $\langle n \rangle = 20$, where all the molecules should be excited to the quasicontinuum, the differences between the various curves persist. This implies that the absorption in the QC is not straightly fluence dependent. To elucidate on the interpretation of the experimental data, we plotted the 30 psec data together with the 500 psec, 30 nsec and 100 nsec data of Black et al.$^{3b,19}$ in Fig. 7. Plotted on the same figure is also the derived data of Nowak and Lyman,$^{18}$ (see Appendix I). The last curve is a hypothetical case of MPA in SF$_6$ where the absorption cross section of the SF$_6$ molecules follow exactly the thermally measured value. This is a very useful curve for comparing with the data obtained using laser pulses, especially in testing the thermal bath model.

Since we are trying to compare the results of two different measurements, it is perhaps imperative to note the differences in experimental conditions and the error limits. The laser pulses used in the experiments of Black et al. were as well characterized as the present paper: their 100 nsec pulse was smoothed by the same technique as described in this paper, the truncated 30 nsec pulses were obtained by a triggered plasma shutter, and the 500 psec pulses
were produced also by the process of optical free induction decay. Their MPA results were obtained by the optoacoustic method. Reference 3b presented a very thorough discussion on the data reduction and the correct handling of various corrections. The procedure used was by fitting the experimental curve with an analytic function, and then performing the Gaussian beam correction. The biggest correction came from the high fluence portion of their data where the accuracy might be complicated by dissociation. However, we are only interested in fluences below 1 J/cm$^2$ where there is no dissociation and the measured result had very little spatial correction. Therefore there should not be any serious problem in comparing their results with ours.

The biggest source of error in optoacoustic measurements is the absolute calibration of the optoacoustic signal to the real average energy absorbed the molecules. To do so, an energy transmission measurement has to be performed the same way as described in this paper. Other than this extra step of calibration, all the data handling procedures are the same between the present experiment and that of Black et al.

With these limitations in mind, let us examine the various curves in Fig. 7. At low fluences and small number of CO$_2$ photons absorbed, the shorter duration pulses have much larger absorption. There is almost a two order of magnitude difference in $\langle n \rangle$ between the 30 psec and the 100 nsec data. This is certainly due to the bottlenecking effect$^{1a}$ of the discrete levels. However, if absorption in QC is strictly fluence dependent, all the experimental
curves should merge at high intensities with the thermal curve (e). From Fig. 7 this is definitely not the case. Instead, the differences in \( n \) between the different duration pulses persist up to very high excitation levels of \( n \sim 40 \), and show no resemblance to curve (e) at all.

The dependence of the energy absorption on the laser intensity in the QC is more transparent if we plot \( n \) as a function of the peak intensity at a fixed energy fluence. Figure 8 presents such a plot at a fixed fluence of 0.2 J/cm\(^2\). The range of intensities almost vary by four orders of magnitude. For \( n < 4 \), the increase in energy deposition is attributable simply to the bottlenecking effect of the discrete levels. As the laser intensity is increased, more and more molecules are coupled to the QC where the stepwise energy absorption takes place.

Total transition into the QC is estimated to occur at intensities of 1000 MW/cm\(^2\) by Schulz\(^{21}\) (Galbraith et al. estimated 40 MW/cm\(^2\) (Ref. \(^{20a}\))). In this limit, the energy absorbed by the SF\(_6\) molecule should stay constant at a value given by the thermal absorption measurement if energy fluence scaling holds in the QC. From numerical integration of the data of NL (Appendix I), the limiting number of CO\(_2\) photons absorbed by the SF\(_6\) molecule at 0.2 J/cm\(^2\) should be 11.5. The expected behavior from energy scaling law is qualitatively indicated by the dashed line in Fig. 8.\(^{30}\) However, the observed data do not appear to reach any asymptotic value at all and continue to increase as the laser intensity is increased. The apparent point of
departure from the thermal absorption behavior occurs at 400 MW/cm$^2$.\textsuperscript{31}

It is interesting to note that the picosecond data points in Fig. 8 can be fitted by a straight line of slope 1/2. Since the Rabi frequency is given by

$$\omega_R = \mu E / \hbar$$ \hspace{1cm} (8)

where $\mu$ is the transition dipole moment and $E$ is the electric field of the laser, the observed result implies that at a fixed laser fluence,

$$\langle n \rangle = \omega_R.$$ \hspace{1cm} (9)

The role of the Rabi frequency in the QC has never been emphasized in previous theoretical treatments of MPA and MPD in polyatomic molecules.\textsuperscript{20a,b,c} The dependence on intensity seems to set in at about 400 MW/cm$^2$. For TEA CO$_2$ laser pulses this intensity dependence in the QC can be ignored because of the much lower intensities used. However, for picosecond pulses, the energy fluence scaling law no longer holds and both the laser intensity and total fluence determine the interaction of the laser with the molecule.

Actually, energy scaling which comes from Fermi's golden rule should not be expected to hold for the picosecond pulses. One condition\textsuperscript{22,20c} for the golden rule of transition probability to be valid, which is also required of all other perturbative methods is that the "area" of the pulse\textsuperscript{23} should be much smaller than unity.
The area of the pulse can be approximated by $\omega_R t_p$ where $t_p$ is the pulse duration. In the following, let us estimate the Rabi frequencies of the pulses employed in the experiment.

In the discrete levels of SF$_6$ where we know the oscillator strength quite well, we can easily estimate the Rabi precession frequency which determines the up pumping rate and the power broadening. For example, for a 0.1 J/cm$^2$, 30 psec pulse, $\omega_R \sim 33$ cm$^{-1}$. However, in the QC, the oscillator strength is smeared out due to intermode coupling and intramolecular damping. Phenomenologically, we assume that the spread of oscillator strength is given by $1/\pi T_2$ where $T_2$ is the intramolecular relaxation time. The intramolecular relaxation time has been put within the limits of 30 psec and 0.7 psec recently by Kwok et al. Therefore, the spread of the oscillator strength is within 0.3 cm$^{-1}$ and 14 cm$^{-1}$. For the sake of giving a numerical example, let us take $T_2$ to be 5 psec so that the oscillator strength is spread over 2 cm$^{-1}$. We also make the assumption that the oscillator strength in the QC is simply reduced by the ratio of the laser linewidth and the width of the oscillator strength spread. Then the Rabi frequency for the same pulse mentioned above will become 6 cm$^{-1}$. Therefore, the area of the pulse is larger than unity invalidating Fermi's golden rule. Moreover, $\omega_R$ is comparable to the dephasing time $T_2$. This numerical example shows that for the picosecond CO$_2$ pulses at high intensities, the Rabi frequency is comparable in value to $1/\pi T_2$, i.e., the up-pumping rate of the system is comparable to or faster.
than the intramolecular relaxation rate. This may be the reason why we observed an intensity dependent energy absorption.

There is no contradiction between this last conclusion and the fact that the absorbed energy is completely randomized during the laser pulse. The up-pumping rate $\omega_R$ can be faster than the dephasing rate $1/T_2$ while $T_2$ can be shorter than the pulse duration. Moreover, we note that this occurs because of the very high laser intensities in the picosecond pulses. Our result does not necessarily mean that the energy absorption in the QC depends on the intensity even with ordinary nanosecond TEA CO$_2$ pulses. For those pulses, energy fluence should dominate over intensity dependent effects because the intensities are not high enough to overcome the $T_2$ intramolecular energy relaxation.

The thermal curve (e) in Fig. 7 represents the case of truly thermal multiphoton heating. Inasmuch as energy fluence scaling holds and intramolecular energy transfer is fast enough that only heat bath excitation is important, all experimental $\langle n \rangle$ versus fluence curves should merge with the thermal curve at high intensities. We have shown above that this is not true for high peak power pulses. But with a molecule where the discrete level effects are not important, one should obtain better agreement between laser MPA and thermal heating. This was actually demonstrated by Cox and Horsley in a complex molecule.

In summary, using picosecond pulses, we have experimentally demonstrated the case of truly nonthermal excitation of the SF$_6$
molecule, where the nonthermality does not merely come from bottlenecking effects. Instead it is due to the coherent nature of the laser-molecule interaction within the quasicontinuum.

(b) \( \text{SF}_6 \) at 650°K

In this experiment, we used the P(28) line of the laser. A fixed fluence (0.054 J/cm\(^2\)) truncated pulse of 30 nsec duration was used to preheat the \( \text{SF}_6 \) molecules as described in Section IV. A 50 psec pulse was then used to obtain the \( \langle n \rangle \) versus fluence curve for the hot molecules using the procedure as described in Section III. In this experiment, we were not so much interested in the pulse duration dependence of \( \langle n \rangle \) as the saturation properties of the QC. Therefore, only one laser pulse duration was used. Since all saturation phenomena are closely related to the relaxation mechanisms, a study of the saturation properties of the QC should provide some information on the intramolecular energy relaxation rate.

Figure 9 presents the measured energy deposition curve using 50 psec pulses with a 38.1 mm focal length germanium lens. A gas cell of 1 mm thickness containing 30 torr of \( \text{SF}_6 \) was used in this experiment. The experiment has been repeated several times and also different focal length lenses were used to make sure the results were reproducible. The spatial correction as described in Section III has already been applied in Fig. 9.

From the experimental data, one can also obtain the absorption cross-section \( \sigma \) of the preheated molecule as a function of the
laser fluence. Combining this curve with Fig. 9, one can then get the absorption cross-section as a function of internal energy in the molecule. This is shown in Fig. 10. On the same figure, we also plotted the thermal absorption data of Nowak and Lyman using a procedure as described in Appendix I.

From Fig. 10 we notice an initial saturation of absorption at low picosecond pulse fluences which seems to be universal for all polyatomic molecule MPA experiments. However, the absorption cross section rapidly approaches that of a thermally excited molecule at a moderate level of excitation of \( \langle n \rangle \approx 8 \). Unfortunately, the thermally measured data does not extend beyond \( 8.5 \) \( \text{CO}_2 \) photons of internal energy. However, comparing with a thermal band countour calculation,\(^{27}\) represented as a dashed line in Fig.10, we can see that at higher values of \( \langle n \rangle \), the observed absorption cross-section of the molecule is definitely larger than the value predicted with a thermal distribution of excitations. This is in agreement with the results obtained with 300\(^\circ\)K \( \text{SF}_6 \) molecules in the previous section. It is further evidence that the nonthermal behavior of the \( \text{SF}_6 \) molecules does not come from the initial discrete levels, but rather is a property of the QC at such high laser intensities. The experimental values at high \( \langle n \rangle \) have quite big error bars on them because they have the most experimental uncertainty and also the largest correction factors.

Let us estimate here whether 650\(^\circ\)K is hot enough for the molecules to be considered in the QC. A heuristic definition of the QC is that
the power broadening introduced by the laser is sufficient to bring about an overlap of all the resonant lines of the system or

$$\omega_R \gg 1/\rho(E)$$

(10)

where $\rho(E)$ is the density of states of the molecule. This operational definition of the QC depends on the experimental situation and is therefore not universally applicable. In particular, it is easily satisfied by the picosecond pulses because of their large Rabi precession frequencies and power broadening. For SF$_6$ at 650°C, $\rho(E) \sim 10$/$\text{cm}^{-1}$. The power broadening for the lowest data point in Fig. 9 is estimated to be $\sim 1$ cm$^{-1}$. Hence the QC condition is satisfied. However, it is expected that for a thermal distribution of population at 650°C, there must be still some molecules trapped in the initial discrete levels. This presumably is the cause of the initial saturation of absorption in Fig. 10. To alleviate this problem and perform a cleaner experiment on the QC, one can either preheat the molecule with a stronger prepulse, or use a picosecond pulse for preheating, or use overtone pumping by a strong dye laser.

The thermal curves used in Figs. 7 and 10 should only be regarded as a reference. Since no simple statistical definition of temperature exists for a molecule under MPA pumping conditions, it is unfair to claim that SF$_6$ should behave as if an equilibrium Boltzmann population distribution has been achieved.
Figure 10 represents the saturation of absorption in the QC. All previous measurement of this phenomenon had blended into a great extent the effects of the discrete level bottleneck. As mentioned above, the observed absorption can be called "superthermal" because it is always larger than the thermal absorption at the same internal energy. Stone and Goodman\textsuperscript{28} recently pointed out a new formulation of the absorption in the QC using a fully coherent interaction picture. They showed that energy deposition and hence the absorption cross section can be intensity dependent if the radiative pumping time scale is comparable to the intramolecular relaxation time. This also was pointed out by Quack\textsuperscript{20c} in deriving the master rate equations from the Schrodinger equation describing the laser-molecule interaction. Multiphoton interaction in polyatomic molecules using very strong laser fields and short pulse durations is characteristically different from ordinary TEA laser interactions and merits much more careful investigation, both experimentally and theoretically.

While the observation can be explained qualitatively, a thorough understanding of the role of intensity is still lacking. Especially the population distribution and the possible multilevel coherence still need to be studied and clarified.

Notice that there are two types of dephasing of the coherent state prepared by the CO\textsubscript{2} laser. The T\textsubscript{2} type intramolecular relaxation couples the energy into the heat bath. This dephasing conserves the energy in the molecule. The other kind of dephasing arises from the
inhomogeneous broadening of the $\nu_3$ band. The laser pulse will excite simultaneously states that are within the linewidth $\Delta \nu_L$ of the laser. They will beat together incoherently and dephase the coherence $^{23}$ in a time $1/\Delta \nu_L$ which is simply the laser pulse duration. This type of dephasing is responsible for the adiabatic decay observed by Kwok et al. Recently Steel et al.$^{29}$ observed a collisionless dephasing of the $2\nu_3$ level using degenerate form wave mixing of 1.8 nsec. Since 1 nsec pulses were employed, their results were probably due to the second type of dephasing which has nothing to do with intramolecular energy relaxation, contrary to the interpretation by Galbraith et al.$^{20a}$
VII. CONCLUSION

In this paper we have described two measurements of MPA in SF<sub>6</sub> using picosecond CO<sub>2</sub> laser pulses. We found that for such pulses, the energy fluence scaling law no longer holds. Instead, a remarkable intensity dependence was observed. This effect is inherent with the picosecond pulses because (i) the corresponding intensities and Rabi frequencies are high, comparable or larger than the intramolecular relaxation rate of the molecule, and (ii) the transform limited lifetime broadening of these pulses enables the coupling of more states in the QC. Thus, the reduced oscillator strength as discussed by Goodman et al. is no longer very small, as in the case of ordinary TEA CO<sub>2</sub> pulses.

Although energy fluence scaling has played an important role as a zeroth order approximation in the description of multiphoton dissociation, the limitations of its validity must be recognized. For picosecond pulses the Rabi frequency can readily be increased to levels where the one-photon rate equations for QC absorption have to be modified by coherent effects. It is also well known that at small Rabi frequencies bottlenecking effects are important. This occurs for pulses of 0.1 J/cm<sup>2</sup> or less with deviations of more than one nanosecond. In both cases intensity dependent effects are observed which depend on the pulse duration at constant energy fluence. Although it is difficult to vary the pulse duration at constant fluence over many orders of magnitude, more experiments on absorption of picosecond pulses by other molecules are desirable. The
dissociation probability by a pulse of fixed picosecond duration should also be measured as a function of intensity. It is believed that picosecond data can test more precisely various theoretical models of excitation in the QC regime.

Although it is possible to achieve a nonthermal population distribution by picosecond pumping, no claim for mode selective chemistry is made. Energy equipartition will occur rapidly, albeit in a time longer than the Rabi period. It is believed that molecules can be excited to energies considerably higher than with longer pulses. This should be observable as an increase in the internal and kinetic energies of dissociation products in molecular beam experiments.

One of us (HSK) wishes to thank Professors Y. T. Lee and Y. R. Shen for helpful discussions. This research was supported by Joint Services Electronics Program under Contract No. N00014-75-C-0648 and by ONR under Contract No., N00014-78-C-0531.
APPENDIX I. THERMAL MPA IN SF$_6$

In this appendix, we explain how the thermal curves in Fig. 7 and Fig. 10 were obtained from the thermal shock tube measurements of Nowak and Lyman. They basically measured the small signal absorption cross section $\sigma$ of an excited SF$_6$ molecule at T°K. Now, using quantum statistics, it is possible to relate the total internal energy in the molecule $E$ and the temperature $T$. The average number of photons $\langle n \rangle$ deposited is related to $E$ by

$$E = E_0 \text{ (at 300°K)} + \langle n \rangle \hbar \omega$$  \hspace{1cm} (11)

Therefore, from the NL data of $\sigma$ versus $T$, we can obtain a curve of $\sigma$ versus $\langle n \rangle$ for both the P(20) and P(28) lines of the CO$_2$ laser. This was the smooth curve in Fig. 10.

The next step involves the reduction of the data to get the $\langle n \rangle$ versus fluence $J$. This is the hypothetical energy deposition curve if the absorption of the molecule follows the thermal cross-section.

Note that

$$\sigma = \frac{d\langle n \rangle}{dJ} \hbar \omega$$  \hspace{1cm} (12)

can be written as

$$\hbar \omega \frac{1}{\sigma} d\langle n \rangle = dJ$$
Integrating both sides from the initial condition \( \langle n \rangle = 0 \) at \( J = 0 \), gives

\[
\hbar \omega \int_0^{\langle n \rangle} \frac{1}{\sigma} \, d\langle n \rangle = J
\]

Since \( \sigma \) has already been reduced to be a function of \( \langle n \rangle \), the integral on the left-hand-side can be evaluated numerically with the upper limit as a parameter. Thus one can obtain a curve of \( \langle n \rangle \) versus \( J \) as in Fig. 7.
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31. From the onset of coherent interaction, one can estimate crudely the magnitude of the dephasing time $T_2$. Assume that

$$\mu_{eff}E/ \approx 1/\pi T_2$$

at the onset. As discussed in the text, the effective transition moment is given by

$$\mu_{eff} = \mu(\Delta\nu_L/\Delta\nu_H)$$

where $\Delta\nu_L$ is the laser linewidth and $\Delta\nu_H = 1/\pi T_2$. If coherent effect starts to compete with intramolecular dephasing at 400 MW/cm$^2$, then the above argument gives $T_2 \sim 6.6$ psec, which is not unreasonable.
FIGURE CAPTIONS

Fig. 1. The picosecond CO₂ laser system. A fast oscilloscope is used to monitor the zeroth order output of the grating. The output mirror of the CO₂ laser is translatable by a double differential micrometer for the adjustment of the cavity length. This procedure guarantees a single longitudinal mode output at all times. The d.c. spark gap is formed by two sharp points on a carbonized surface and is placed at 2 mm from the focal point of the plasma shutter.

Fig. 2. Experimentally measured absorption coefficient of the TEA laser pulse by the hot CO₂ molecules as a function of gas tube pressure. The CO₂ gas was heated to 700°K. Two separate regions of Doppler and pressure broadening can clearly be distinguished.

Fig. 3. Experimental setup for the measurement of the transmission of the picosecond CO₂ laser pulse as a function of pulse intensity. A second preheating truncated pulse channel is also shown. The Ge:Au detector was placed inside a copper box for shielding from electromagnetic noise.

Fig. 4. SF₆ absorption cross-section at P(20) under collisional laser excitation. 30 nsec long truncated CO₂ laser pulse was used.
Fig. 5. A measurement of the absorption cross-section at P(28) showing the achievement of thermal heating of the SF$_6$ molecules by collisional multiphoton absorption. Experiment was done with a truncated pulse, followed by a picosecond probe pulse with 32 nsec time delay.

Fig. 6. Energy deposition $\langle n \rangle$ as a function of the laser fluence for four different picosecond pulse durations. As explained in the text, no dissociation can occur during the pulse interaction even at $\langle n \rangle > 40$.

Fig. 7. Energy deposition curves $\langle n \rangle$ at P(20) for various pulse conditions (a) 30 psec date from this experiment, (b) 500 psec data from Ref. 19, (c) 30 nsec data from Ref. 19, (d) 100 nsec data from Ref. 19, (e) derived thermal absorption data from Ref. 18.

Fig. 8. Energy absorbed by the SF$_6$ molecule as a function of pulse intensities at a fixed energy fluence of 0.2 J/cm$^2$. The dashed line indicates the expected behavior if energy absorption in the QC depends only on pulse fluence. The asymptotic value of $\langle n \rangle$ is obtained from Nowak and Lyman's data (Ref. 18).

Fig. 9. Energy deposition $\langle n \rangle$ as a function of pulse fluence. 50 psec P(28) CO$_2$ laser pulses were used. SF$_6$ cell pressure was 30 torr and preheated to 650K before the picosecond pulse arrived.
Fig. 10. Absorption cross section $\sigma$ as a function of internal energy of the SF$_6$ molecules at the p(28) line of the CO$_2$ laser. Data became more inaccurate at high energies. Solid curve shows the thermal data from Ref. 18, dotted line is the theoretical calculation from Ref. 26.
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Reported is the collisionless infrared multiphoton excitation of NO$_2$ molecules initially prepared in an electronically excited state. From the shape of the infrared induced blue-shifted fluorescence spectrum the probability distribution $P(n)$ for the net absorption of $n$ photons has been deduced.

The shape of the probability distribution function $P(n)$ for $n$-photon infrared excitation of molecules has been the subject of lively discussion in the literature [1–3]. In this work, we report the observation of infrared multiphoton vibrational excitation of a molecule initially prepared in an electronically excited state. By monitoring the transient visible fluorescence spectrum, we determined the energy distribution function produced by collisionless infrared multiphoton pumping.

Vibrational excitation of an electronically excited molecule has been reported earlier [4] for the $3\Sigma_u$ state of biacetyl. That excitation involved a collisional energy exchange between vibrationally excited ground state molecules and optically prepared triplet molecules. The present experiment involves single photon optical excitation of NO$_2$ molecules from the $2\Sigma_g$ ground state to high levels of the strongly mixed $2\Pi_g - 2\Sigma_u$ vibronic manifold, followed by direct infrared multiphoton pumping with a very short CO$_2$ laser pulse. This work was prompted by an earlier report [5], in which weak double resonance signals were observed in NO$_2$ molecules exposed simultaneously to cw Ar$^+$ and CO$_2$ laser beams.

The experimental arrangement is shown in fig. 1a.

![Diagram](image)

Fig. 1. (a) Schematic of the experimental arrangement. (b) Schematic diagram of pumped energy levels.

A gas cell of NO$_2$ at a pressure $\approx 250$ mTorr is subjected to a 0.5 ns CO$_2$ laser pulse and an antiparallel 10 ns dye laser pulse which overlaps the central uniform intensity region of the infrared beam. The delay between the two pulses can be adjusted from 0–30 ns with a 30 ns jitter. The fluorescence pulse from the excited NO$_2$ molecules is imaged onto a photomultiplier tube through narrow bandpass filters.
and recorded on a dual-beam oscilloscope. Fig. 1b illustrates the energy levels participating in the experiment.

A typical series of fluorescence signals generated by the CO$_2$ laser following dye laser excitation is shown in fig. 2. A small portion of the scattered visible laser pulse leaked through the narrow band filter and was recorded at the left edge of the lower trace. The fluorescence pulse in the lower trace occurs at the instant of the delayed CO$_2$ pulse which is on the upper trace of fig. 2. As can be seen the amplitude of the generated fluorescence decreases at a characteristic rate $k_0$ as the delay between the two pulses increases. No signals are obtained when the infrared pulse precedes the visible pulse. While ordinary visible excitation leads only to Stokes-shifted fluorescence, CO$_2$ laser induced signals are detected at frequencies blue-shifted with respect to the dye laser frequency $\omega_0$. The spectral width of the induced fluorescence depends on both the CO$_2$ laser's energy fluence and intensity. Fluorescence signals have been recorded at frequencies blue-shifted from $\omega_0$ by energies up to 5 times the CO$_2$ photon energy. The induced fluorescence spectrum is shown in fig. 3.

The relaxation features exhibited by the multi-photon induced amplitude and fluorescence decays are comparable with the decays of ordinary fluorescence signals. Our study of the ordinary fluorescence decay can be summarized as follows:

(a) The fluorescence decay times measured at pressures exceeding 100 mTorr scale inversely with the pressure.

(b) These decay times depend strongly on the observation frequency $\omega$. When fluorescence is studied near the excitation frequency ($\omega_0 - \omega \approx 500$ cm$^{-1}$), a quenching rate $k_0 \approx 5.5 \times 10^6$ s$^{-1}$ Torr$^{-1}$ is measured for excitation wavelengths between 400 nm and 500 nm. As the observation frequency is shifted further to the red, the decay rate decreases. For example, a quenching rate $k = 1.3 \times 10^6$ s$^{-1}$ Torr$^{-1}$ is observed for 540 nm emission while exciting at 421 nm.

The decay of fluorescence observed at frequencies near $\omega_0$ represents the collisional relaxation of the sharp vibronic distribution prepared by the optical pulse into lower vibronic levels. The longer decay times observed at red-shifted frequencies are due to the larger number of successive vibrational decays required to deactivate the molecules. Fluorescence is observed as long as the collisionally relaxed NO$_2$ molecule remains in the energy region between $h\omega$ and $3h\omega$.

![Fig. 2. Upper trace: infrared laser. Lower trace: induced fluorescence signal at 470 nm following dye laser excitation at 502 nm. Delays are (a) 250 ns, (b) 500 ns, (c) 750 ns. Time scale 500 ns/division.](image)
The decay rates exhibited by the blue-shifted CO₂ induced fluorescence signals also scale with pressure. The measured decay rates vary between 0.6 \( k_0 \) and \( k_0 \), with the latter value obtained at low CO₂ laser fluences. The increase of lifetime with fluence is related to increased population in levels which require successive collisional events for complete deactivation. The amplitude versus delay relaxation measurements exhibit the same features. While the fluorescence decay monitors emission from multiphoton excited molecules with energy \( > \hbar \omega \) the amplitude decay monitors the population of NO₂ molecules still capable of being excited by a multiphoton process to an energy \( > \hbar \omega \). Typical values for \( k_0 \) of 0.65 \( k_0 \) and 0.95 \( k_0 \) were obtained for the amplitude decay when the observation frequency corresponded to blue-shifts of one and two CO₂ photons, respectively.

A comparison of the shape of the prompt (<30 ns delay) collisionless infrared induced spectrum with the ordinary fluorescence spectrum permits us to extract the absolute probability \( P(n) \) for an \( n \)-photon absorption event. The distribution function \( P(n) \) may also be regarded as an energy distribution function and written as \( P(E_n) = P(\hbar \omega_0 + n\hbar \omega_1) \), where \( P(E_n) \) is the probability of occupation of that group of levels with energy near \( E_n = \hbar \omega_0 + n\hbar \omega_1 \) and \( \hbar \omega_1 \) is the photon energy of the infrared laser. In what follows, we make the important assumption that the prompt fluorescence spectrum depends only upon the populations \( P(E_n) \) and not upon the method of producing those populations. Then,

\[
F(\omega) = \sum_{n=-\infty}^{\infty} A(\omega, E_n)P(E_n),
\]

where \( F(\omega) \) is the prompt fluorescence signal observed at frequency \( \omega \), and \( A(\omega, E_n) \) is the fluorescence spectrum produced by a population in that group of energy levels near \( E_n \). In general, \( n = 0, \pm 1, \pm 2, \ldots \) corresponding both to emission and absorption of infrared photons. In practice, only a finite group of levels have non-zero population and only a finite number of fluorescence observation frequencies \( \omega_m \) were monitored. Then eq. (1) can be rewritten:

\[
F(\omega_m) = \sum_{n} A(\omega_m, E_n)P(E_n),
\]

which is in the form of a vector equation with matrix elements \( A_{mn} \equiv A(\omega_m, E_n) \). The matrix of coefficients \( A_{mn} \) can be measured one column at a time by performing the following auxiliary experiment using only visible light: A dye laser is tuned to photon energy \( E_n \) and its absorbed energy is measured. This determines a population \( P(E_n) \). This population along with the vector of fluorescence signals observed under this condition determines a column of the matrix \( A_{mn} \). Repeating this procedure for different \( E_n \) determines the full matrix. With a knowledge of the elements \( A_{mn} \), the matrix can be inverted to give

\[
P(E_n) = \sum_{m} (A_{mn})^{-1} F(\omega_m).
\]

If the fluorescence spectrum is known in sufficient detail the populations producing it can be calculated from (2). As a matter of choice, the observation frequencies were selected from the formula:

\[
\omega_m \approx \omega_0 + m\omega_1 - 500 \text{ cm}^{-1}
\]

Fig. 4 shows the population distribution resulting from the multiphoton infrared excitation of NO₂ molecules optically prepared by 502 nm dye laser pulses. The CO₂ laser depletes the zeroth level and produces a falling distribution on the high energy side. Due to the small changes in the ordinary Stokes-
shifted fluorescence signals, the populations at energies less than \( n \omega_0 \) could not be determined. Presumably a rather symmetrical distribution falling off at lower energies is established.

This procedure for determining \( P(n) \) is subject to the very strong assumption that the fluorescence spectrum from levels near \( E_n \) is the same whether produced by single photon or multiphoton excitation. Obviously, the selection rules and the precise levels populated may be quite different for the two processes. Nevertheless, the fluorescence spectrum is hardly affected by this difference due to averaging caused by the 1 Å bandwidth of the dye laser and the 50 Å bandwidth of the fluorescence filters. If the differences in fluorescence spectra were important in our case, then we would have seen a fast collisional scrambling signal similar to what was observed by Donnelly et al. [6], but contrary to our observations.

A qualitative survey of the wavelength dependence of the CO\(_2\) laser interaction with optically prepared NO\(_2\) molecules has also been carried out. Blue-shifted fluorescence was observed when tuning over the 9.6 \( \mu \)m and 10.6 \( \mu \)m CO\(_2\) laser lines or tuning the dye laser between 450 nm and 500 nm. This insensitivity to wavelength is surprising in view of the low density of vibrational states of the triatomic NO\(_2\). It implies that exact resonances are probably unnecessary for multiphoton excitation. Indeed infrared multiphoton dissociation has recently been reported in the triatomics OCS [7] and SO\(_2\) [8].

In spite of the rather moderate density of states, a stochastic rate equation approach [9] may describe the temporal evolution of the population \( P(n) \). If so, the evolution can be regarded as a random walk along the energy axis with steps of one photon each.
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Direct collisionless multiphoton (MP) excitation of the triplet vibronic manifold of biacetyl is reported. Following a dye laser pulse which prepares some of the biacetyl molecules in the triplet metastable state, the system is irradiated by an intense 20 ns 9 μ CO₂ pulse. The CO₂ radiation induces fast quenching of the phosphorescence emission from the 1A₄ excited molecules. It also induces an emission signal in the fluorescence spectral region of biacetyl. This signal is related to intramolecular electronic relaxation (IER) from excited triplet vibronic levels into lower energy singlet 1A₄ vibronic levels. Analysis of the induced luminescence signals provides information on the collisionless MP pumped vibrational distribution. Excitation with 10.6 μ CO₂ pulses leads to the simultaneous MP pumping of both the ground and triplet manifolds. The generation of blue emission signals in this experiment bears a close resemblance to recent observations of prompt visible emission due to MP pumping of ground state molecules. General expressions for the emission intensities are derived with a special emphasis on the specific features of MP vibrational distributions. The detectability of MP-induced emission signals is discussed.

I. INTRODUCTION

The collisionless, infrared multiphoton excitation of ground state polyatomic molecules has been the subject of many recent investigations. The diagnostics for the multiphoton process have been:

(a) Optoacoustic absorption measurements followed by the determination of the average number of photons absorbed per molecule;

(b) Observation of multiphoton induced chemistry;

(c) Observation of infrared induced emission from the excited molecule or from excited reaction products.

Infrared multiphoton excitation of the excited electronic state, however, is still a new research area. In this case, changes in the luminescence are expected to be induced by the vibrational excitation, and thus a powerful new diagnostic is added to the investigation of the infrared multiphoton processes. For example, the collisionless multiphoton pumping of electronically excited NO₂ molecules has recently been reported, in which an analysis of the induced changes in the emission spectra provided an estimation for the n-photon absorption probability \( F(n) \).

In this work we report the direct infrared excitation of the triplet state of biacetyl. First, a dye laser pulse pumps the ground state into the 1A₄, first excited singlet state (see Fig. 1), from which intramolecular couplings between the vibronic manifolds of the 1A₄ and 3A₄ electronic states and collision-induced vibrational relaxation lead to the trapping of some of the excited molecules in the metastable triplet state. This state is characterized by a green phosphorescence which originates from a weakly allowed radiative transition to the ground state. Its decay is dominated by a radiationless transition to the 1A₄ ground state, and at room temperature is 1.7 ms as measured from the phosphorescence lifetime.

(Fig. 1. A schematic diagram of the vibronic manifolds of biacetyl.)

(This value should be compared with the radiative lifetime of 12 msec.)

Then, irradiation of the optically excited biacetyl sample with an intense infrared CO₂ laser pulse leads to the excitation of the triplet vibrational manifolds. This excitation is characterized by a prompt burst of blue fluorescence, and a fast partial quenching of the green phosphorescence emission. These effects, first observed by Burak, Quelly, and Steinfield (BQS), have been interpreted as follows. Due to the intramolecular scrambling of the 1A₄ and 3A₄ zeroth order Born-Oppenheimer vibrational manifolds, a new vibronic manifold is formed. The vibronic levels of this manifold are described as a mixture of singlet and triplet vibronic states and consequently carry oscillator strength for emission in both the fluorescence and phosphorescence spectral regions. The observed blue fluorescence signal is due to the CO₂ laser induced accessibility of vibronic levels...
with vibrational energy exceeding the singlet–triplet separation energy, and therefore with partly singlet character. The fast drop in the phosphorescence intensity induced by the CO₂ laser is due to the increase, with vibrational energy, in the radiativeless transition rate of the ground state. The dependence of this radiativeless transition rate \( \gamma (E) \) on \( E \) has been measured by Van der Werf and Kommandeur.\(^7\)

The previous experiments by BQS\(^8\) involved mainly the indirect vibrational excitation of the triplet manifold. They used 10.6 \( \mu \)m CO₂ laser radiation which preferentially excited the ground rather than the triplet electronic state. The hot \( \Delta_v \) molecules then acted as a heat bath for the thermalization of these molecules in the triplet state, thereby increasing the observed phosphorescence decay rate. The present work, using both 9.6 \( \mu \)m, which preferentially excites the triplet over the ground electronic state, and 10.6 \( \mu \)m CO₂ laser radiation, presents evidence for the direct multiphoton pumping of the triplet state. In order to detect an initial nonthermal vibrational distribution, the BQS experiment has been modified. Better time resolution was achieved by shortening the width of the CO₂ laser pulse from 100 to 30 nsec. The use of a more intense, pulsed dye laser instead of a cw argon ion laser provided detectable visible signals from low pressure biacetyl samples. Thus, the lowest pressure in the present experiment was 50 mTorr, while in the former experiment it was 5 Torr.

A detailed description of the experimental system is contained in Sec. III. A summary of the theoretical background involving the structure of the mixed singlet–triplet vibrational manifold is presented in Sec. II. The experimental results are summarized and discussed in Secs. IV and V, respectively. In the last section our results will be generalized to the case of light emission due to multiphoton pumping to vibrational levels isoeffective with the vibronic manifold of an optically active excited electronic state. This case includes the recently observed CO₂ induced emission from CrO₂Cl₂\(^3\) and F₃CO₄.\(^4\) The theoretical aspects of these inverse electronic relaxation (IER) phenomena have been discussed by Jortner and Nitzan.\(^16\) In Sec. VI the IER theory will be used to provide some criteria for the experimental detectability of IER induced emission.

\[ \Delta_{ST} = 2\pi n^3 \rho_T . \]  

\( \Delta_{ST} \) is the mean singlet–triplet interaction energy and \( n^3 \rho_T \) the mean triplet vibronic density. Diagonalization of the molecular Hamiltonian of this set leads to the formation of new wave functions which are admixtures of the \( |S \rangle \) state with the interacting set of triplet vibronic levels. Consequently the \( A \) region is divided into "black hole" and "contaminated" subregions. The contaminated subregions consist of mixed vibronic levels, and are confined to strips of width \( \Delta_{ST} \) around the vibrational energy \( E_{ST} \) of the singlet states \( |S \rangle \). The black hole subregions consist of pure triplet vibronic levels, and lie between the contaminated subregions. Region \( B \) is characterized by overlapping singlet vibronic levels. More precisely, region \( B \) starts at vibrational energies where the homogeneous widths of the singlet vibronic levels \( |S \rangle \) exceed \( \rho_T^3 \), the mean separation between adjacent singlet levels. All states in region \( B \) are therefore contaminated with one or more zero order singlet states.

Each level \( |j \rangle \) in the diagonalized manifold has a width \( \gamma_j(E) \) which is the sum of a radiative width \( \gamma_j^{\text{ra}} \), and a nonradiative width \( \gamma_j^{\text{nr}} \), due to irreversible decay into the dense ground state vibronic manifold. Since the nonradiative width dominates over the whole \( |j \rangle \) manifold, \( \gamma_j(E) = \gamma_j^{\text{nr}}(E) \). Relations between \( \gamma_j \) and the zero order singlet and triplet level widths \( \gamma_S \) and \( \gamma_T \) have been derived for the two regions.\(^12\) In region \( A \):

\[ \gamma_j^{\text{sr}}(E) = \gamma_j(E) + \frac{\sum_p \theta(E - E_p) \gamma_p(E)}{N(E)} . \]

The singlet character of the level \( E_s \) is diluted by the mean number \( N_s \) of interacting triplet vibronic levels, where

\[ N_s(E) = \Delta_{ST} \rho_T(E) . \]

\( \theta(E - E_p) \) is a step function defined as

\[ \theta(E - E_p) = \begin{cases} 1 & -\frac{1}{2} \Delta_{ST} < E_p < \frac{1}{2} \Delta_{ST} \\ 0 & \text{elsewhere} \end{cases} \]

In region \( B \):

\[ \gamma_j^{\text{tr}}(E) = \gamma_j(E) + \frac{\gamma_j^{\text{nr}}(E)}{N_\text{th}(E)} , \]

where \( N_\text{th}(E) \) is given by

\[ N_\text{th}(E) = \rho_T(E) . \]

The emission, due to the presence of zero order singlet–triplet oscillator strengths in the contaminated \( |j \rangle \) levels, will be in both the fluorescence and phosphorescence spectral regions, and will have of course the same decay rate in both spectral regions.

These decay rates have been measured in experiments carried out by Van der Werf and Kommandeur.\(^7\) In their experiments, a dye laser was used to optically prepare a state characterized by a zero order singlet vibronic wave function \( |S \rangle \). This \( |S \rangle \) state is a superposition of \( |j \rangle \) eigenstates

\[ |\Psi(0)\rangle = |S\rangle = \sum C_j |j\rangle . \]
with a time evolution given by

$$|\Psi(t)| = \sum_j C_j \exp(-tE_j/\hbar) \exp(-\gamma_j t/2) |j\rangle .$$  (5)

The decay of the luminescence emission probability is determined by the quantity $|\langle S|\Psi(t)\rangle|^2$. Lahmani et al.\textsuperscript{13} have shown that this decay can be expressed as a sum of coherent and incoherent contributions, approximated by a biexponential decay. The fast component is due to the dephasing of the initially prepared superposition, while the long component is a superposition of the independent decaays of the excited $j$ levels, and therefore described by the mean decay rates in Eqs. (2) and (3). The dependence of these $\gamma(E)$ on vibrational energy was then determined by measuring the long component of the fluorescence under collisionless conditions, and found to increase steadily with vibrational energy.

II. EXPERIMENTAL

A schematic diagram of the experimental system is shown in Fig. 2. Bicineyl (purchased from Aldrich Chemical Company, 99% purity) was, after freeze–dump–thaw distillations, transferred to a 5 cm diam. 19 cm long Pyrex luminescence cell with NaCl windows at each end. The cell was irradiated in one direction by 10 ns, 20 \mu J dye laser pulses whose pump source was a frequency doubled, Q-switched ruby laser. The wavelengths used were in the range of 405–450 nm, and the focused spot diameter was 1 mm. Counterpropagating through the cell in the other direction was a 20 ns, 0.6 ft, "truncated" CO\textsubscript{2} laser pulse. The time interval between the two pulses was adjustable up to a jitter of 60 ns determined by the firing of the CO\textsubscript{2} laser.

The CO\textsubscript{2} laser pulse was derived from a Tachlsto 215 oscillator–pulsed tach–shutter–Lumonics TEA 103-1 amplifier system. For a detailed description of the laser system, see Ref. 14. The oscillator output was, via a 4 inch focal length germanium lens, brought to a focus next to an aluminum block onto which a small fraction of the pulse was diverted. The UV radiation caused by the spark on the aluminum block was sufficient to precipitate an avalanche breakdown within the focal region of the main pulse, creating an overdense plasma, and truncating the CO\textsubscript{2} pulse. A 20 ns FWHM pulse with no tail is thereby generated from a 160 ns pulse with a long tail. The shape of the truncated pulse is shown in Fig. 3. The resulting pulse is then amplified, and focused by a 10 m radius of curvature mirror to a 3 mm spot diameter into the luminescence cell. The overlap cross section between the two laser pulses was therefore confined to the central, more uniform part of the CO\textsubscript{2} beam.

A MgF\textsubscript{2} flat served the dual purpose of diverting part of the CO\textsubscript{2} beam to a photon drag detector, and preventing damage to the dye laser’s glass optics.

The induced luminescence was monitored perpendicularly to the excitation beam using either a Hamamatsu R712, or an EMI 9635QB photomultiplier tube, depending on the spectral region, in conjunction with appropriate interference filters. If the signals were weak, they were first passed through an 8 ns FWHM, gain of 50 homebuilt amplifier (consisting of an LMI-2 video amplifier and an LiF033 buffer) before being recorded by a Bimation 8100 Waveform Recorder. The total system response time was, including laser jitter, 80 ns FWHM. After each shot, the data stored in the Bimation was read into a home-assembled Digital Equipment Corporation...
tion LSI-11 microcomputer, and averaged with previous shots.

IV. RESULTS

In this section, the infrared laser induced changes in the characteristic luminescence from the triplet manifold of biacetyl will be described. Biacetyl samples were excited with a pulsed dye laser tuned to 405 nm, and a CO$_2$ laser fired at a controlled delay following the excitation by the optical pulse. Luminescence was observed in two spectral regions. A narrow band filter centered at 470 nm was used to monitor the blue spectral region; these signals will henceforth be referred to as the fluorescence signals. A long pass filter with a cutoff at 500 nm was used to monitor the phosphorescence; these signals will henceforth be referred to as the phosphorescence signals.

Figure 4 shows the infrared absorption spectrum of biacetyl between 900 and 1200 cm$^{-1}$. One of the absorption peaks overlaps the CO$_2$ 10.6 $\mu$m branch, but none overlap the 9.6 $\mu$m branch. The CO$_2$ laser was tuned to the P(20) transitions of both the 9.6 and 10.6 $\mu$m bands.

A. 9.6 $\mu$m excitation

The effects of the 9.6 $\mu$m CO$_2$ radiation on the phosphorescence signal are exhibited in Fig. 5(a). The optical pulse induces a phosphorescence signal. In the absence of CO$_2$ radiation, the phosphorescence decays rapidly (on a $\mu$s scale) to a quasistationary value, after which it decays slowly with a characteristic lifetime of 1.7 msec. When the phosphorescence intensity attains this quasistationary value, the CO$_2$ laser is fired. Exposure of the excited system to CO$_2$ radiation induces a fast decay of the phosphorescence signal from a value $I_0$ to a value $I$ on a time scale much shorter than the characteristic decay time of the unperturbed phosphorescence. Two main decay components are identified: a fast, pressure independent component with a decay rate greater than 10$^4$ sec$^{-1}$, and a slower component, the lifetime of which varies inversely with pressure. Attenuation of the CO$_2$ pulse results in a smaller drop in the phosphorescence intensity. In order to characterize the drop quantitatively, a yield $Y_{ph}$ is defined as

$$Y_{ph} = 1 - (I/I_0).$$

The drop yield corresponding to a CO$_2$ fluence of 4.0 J/cm$^2$ is 0.7. Attenuation of the CO$_2$ pulse by a factor of two reduces the drop to 0.15, and leads also to the disappearance of the fast component. A lower value is obtained for the drop yield if it is confined to the fast component; a fast drop yield $Y'_f$ is defined through

$$Y'_f = 1 - (I/I_0),$$

where $I_f$ is the phosphorescence intensity following the fast decay. Thus a value of 0.4 is obtained for $Y'_f$ at a fluence of 4.0 J/cm$^2$. The fast drop yield is increased if the delay time between the optical and the CO$_2$ pulse is decreased. Figure 6 shows the fast drop yield as a function of the delay between the two pulses. As the delay is increased, $Y'_f$ decreases exponentially toward a steady value, at a rate which increases linearly with pressure, and with a value of 3.3x10$^4$ s$^{-1}$ Torr$^{-1}$.

The induced fluorescence signal [Fig. 5(b)] is characterized by instantaneous, pressure independent rise.
Fig. 6. $Y_F$ vs the delay between the visible and IR pulses for various pressures of biacetyl. • 150 mTorr, • 250 mTorr, • 500 mTorr.

time, and a decay similar to that observed for the induced phosphorescence signal. The decay times of the long components of the fluorescence and phosphorescence signal exhibit the same $\tau_F$ relations. A plot of $\tau$ vs pressure is shown in Fig. 7; a value of $4 \times 10^6$ s$^{-1}$ Torr$^{-1}$ is obtained for the collisional decay rate.

B. 10.6 $\mu$m induced signals

Similar to the 9.6 $\mu$m case, irradiation with 10.6 $\mu$m CO$_2$ pulses results in a prompt induced fluorescence and a phosphorescence quenching. The rise time of the fluorescence signal is instantaneous and pressure independent. The decays of the 10.6 $\mu$m induced signals, however, are characterized by the appearance of a new component whose lifetime depends strongly on the CO$_2$ laser fluence. Figure 8 shows two typical fluorescence signals, corresponding to high and low fluence. The signals are characterized by an initial spike followed by a longer decay component whose lifetime decreases as the fluence increases. The phosphorescence has the same longer decay component behavior as the fluorescence, but lacks the fast initial decay seen in the 9.6 $\mu$m case.

V. DISCUSSION

The induced fluorescence and phosphorescence signals reported in the last sections indicate a vibrational excitation within the triplet manifold. The absence of pressure effects on the rise time of the induced fluorescence signals excludes collisional cause; moreover, the short, 30 ns width of the CO$_2$ pulse ensures a collisionless excitation process. Since the triplet-singlet electronic separation energy is 2160 cm$^{-1}$, the generation of a blue fluorescence signal sets a lower limit to the accessed vibrational energy of two CO$_2$ photons.

As a result of the collisionless multiphoton process a nonthermal distribution is established within the triplet manifold. Subsequent changes in the populations of the initially excited vibronic levels are controlled by two mechanisms:

1. An intramolecular conversion into the ground electronic state depletes the population of the excited electronically state. If $n(E)$ is the population density of triplet molecules with vibrational energy $E$, the depletion rate of this level is given by

$$ \frac{d}{dt} n(E) = -\gamma(E) n(E) . $$

The intramolecular depletion of the total number of electronically excited molecules $N_T$ is given by

$$ \frac{dN_T}{dt} = -\int \gamma(E) n(E) dE . $$

2. Vibrational relaxation processes due to collisions with ground state molecules lead to vibrational energy redistribution. Ultimately, equilibration between the vibrational temperatures of the ground and triplet electronic states is established.
The fast, pressure independent component of the 9.6 μ induced emission signal is due to the intramolecular decay of molecules excited to high vibrational levels, where radiative transitions to the ground state are extremely fast. If \( k \) is the collisional relaxation rate of molecules excited to vibrational energy \( E_t \), then the fast component originates from molecules whose vibrational energy exceeds \( E_t \), where \( E_t \) is defined by
\[
\gamma(E) = k. \tag{10}
\]

The pressure controlled component of the 9.6 μ induced emission signals is due to emission from vibronic levels whose intramolecular decay time is comparable to or longer than the thermalization time \( \tau_{th} \). The latter quantity is the characteristic time needed to collisionally relax the vibrational excitation to a room temperature vibrational distribution. In addition, the dependence of \( Y'_f \) on the delay between the dye and CO₂ laser pulses is also due to collisional relaxation. The optical laser pulse prepares a narrow distribution of triplet molecules around the vibrational energy \( E_t \). When the CO₂ pulse is applied, the optically prepared excited molecules are pumped to vibrational energy regions where the intramolecular decay process dominates. The almost unity value of \( Y'_f \) for zero delay times indicates that all the optically prepared molecules have been pumped by the CO₂ pulse to the fast decaying energy region. As the optically prepared vibrational distribution cools, the CO₂ pulse is able to excite fewer molecules to the fast decaying energy region. Finally, the yield reaches a steady value which does not change with further increase of the delay time; this value of \( Y'_f \) corresponds to excitation of the thermalized triplet state. Therefore, both the 4.1 \times 10^4 \text{s}^{-1} \text{Torr}^{-1} collisional quenching rate of the induced fluorescence signal and the 3.3 \times 10^4 \text{s}^{-1} \text{Torr}^{-1} decay rate of the fast drop yield \( Y'_f \) are estimates of the collisional thermalization of the excited vibrational distribution.

Since vibrational excitation is maintained only through the thermalization time \( \tau_{th} \), intramolecular radiationless decay is confined to triplet molecules occupying vibronic levels with energy \( E_t \) greater than \( E_t' \), where
\[
\gamma(E) = \frac{\gamma(E)}{\tau_{th}}. \tag{11}
\]

The determination of \( Y'_f \) and \( E_t \) provides information about the initial vibrational distribution in the following way. \( Y'_f \) is the fraction of molecules excited to vibrational energies exceeding \( E_t \), 9.6 μ CO₂ pulses with fluence 3.3 J cm⁻² induce phosphorescence signals characterized by a drop yield of 0.65. The thermalization time corresponding to 150 mTorr biacetyl samples is about 1 μs; using the data reported by Van der Werf and Komandeur, a radiationless decay time of 1 μs corresponds to a vibrational energy of 500 cm⁻¹. Since \( Y'_f \) is the fraction of molecules excited to vibrational energies exceeding \( E_t \), 65% of the triplet molecules were excited to vibrational energies exceeding that of 5 CO₂ photons. Another lower limit is obtained by using the fast drop yield \( Y''_f = 0.4 \). The fast, 100 ns decay time corresponds to an energy of 9 CO₂ photons; thus a fraction 0.4 of the triplet molecules have absorbed more than 9 CO₂ photons. Since the decay times reported in Ref. 7 were limited to times longer than 300 ns, we extrapolated \( \gamma(E) \) using the following approximation:
\[
\gamma(E) = A e^{BE} + C, \tag{12}
\]
where \( A = 300 \text{s}^{-1}, B = 1.26 \times 10^2 \text{ cm}, \) and \( C = 82 \text{s}^{-1} \).

Information concerning the 10.6 μ direct MP vibrational excitation is limited due to the appearance of a thermal component. The dependence of the decay time of this component on the fluence of the CO₂ laser has been extensively explored and accounted for by Burak et al. The ground electronic state of biacetyl strongly absorbs the 10.6 μ radiation; the average number of photons absorbed per molecule (\( n \)) determines the rapidly established temperature of the ground state vibrational manifold through
\[
(n) \cdot \nu = (E_k) + \left( \int_{E_k}^{E_t} \rho(E) e^{-E/kT} dE \right), \tag{13}
\]
where \( E_k \) is the mean energy of unexcited biacetyl molecules. Since biacetyl molecules in the ground state constitute the major component in the triplet-ground state mixture, they may be regarded as a heat bath. When a thermal quasiequilibrium between the two vibronic manifolds is established the triplet molecules will decay with a thermalized rate constant (\( \gamma \)):
\[
\gamma = \left( \int_{E_k}^{E_t} \gamma(E) \rho(E) e^{-E/kT} dE \right) = \left( \int_{E_k}^{E_t} \rho(E) e^{-E/kT} dE \right), \tag{14}
\]
\[
dN/dt = -n \gamma N. \tag{15}
\]
An increase in the fluence will result in more photons absorbed, a higher heat bath temperature, and an increased decay rate (\( \gamma \)).

The instantaneous rise time of the 10.6 μ induced fluorescence signal does indicate some direct infrared excitation of the triplet state, in addition to that of the ground state. The overall transient behavior of the 10.6 μ signals is therefore determined by the following sequence of events. The CO₂ laser excites both the triplet and ground electronic states. While ground state molecules relax to a thermal distribution, the initial nonthermal triplet vibrational distribution relaxes towards the vibrational temperature of the heat bath. When a thermalization is achieved in a time \( \tau_{th} \), the residual triplet molecules which have not yet undergone a radiationless transition will decay with the thermalized rate constant (\( \gamma \)). The efficiency of the 10.6 μ radiation directly pumping the triplet state is considerably less than that of the 9.6 μ radiation. The fast, pressure independent decay component of the 9.6 μ induced signals is not observed for the 10.6 μ signals, indicating that a negligible fraction of triplet molecules is excited to the vibrational region where the condition \( \gamma(E) = k \) is fulfilled. The enhanced efficiency of the 9.6 multiphoton excitation might be related to the red shifting of the ground state IR vibrational spectrum in the triplet state of biacetyl. The relevant ground state spectrum (shown in Fig. 3) consists of the following three bands:

1. A strong absorption band centered at 1115 cm⁻¹ assigned to the \( \mathrm{CH}_{3} \) \( \alpha \), or \( \delta \), rocking mode.
2. A 945 cm\(^{-1}\) medium strength absorption band related to the \(\text{C}-\text{CH}_3\) \(b_s\) stretching mode.

3. A 915 cm\(^{-1}\) medium strength combination band due to the 539 cm\(^{-1}\) and 380 cm\(^{-1}\) \(b_s\) and \(a_g\) bending modes, respectively.

A partial analysis of the vibrational modes of the triplet electronic states has been carried out by Sidman and McClure.\(^{11}\) The frequencies of some of the analyzed modes are red shifted with respect to the corresponding ground state modes. It is therefore conceivable that the 1045 cm\(^{-1}\) red shift is due to the presence of \(\text{CH}_3\) rocking mode.

VI. MULTIPHOTON INDUCED IER PROCESS

The generation of induced blue fluorescence emission reported in this manuscript bears a close resemblance to the observation of induced visible emission due to the multiphoton excitation of ground state molecules. Emission induced by high fluence CO\(_2\) pulses has been observed from excited CrO\(_2\)Cl\(_3\) and FeCO\(_4\) samples. Jortner and Nitzan have explained the CrO\(_2\)Cl\(_3\) emission originating from multiphoton excitation to vibrational energy regions where the ground state manifold is scrambled with vibronic levels of an excited electronic state. It is therefore conceivable that the induced JER strips are populated by the multiphoton process with probabilities \(p(n)\).

The rate of photon emission \(I\) is the sum of the rates \(I_A\) and \(I_B\) contributed by molecules excited to regions \(A\) and \(B\) respectively. To calculate \(I_A\) it is convenient to subdivide region \(A\) into regions \(A_1\) and \(A_2\). \(A_1\) is the energy region of extremely sparse density of \(S\) levels, i.e., \(\Delta P_{n,PS} < 1\). Region \(A_2\) is characterized by \(\Delta P_{n,PS} > 1\). Both regions \(A_1\) and \(A_2\) are characterized by \(\Delta P_{n,PS} < 1\). The emission rate from region \(A_1\), \(I_{A_1}\), is given by

\[
I_{A_1} = N_A \gamma_S \sum \frac{f(n)}{N_A(E)} \frac{\rho(n)\theta'(E_n - E_{ST})}{\rho_G},
\]

where \(\gamma_S\) is the lowest integer fulfilling \(\gamma_S \pi \nu \omega_{CO_2} > E_{ST}\), \(\pi \nu \omega_{CO_2}\) is the boundary between regions \(A\) and \(A_1\), \(E_{ST}\) is the separation energy of the \(G\) and \(S\) origins, and \(N_A\) is the number of molecules in the laser field. \(\gamma_S/N_A(E)\) is the diluted emission rate from the contaminated \(j\) levels excited to the \(n\)th subregion. \(f(n)\) is the fraction of molecules within the \(n\)th subregion which are contaminated. \(\theta'(E - E_{ST})\) is defined through Eq. (20), except that the homogeneous width \(\Delta_{ST}\) is replaced by the power broadening width \(\Delta P\). The introduction of the step function \(\theta'(E)\) emphasizes the need for exact resonances in the \(A\) region; unless there exists an \(S\) level within the range \(\Delta P\) around \(E_n\), there can be no emissions from the excitation strip around \(E_n\).

In region \(A_1\) on the other hand, all the excitation strips contribute to the emission. The number of contaminated states within the excited \(n\)th region is \(\Delta P_{n,PS}\), and therefore

\[
I_{A_1} = N_A \gamma_S \sum \frac{f(n)}{N_A(E)} \frac{\rho(n)\Delta P_{n,PS}}{\rho_G},
\]

where \(\gamma_S \pi \nu \omega_{CO_2}\) is the boundary between regions \(A\) and \(B\), and \(f_n\) is estimated as

\[
f_n = \Delta_{ST}/\Delta P.
\]

Substituting (21) for \(f_n\) and \(\Delta_{ST}/\Delta P\) for \(N_A\) in Eq. (20) results in

\[
I_{A_1} = N_A \gamma_S \sum \frac{\Delta P_{n,PS}}{\rho_G} f(n).
\]

In contrast to the MP excitation in region \(A\), each excitation strip in region \(B\) contributes to light emission. Since all the \(j\) levels in this region are contaminated, \(f(n) = 1\). The rate of photon emission \(I_B\) is given by
\[ I_b = \gamma_s N_0 \left( \frac{\rho_s}{\rho_c} \right) \sum_p \frac{p(n)}{\sum_p p(n)} \]  

(23)

The accidental resonances in region \( A_1 \) are neglected, the um rate of photon emission will be given by

\[ I = I_{a1} + I_b = \gamma_s N_0 \sum_p \frac{\rho_s p(n)}{\sum_p p(n)} \]  

(24)

Since \( \rho_s/\rho_c \) is a slowly increasing function of the vibrational energy, \( E \), a lower bound \( I \) may be obtained or the photon emission rate from

\[ T = \gamma_s N_0 \left( \frac{\rho_s}{\rho_c} \right) \sum_p \frac{p(n)}{\sum_p p(n)} \]  

(25)

where \( \left( \frac{\rho_s}{\rho_c} \right) \) is the density of states ratio at the origin of the excited \( S \) state. Equation (25) can be used to estimate the plausibility of detecting emission due to a multiphoton induced IER process. We shall assume that the experiment is limited to detecting photons at a rate faster than \( 1 \text{ photon per s} \). Assuming \( N_s = 10^{12} \) and taking the \( \text{CrO}_2\text{Cl}_2 \) molecule values of \( \gamma_{2s}^T \) and \( \left( \frac{\rho_s}{\rho_c} \right) \) as \( 10^3 \text{ s}^{-1} \) and \( 10^{-4} \), respectively, one obtains that the minimum detectable fraction of molecules excited above \( \left( \frac{\rho_s}{\rho_c} \right) \) is \( 10^{-4} \). The \( \text{CO}_2 \) induced vibrational distribution of \( \text{CrO}_2\text{Cl}_2 \) is unknown, however, a value of \( 10^{-7} \) for the fraction of ground state molecules which have absorbed more than \( 20 \text{ CO}_2 \) photons does not seem implausible.

Equations (6) and (17) predict long radiative lifetimes for the emitting molecules under collisionless conditions. Indeed, \( 0.05 \mu \text{s} \), laser induced emission signals have been detected from \( 1 \text{ mTorr} \) \( \text{CrO}_2\text{Cl}_2 \) samples, much longer than the roughly \( 1 \mu \text{s} \), decay times of optically excited \( \text{CrO}_2\text{Cl}_2 \) molecules. In the induced visible emission is observed from high pressure samples, however, a rapid vibrational thermalization follows the excitation pulse, and the rate of photon emission is then given by

\[ I_b = N_s \gamma_s \exp \left( \frac{-E_s}{kT} \right) \]  

(26)

where \( T \) is determined by the average number \( \langle n \rangle \) of \( \text{CO}_2 \) photons absorbed per molecule. A collisional induced quenching has been observed for high pressure (> 1 Torr) of \( \text{F}_2\text{CO} \) and \( \text{CrO}_2\text{Cl}_2 \) samples. In terms of the IER theory quenching may occur only through the disappearance of the highly vibrationally excited molecules. The following processes may account for the observed quenching.

(a) An initial nonthermal vibrational distribution is established following the \( \text{CO}_2 \) laser pulse. The emission intensity characterizing this distribution is determined by Eq. (22). If this intensity is higher than the thermal emission intensity \( I_{th} \), determined by Eq. (26), a decay of the initial intensity toward \( I_{th} \) will be observed. This decay will be determined by the thermalization time of the system.

(b) A vibrational temperature is established during or following the \( \text{CO}_2 \) excitation process. The initial emission is determined by Eq. (26), in which \( T \) is replaced by a vibrational temperature \( T_v \). Due to the equilibration of the vibrational excitation with the rotational and translational degrees of freedom, \( T_v \) is cooled. Consequently, the emission decays toward a new value determined by the new temperature \( T_v \), common to all degrees of freedom. The difference between \( T_v \) and \( T_b \) will be significant provided that the vibrational heat capacity is equal to or less than the sum of the rotational and translational heat capacities.

(c) Once the temperature \( T_v \) is established, further cooling of the system proceeds only through thermal conductivity or infrared emission, with thermalization times of a few milliseconds. Unimolecular or bimolecular reactive channels could account for observed shorter lifetimes of the emission signals.

An expression for the fluorescence intensity from multiphoton excited vibrational distributions of triplet biacetyl molecules is obtained by replacing \( \gamma_s \) by \( \gamma_v \) and \( N_s^T \) in Eq. (25). Since \( N_s^T \), the number of triplet molecules prepared by the optical pulse is unknown, it is impossible to estimate the rate of the induced emission in the fluorescence region. Only a small fraction of the biacetyl molecules is trapped in the triplet state. Typical values of \( N_s^T \) in the present experiment are therefore much smaller than the value \( 10^{12} \) assigned previously to \( N_s^T \) of the chromyl chloride system. Despite the low values of \( N_s^T \), the detection of the fluorescence signals in this experiment is qualitatively explained in terms of the relatively high values of \( \left( \rho_s/\rho_c \right) \times 10^{-2} \) and the high value of \( \sum p(n) \), \( F(n) \), at \( 9 \times 10^{-5} \) achieved by the IR excitation.
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