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PREFACE

This document is the final report (CDRL A003) for the Metrics Enhancement
Study, contract number F30602-78-C-0216. The contract was performed in
support of the Air Force Systems Command Rome Air Development Center and

the U.S. Army Computer Systems Command Army Institute for Research in
Management Information and Computer Sciences.

The report was prepared by Mike Matsumoto and Jim McCall of the Sunnyvale
Operations, Information Systems Programs, General Electric Company. The
Program Manager was Gene Walters. Significant contributions were made by
Sue Ehnert and Bob Hassell.

Technical guidance was provided by Joe Cavano, RADC Project Engineer and
Dan Hocking, USACSC Technical Monitor.

The report consists of two volumes as follows:

Volume I Software Quality Metrics Enhancements
Volume II Software Quality Measurement Manual

Volume I provides a description of the research activities performed

during the contract. Volume II provides a manual describing how to apply
the metrics oriented toward quality assurance personnel.
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FURALIMTION

The purpose of this rescarch wes to rvefine an® enhance the scftware
quelity reasurement precess that was  criainally  decumented  in PARC
Th=-77-36%. The work cevered by this effcrt is centained in rwo
velumes, The Ffirst velurie  includes extensicns te the cencerts of
scfrware quality rmeasurement, analysis cof metric appliceriens and
validaticn of wetrics fov the cquality facrers rerrability and
maintainabilivy. Appendiv U of Volure I Sccuments all the chanes that
heave heen mrade to the scfrware cuality rectrics based cr cthe
exreriences cf this vesearch study.

The seccnd velume cof this report, A Scfrware Cuality Measurerent
vanaal, is  criented towavd rthe cunlity assurance process  and
icentifies how tc set cuality gcels, how and when te aryly scfrwarve
metvics and how te make a quality assessment.,

This effcrt was initiated in response te RANC TPPE, Scfrware Cost
Reducticn, in the area of OQuality Measurement. The effcrt was
ce-sponsered by the US Army Computer Systems Corranc, Prrmy Institute
for Research in Manacement Informmation and Cemputer Science.

This work was significant hecause iv verified that necrics cricinelly
develaped feor Air Force Command and Contuvcl applicaticns weve alsc
arplicebhle te Army Manaqement Informaticn System appriications. It is
anticipate? that the metries will be arpliceble te other envircnments
as well. In eo&ddition, the nowmalizeticn functicns develeped fcr
pertabilicy’ increases the degree of cenficdence that can be placed on
the quality measurencnts. The fruicful results of this sctody sheuld
rrove tc bhe c¢f qreat Al in corplementine existino software qualivy
assurance technigues by previding quantitative quality descripticns of
software during the develcrient cycle itself.

JOSFP; P. CAVANC

Project Fnoineer
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SECTION 1
INTRODUCTION f

1.1 REPORT OVERVIEW

The Metrics Enhancements task, contract no F30602-78-C-0216, was conducted

in support of the Air Force Systems Command Rome Air Development Center's

(RADC) and U. S. Army Computer Systems Command's (USACSC) missions to

investigate, sponsor, and develop techniques which enhance the development

of high quality software. The inputs for this effort, the background of

previous related work, the task objectives, and the scope of this final ;
report are described in this section.

1.1.1 OVERALL TASK OBJECTIVES

The major goal of this research effort was to further test the feasibility
and validity of the concept of software quality metrics established during
the Factcrs in Software Quality Contract, Contract number F30602-76-C-0417.
In order to accomplish this goal, the following tasks were performed (fig-
ure 1.1-1).

1.1.2 TASK 1: ANALYSIS OF SOFTWARE QUALITY METRICS

The initial task involved analysis of the set of metrics established in
RADC TR-77-369 for applicability to a Management Information System (MIS)
software production environment. The analysis consisted of an evaluation
of each metric with respect to MIS applications and the COBOL programming ‘
language, and was based on lessons learned from the previous effort. In 8
performing the analysis, the products produced during typical software
developments were identified and the metrics related to those products
here assessed for applicability. In order to provide a complete evalua-
tion of the applicability of the concept of software quality metrics to an

[ v MIS environment, an evaluation of the differences in quality requirements
: between Command and Control (Cz) applications and MIS applications was made.
: The results of this task are in section 2 of this report.

g
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1.1.3 TASK 2: VALIDATION OF THE METRICS

The methodology established in RADC TR-77-369 was utilized to apply the
metrics to the USACSC Modernized Army Research and Development Information
System (MARDIS) development data base as a typical MIS application and to
th General Electric/Integrated Software Development System (GE/ISDS) main-
tenance data base (see Appendix A for brief descriptions of these data
bases) as a typical software support system. In this context the data
bases refer to all of the documents, flowcharts, and source code assocfated
with the development effort for these systems. The establishment and vali-
dation of normalization functions (the mathematical relationships which
relate metrics to ratings of the various quality factors) for factors which
were not validated previously were given most attention. Based on the
application of the metrics and the validation process, further refinements
to the metrics were made. The results of this task are in section 3 of
this report.

1.1.4 TASK 3: DEVELOPMENT OF PROCEDURES

Based on the experience gained during the validation, detailed guidelines
and procedures were developed for applying the metrics. These guidelines
and procedures are oriented toward application by Quality Assurance (QA)
personnel and interpretation of the results by program managers. These
results may be seen in the Software Quality Measurement Manual, an attach-
ment to this report.

1.1.6 SCOPE OF FINAL REPORT

This final report represents satisfaction of CDRL AGO3 of the Metrics
Enhancements contract. It describes the technical effort and results of
the previously mentioned tasks. The report includes a description (sec-
tion 3) of the following:

e Identification of difference in quality requirements between
typical C2 and MIS applications.

o Description of documentation produced in Air Force and Army
software developments

1-3




Review and refinement of software quality metrics in light of
MIS applications

Extensions of the concept of software quality metrics.
Results of a validation of metrics using an Army MIS system
and a software support system.

1.2 THE CONCERN FOR SOFTWARE QUALITY

A brief review of the evolution of major areas of concern in the software
engineaering field over the last decade and the direction of research pursued
as a result of that concern provides support and a historical perspective of
the current emphasis on software quality,

The genesis of software engineering and structured programming, in terms of
community-wide recognition and publication in the literature, is usually
traced to the 1968 NATO Conference on Software Engineering and Edsgar
Dijkstra. At that conference, Dijkstra noted how encouraging it was to see
the extremely well-qualified attendees admitting that problems existed

in the development of software. He felt that the first step towards solving
the problem was recognizing the problem [DIJE69]. The direction of the
research community during this time period was toward solidifying the con-
cepts of software engineering and structured programming, and identifying
the problem areas of software development [BOEB73], [STR74].

The Symposium on the High Cost of Software in 1973 sponsored by the three
Services can be viewed as another key event in the expression of major
concerns in the software community, During this conference, the problem

of the high cost of software and the increasing proportion of system devel-
opment costs attributed to software were the focal points [PR073]. The
direction of research in the ensuing years emphasized improving the pro-
ductivity of programmers. This direction manifested itself in the develop-
ment of tools and aids to assist in the very labor-intensive process of
software development. While many significant results have been achieved

in this area, the attack was on a symptom (high costs) rather than a problem,
and in an area which provided relatively low leverage. Programming has been

1-4
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shown to only account for approximately 20% of the total software develop-
ments cost (Design 40%, Test 40%).

The International Conference on Reliable Software in 1975 was the forum of
a sharper focus of concern [PRO75]. Here the theme was software reliabil-
ity and the concern for the very critical problem of unreliable software.
During this time period, the research community responded with error data
collection efforts, error classification studies, reliability modeling
studies in an attempt to bound and define the problem, Many of these
efforts are currently beginning to show results,

Each step mentioned above has provided some progress. Products of this
research during the past decade have had significant impact on the way we
develop software. Where have we evolved since that point? What are the
major research concerns today? 1979 finds us looking at a larger problem -
the quality of our software systems. The quality of software, a part of
which is reliability and a measure of which is cost, has become a major
concern because it has been recognized that software costs do not end at
delivery. The concern now is for life éyc]e costs, total costs, and user
satisfaction throughout the life of the system, not just at delivery.

Life cycle management and life cycle costs have become the major concerns.
The leverage in this approach can be seen in statistics that identify 60 to
80% of life cycle costs as being post-delivery costs. Thus, a major direc-
tion in research today is software quality with a perspective on software
from a life cycle viewpoint,

The software quality metrics concepts which are the subject of this report
provide a mechanism for addressing software life cycle considerations.

1.3 FACTORS IN SOFTWARE QUALITY TASK

This effort is a continuation and extension of research in software quality
metrics sponsored by RADC, contract no. F30602-76-C-0417, In that

previous effort a framework for addressing the subject of software quality
and its measurement was established. This framewo.k, shown in figure 1.3-1,
has three levels. At the highest level, the level at which management

1-5
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and users interface with the framework, are management-oriented terms
identifying the major aspects of software quality. These terms, called
quality factors, are shown with their definitions in table 1.3-1. At
the next level, sets of attributes of the software which contribute to
the characteristics represented by the quality factors are identified.
Then, at the lowest level, are quantitative measures, metrics, of those
attributes. Al1 of the attributes, or criteria, are shown in figure 1.3-3
as they relate to the factors. The metrics are discussed later in sec-
tion 2. This framework and the definitions represent an hierarchical
definition of software quality, the hierarchy involving different levels
of detail and different orientations or viewpoints of software quality,

Another product of the previous effort was the establishment of a method-
ology for the validation of the metrics. This methodology consists of
the following steps:

(1) Application of the metrics to the products generated during a
software development. The products include documentation such
as requirements specifications, design specifications, test
plans, users manuals, as well as the source code.

(2) Utilizing development and operational historical data, rating
of the software by quality factor can be derived, Using these
ratings as dependent variables and the values obtained from the
application of the metrics as independent variables, a multi-
variate regression analysis can be performed. The resulting
equation, a normalization function, provides a mathematical
relationship between the metrics and the quality factors.

(3) Validation of these normalization functions was performed by
plotting the same data (ratings and metric values) for other
systems or modules and deciding whether they fall within a 90
percent confidence interval, The 90 percent confidence interval
was chosen as the validation criteria because it provides suf-
ficient precision for analysis to be done using the normaliza-
tion functions.
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Table 1.3-1 Software Quality Factors

i i i

FACTORS DEFINITIONS
CORRECTNESS Extent to which a program satisfies its specifications
and fulfills the user's mission objectives.
RELIABILITY Extent to which a program can be expactad to perform its
intended function with required precision.
INITIAL
PRODUCT EFFICIENCY The amount of computing resources and code required by a
OPERATION
program to perform a function.
INTEGRITY Extent to which access to software or data by unauthor-
{zed persons can be controlled.
USABILITY Effort required to leam, operats, prepare fnput, and
interpret output of a program.
LIFE
CYCLE MAINTAINABILITY Effort required to locate and fix an error in an
STAGES
operational program.
PRODUCT TESTABILITY Eft 1 i it perf
REVISTON ort required to test a program to insure it performs
its intended function.
FLEXIBILITY Effort required to modify an operational program.
PORTABILITY Effort required to transfer a program from one hardware
configuration and/or software system environment to
another.
PRODUCT REUSABILITY Extent to which a program can be used in other applica-
TRANSITION R - 4 progr v applica
tions - related to the packaging and scope of the
functions that programs perform.
INTEROPERABILITY Effort required to couple one system with another.




CORRECTNESS

| Traceability | [ Consistency | | Completeness |

Cromrd |

| Error Tolerance | | Consistency | | - Accuracy | |  stmplicity |
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| Execution Efficiency | Storage Efficiency |
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O Factor @
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| Access Control | | Access Audit |

Training | | Communicativeness | | Operability |

Simplicity | [Conciseness | [wodularity | [Saif-Descriptiveness | *"

1329A-2 ;
Figure 1.3-3 Relationship of Criteria to Software Quality Factors
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Figure 1.3-3 Relationship of Criteria to Software Quality Factors (continued)
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This methodology is illustrated in figure 1,3-4,

e e . -

Two other results of the previous effort were the identification of auto-

mated support tools which could be utilized to apply the metrics and the
documentation of a preliminary handbook. The handbook was oriented toward \
an acquisition manager and described our concept of software quality and
three approaches (each one more detailed than the other) for specifying
and measuring software quality. These results are the assumed starting
point for this current effort.

This previous research indicated that the concept of measurable software
quality was a pragmatic approach to improved software. However, the
experience with the metrics was limited to the command and control environ-
ment of the Air Force. Major differences exist in the factors essential

to software quality between a Command and Control (Cz) System and a Man-
agement Information System (MIS). In the former, the emphasis may be on

i reliability and efficiency; in the latter, the emphasis may be on porta-

' bility and maintainability. These differences require that additional
experience be gained in the use of metrics in other environments and with

different applications.

An additional deficiency exhibited by the previous research in software quality ¥
that a broad based confidence in all of the quality factors/metrics had

L not been achieved. The two Air Force software systems used in the previous
A study had not experienced some of the activities necessary to validate
metrics related to certain quality factors. As an example, neither system
had been moved to another environment and therefore none of the metrics
associated with the quality factor, portability, were able to be validated. ;
The USACSC's recent experience in transferring systems to other hardware
: environments and investigation into the portability of software provided
! an excellent basis for validation and refinement of the metrics related
to portability.

S m s o At s WERS ap RS
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The USACSC Modernized Army Research and Development Information System (MARDIS) .
data base affords an excellent testbed for the application of software
metrics in an MIS environment., In addition to utilizing the MARDIS system
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as an example of an MIS system, a state-of-the-art software support system
(GE/ISDS) developed at GE/Sunnyvale was also analyzed. This system was
transferred to a number of GE locations and data was collected on the
effort required to accomplish the transfer. Utilization of this data pro-
vided experience in applying the metrics to a sof‘ware support system
environment and allowed additional validation of metrics related to port-

ability and maintainability.
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1.4 SUMMARY OF FINDINGS 1
1 As a result of the metrics Enhancement study the following conclusions

can be stated (reference is made to paragraphs in this report providing
supporting data):

1) The framework established in RADC-TR-77-369 is applicable to
other environments and provides a useful life cycle management _
viewpoint to software system requirements specification (2.2) ! k

i 2) The metrics established in RADC-TR-77-369 have now been applied

‘ to two JOVIAL command and control systems (~ 40,000 lines of
code), to a financial management information system (~ 54,000
lines of code), and to a FORTRAN software support system
(~ 20,000 lines of code) (3.1)

3) The metrics and the metric worksheets created for their manual _
application provide a quantitative evaluation tool for quality 3 L
assurance personnel (2.6.3, 3.3.1 Vol. II), ]

4) Sensitivity Analyses based on the quantitative measures provide P
an immediately applicable quality assurance technique (3.3.2)

5) The concept of Software Quality Metrics is supported by statis-
tical analyses although because of limited samples, further @
research is needed before a high degree of confidence can be
placed on the mathematical relationships established to date
(3.3.3)

6) Because techniques derived during the software metric research
seem to have potential as quality assurance tools, a Software
Quality Measurement Manual has been developed to provide
guidance for establishing quality goals for a software develop-

P ment and measuring the programs toward those goal during the 4

) development (Vol II). Rf
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SECTION 2

EXTENSIONS TO THE CONCEPTS OF SOFTWARE QUALITY METRICS

2.1 INTRODUCTION

Recent literature in the field of Software Engineering has placed increased
importance on Life Cycle Management. The realization that software has
become the most expensive factor in computer systems has caused the emphasis
on the efficient management of the software life cycle.

Throughout this report we will discuss the concept of software quality in
the context of the MIS environment and the C2 environment, In terms of
extending these concepts to a full program for the management of the quality
of software, however, we may take different perspectives on the nature of
software systems. These perspectives are normative and based on the goals
of the organizations which develop software; they should not be construed

as absolute pronouncements on the nature of software,

2.2 PRODUCTS AND SERVICES

Software developers have a tendency to view programs as static, finished
products once they have gone into the operational phase of the Tife cycle.
Most of us, however, are well aware of the fact that this is a chimera, that
in fact, software has a complete life cycle and goes through maintenance and
enhancement phases before its final obsolesence.

Users of software systems have a different outlook. Software usually per-
forms a service for the user and, developers then become the providers of
the system which provides the needed service.

In the C2 environment, where software systems generally are part of larger
(embedded) systems, the product orientation is a convenient one which allows
programmers, engineers, and users to manage the 1ife cycle with respect to
the product in which the software is embedded.

Of particular importance in the MIS environment, however, is the fact that
the development staff almost invariably acts as a support unit to the
primary function of the organization. For the most part, the programs are

2-1
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not in themselves the products which the user organization ultimately
produces. In this sense, the developer's staff performs a service for the
rest of the organization, and so the task of the developer's staff is one
of providing that service to the functional (user) components of the _
organization. User components are not in themselves interested in the
technical aspects of programming, or even in that of systems analysis,

but in the systems provided to them, and the way those systems service
their needs.

This is significant for the reason that the user will make systems decisions
based on only one criterion from the developer's viewpoint. If the system
adequately serves the needs of the user, even if the system is of low tech-
nical quality, the user will be hesitant to authorize expenditures for a
replacement system whose quality is much higher, and which might provide
better service. Similarly, if the system does not supply adequate service
to the user, and will entail significant replacement costs as well as tech-
nical complexity, the user will more readily authorize the expenditure of
funds in order to alleviate his immediate need for adequate service. Thus,
while the developer sees the quality of the system in many lights, in terms
of error rates, error tolerance, readability, ease of debugging, etc., the
user perceives the system in only one way - how well it meets his needs.

To the developer, these characteristics obviously have a cumulative effect

on the user's perception of the quality of the system, but for the most part
user's do not have this awareness since it requires that they have some
exnerience in the technical aspects of systems development in order to be
aware of the problems associated with the task. It is the responsibility of
the developer to be aware of the user's needs, his perception of what a qual-
ity system is and to develop the system in consonance with those perceptions.
This often is not a simple task, since perceptions can change in time. Thus,
a user may gain maturity in his appreciation of systems if exposed to "user-
friendly" systems, or may become less systems oriented after being exposed

to systems which are difficult to work with,

2-2




L g, B T o

R
T

=

e

" '3&'**\'}“ N 1

St
-4

At the highest level of our quality metric framework, some of the required
translation between user and developer can be accommodated. The quality
factors show relevancy of technical aspects of the software to the user's
needs over the 1ife cycle of the system. Utilizing the factors, the user can
appreciate the impéct of a system which is unreliable, or hard to maintain,
or hard to change. The user sees this impact in terms of cost, the user's
ultimate measure, and its effect on the service the system provides,

Thus, it is beneficial to organizations to view software developers as pro-
viders of services over long period of time, Many large management infor-
mation systems are developed with planned life spans of ten years, The
enchancement or rewrite of such systems are large undertakings requiring

the investigation of down-stream processing impact. If one views software
systems as services, then one can view such problems in light of their impact
on the provision of service to users and customers, thus on the entire
organization, rather than on individual modules or subsystems. This enables
managers to make more rational decisions based on an overall organizational
viewpoint. ‘

An important point to note, related to the nature of organizations, is that
change is unavoidable, Military organizations and systems change as missions
change and it follows that information systems which they use must change
with them.

A corollary to this is the fact that the tendency of software managers to
engage in "“plant protection." i.e., trying to avoid changing software systems
if at all possible (while positive in some instances) can have a detrimental
impact on the overall goals of the organization.

Products go away after a time. Sometimes the life span is long, such as the
B-52 or the Volkswagen "Beetle, " but eventually they are replaced by new
products. The need for specific services lasts a very long time. This long
life span is a problem which an awareness of the service perspective gives
in the application of quality metrics. The use of metrics throughout the

2-3
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the life cycle gives us a method for effectively specifying and moni toring

the delivery of service to the user during the operational/maintenance
phase of the life cycle.

2.3 CLASSIFICATION OF METRICS

The actual measurement of software quality is accomplished by applying
software metrics (or measurements) to the documentation and source code
produced during a software development. These measurements are part of
the established model of software quality and through that model can be
related to various user-oriented aspects of software quality.

The metrics can be classified according to three categories:

¢ anomaly-detecting
¢ predictive
® acceptance

Anomaly-detecting metrics identify deficiencies in documentation or source
code. These deficiencies usually are corrected to improve the quality of
the software product. Standards enforcement is a form of anomaly-detecting
metrics.

Predictive metrics are measurements of the logic of the design and imple-
mentation. These measurements are concerned with form, structure, density, and
complexity type attributes. They provide an indication of the quality that
will be achieved in the end product, based on the nature of tne application,
and design and implementation strategies.

Acceptance metrics are measurements that are applied to the end product
to assess the final compliance with requirements. Tests are a form of
acceptance-type measurements.

The measurements contained in Appendix B are either anomaly~detecting or
predictive metrics. They are applied during the development phases to

assist in identification of quality problems early so that corrective actions
can be taken early when they are more effective and economical,

2-4
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The measurement concepts complement current Quality Assurance and testing
practices. They are not a replacement for any current techniques utilized
in normal quality assurance programs. For example, a major objective of
quality assurance is to assure conformance with user/customer requirements.
The software quality metric concepts described in this manual provide a
methodology for the user/customer to specify life-cycle-oriented quality
requirements, which are usually not considered, and a mechanism for measuring if
those requirements have been attained. A function usually performed by
quality assurance personnel is a review/audit of software products produced
during a software development. The software metrics add formality and
quantification to these document and code reviews. The metric concepts
also provide a vehicle for early involvement in the development since there
are metrics which apply to the documents produced early in the development.

Testing is usually oriented toward correctness, reliability, and performance
efficiency. The metrics assist in the evaluation of other qualities like
maintainability, portability, and flexibility.

2.4 COMPARING METRICS, WALK-THROUGHS AND INSPECTION

Over the past ten years, a number of different quality assurance or soft-

ware design methodologies have been developed in response to the problems
which both the Government and the private sector have experienced in obtaining
and producing quality software. In a field as complex as software engineering,
the dogmatic adherence to one or another methodology is counter productive;

as methodologies evolve in response to the problems, borrowing and sharing

of ideas produces hybrids which will be more capable of coping with the

problems.

Two methodologies related to software metrics are Code Inspections and
Structured Walk-throughs., Both were originally developed to aid in what

is essentially the quality assurance function. In this section we will com-
pare them with software metrics and point out their shared strengths and
weaknesses and the stages of development during which they are most effec-
tively applied.

-




CODE INSPECTIONS

The Code Inspection technique was developed by Fagan [FAGM76]. It has primarily
one purpose, finding errors in design or code. The methodology associated

with code inspections consists of conducting a series of inspections

during the software development, one at the completion of the design stage,

one at the completion of coding, and subsidiary ones (e.g. publications
inspections) throughout the 1BM-defined levels of programming process
operations.

Fagan divides the “"programming process" into three different subprocesses
(or "miniprocesses): Design, Code, and Test. A seperate unnamed sub- 1
process consists of a statement of objectives. Each subprocess is divided into
"Levels". There are nine levels, numbered 0 through 8. The purpose of code b
inspections is to control the programming process by determining when "exit ‘
E criteria" for a particular subprocess or level are satisfied. The major
inspections occur at the completion of Design and Code subprocesses.

"Reworking" of the unit when errors are found in any level or subprocess F
must be done before it can be claimed to be completed,

Code inspections concentrate on error detection and correction through a
formally defined "process-control® methodology.

WAL K-THROUGHS

Design Walk-Throughs have no agreed upon structure common to all groups which
é o make use of them. In some installations, the Walk-Through is structured

' like the Code Inspection, in others there is little or no structure. The
primary idea, however, is the same everywhere, and that is peer-review of the
system design and coding. Walk-Throughs can be conducted at both the design
stage and during coding.

These peer-reviews ane generally conducted as a team meeting, with representa-
tives of the designers (and coders in a code walk-through), sometimes manage-

ment and users. The purpose is to subject the design (or code) to a critical

evaluation.

=X 5
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IBM defines eight basic characteristics to the Walk-Through [IBM 74]:

Arranged and scheduled by developer

Not used for employee evaluation

Participants include all involved areas

Should have a defined set of attainable objectives

Review materials distributed in advance of meeting and reviewers

should come prepared with questions

e Roles of reviewers and tasks to be performed are known to
participants

¢ A moderator controls the course of the Walk-Through and compiles ii
the 1list of errors and inconsistencies to be acted on ‘

e Problem resolution takes place outside of the Walk-Through

INSPECTIONS, WALK-THROUGHS AND METRICS
The application of software metrics is not meant to supplant useful methods

of quality assurance such as Code Inspection and Walk-Through, but to be
used in conjunction with them as part of an intergrated program. Soft-
ware metrics as we have noted previously have both anomaly-detecting and
predictive characteristics, in addition to those which may be classfied

as acceptance metrics.

Code Inspections and Walk-Throughs are oriented towards anamoly-detection.

They can be very useful during certain phases of the development life cycle.
They are development team techniques. The metrics, on the other hand, not

only can be used by the development team but also can be used by the acquisition
A complete comparision between metrics,

manager as acceptance criteria.
walk-throughs, and code inspections is shown in Table 2.4-1, Part of this

table was excerpted from [FAGM 76]. A comparision of walk-throughs and
code inspections based on a classroom experiment was presented in [MYEG 78].
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TABLE 2.4-1
{umparison of Key Properties of Inspections and Walk Thrus and Metrics
Properties Inspection Walk-Thru Metrics
1. Formal Moderator Training Yes No No
2. Definite Participant Roles Yes No Yes
3. Who "Drives" The Insp. or Moderator Owner of Quality
W-T Material Assurance
(Designer Group
or Coder)
4. Use "How to Find Errors"
Checklists Yes No Yes
5. Use Distribution of Error
Types to Look For Yes No Yes
6. Follow-Up to Reduce Bad Fixes Yes No Yes
7. Less Future Errors Because of
Detailed Error Feedback to
Individual Programmer Yes Incidental Yes
8. Improve Inspection Efficiency
From Analysis of Results Yes No Yes
9. Analysis of Data Process
_ Problems Improvements Yes No Yes
10. Lifecycle Impact and
Applicability? Partial No Yes
11. Quantification of Results
For Comparative Purposes No No - Yes
12. Prediction of Quality Level
Based on Current Analysis Methodology
and Figure of Merit? No No Exists
13. Formal Definition of Quality
(Factors, Attributes)? No No Yes
14, Formal Validation of Concept | Partial (lack
Carried Out? of quantifiable
results makes
it difficult to No Yes
statistically
validate)
15, Formal Methodology for
Application Developed? Yes No Yes
16. Applicable in Different
Environments Yes Yes Yes
2-8
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2.5 METRICS AS A QUALITY ASSURANCE MIS

Current Quality Assurance programs include configuration management systems
which control versions of the software and modifications to baselines. A ;
problem report control system is usually a part of many of these systems
with which problem reports are formally logged, reported, and closed.
These tools have aided quality assurance personnel not only by providing
automated support to activities that are performed during a development
but also from a historical viewpoint. They provide a data base from which
analyses of error types and error rates can be made. Based on these anal- f
yses, the emphasis of testing can be changed during future developments. i

In a similar manner, the metrics data provides a profile of the technical
aspects of the software. Such data as number of lines of code, number
of comments, number of paths through a module, etc. also provides a ;
data base from which analyses can be made to better orient the quality
assurance program to controlling the quality of the software produced.

The control is imparted by audits, standards and conventions, and tests,
Emphasis in each of these activities can be oriented based on past develop-
ment experiences. The metric data base base provides hard data upon which
to base the reorientation rather than basing it on subjective feelings.

oy

T aiad

E § Thus the metric data are not only useful during a development as indicators
SR of the quality being achieved but also complement configuration management
f#, g and problem history data as a quality assurance management information
‘ } system. The retention of the metric data in machine readable form is
; a key to the utility of the data for this purpose.
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SECTION 3

ANALYSIS OF METRIC CONCEPTS IN O-HER ENVIRONMENTS

3.1 APPROACH

The analysis of the applicability of the software quality metrics to
environments other than the command and control environment in which the met-
rics were intially developed is a two-step process. The first step involves
an assessment of the new environment and its real attributes (system life
cycle, users needs, and development environment), a comparison or derivation
of an analogy between these real attributes with those of the C2 environment,
and an evaluation of how well the model of software quality represented by
our framework and definitions fit this new environment. This process is
shown in figure 3.1-1.

The evaluation process represents the derivation of an hypothesized analogy
between the model of software quality developed for the C2 environment and
a broader, more general model (the refined model) which subsumes both the
C2 and MIS environments. This latter model has its basis in certain
observed characteristics (real attributes), which are common to both the C2
and MIS environments. This analysis was performed as Task 1 of this research
effort and is the subject of this section of the report. In actually con-
ducting this evaluation, we proceeded by analyzing the applicability of
each factor, then each criterion and finally each metric. The number of
changes made to the model will be shown to be minimal, primarily because a
goal of the previous effort was to establish metrics which were language
independent.

The second step was performed during the final phase of the research effort.
This step involved the direct application of the same methodology used
during the previous effort to apply the metrics and mathematically validate
their correlation with the qualities of the system as represented by its
operational and maintenance historical data. The results of this step are
contained in the next section.

3-1
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3.2 SOFTWARE QUALITY REQUIREMENTS SURVEY
In order to perform a thorough evaluation of the applicability of the

software quality metrics to other development environments, each level of
the framework must be investigated in 1ight of the peculiarities of each
particular environment. This section describes the approach and the results
of our evaluation at the quality factors level.

At this level, an evaluation of the applicability of the quality factor to
the particular environment is necessary. Each of the eleven quality factors
were evaluated with respect to the Army Computer Systems Command development
environment and particularly the development of the MARDIS system. There
were no indications that any new factors were necessary. Each of the current
factors seemed applicable. In evaluating the support software system, the
same conclusions were made.

It would be naive, however, to expect that those factors which are critical
to one environment would be equally critical to another. In fact, much can
be learned about a system and the usefylness of the software quality metrics
concepts by simply looking at the differences between systems in 1ight of
the quality factors. For example, in paragraph 3.2 of RADC TR-77-369, the
importance of the individual quality factors was discussed in relationship
to various examples of systems, ranging from testbed or R&D laboratory
systems to airborne avionics and manned spacecraft. To accomplish this
evaluation during this effort, a brief survey (see table 3.2-1) was provided
to personnel at the Air Force Electronics Systems Division (ESD). The
intent of the survey was to solicit the viewpoints of personnel concerning
which quality factors are important to the particular system on which they
are currently working. Most responses from ESD involved indications and
warning systems.
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Table 8.2-1 Software Quality Requirements Survey Form

1.

2.

4.

The 11 quality factors listed below have been isolated from the cur-
rent literature. They are not meant to be exhaustive, but to reflect
what is currently thought to be important. Please indicate whether
you consider each factor to be Very Important (VI), Important (I),
Somewhat Important (SI), or Not Important (NI) as design goals in the
system you are currently working on.

RESPONSE FACTORS DEFINITION
CORRECTNESS Extent to which a program satisfies its

spacifications and fulfills the usar’s
mission cbjectives.

RELIABILITY Extant to which 2 program can be expectad
to perform its intended function with
required precision.

eFFICIENCY The amunt of comouting resocurces and code
required by a program tc perform a function.

INTEGRITY Extant to whicn accass to software or data
by unauthorized persons can be controlled.

USABILITY tffort required to learn, operata, prepare
input, and interoret gutput of a Jrogram.

MAINTAINABILITY gffort required 20 locate and fix an ervor
in an operational program.

TESTABILITY Effort required to test a program to0 insure

) - {t performs i{ts intended function.

FLEXIBILITY Effort required to mdify an goeracional
program.

PORTABILITY Effort required to transfer a program from

one hardware configuration and/or software
system environment 0 another.

REUSABILITY Extant to which a program can be used in other
applications - related t3 the sackaging and
scope of the fynctions that programs pervorm,

INTEROPERABILITY Effort required t0 couple one systam with
anothar.

What type(s) of application are you currently involved in?

Are you currently in:

1. Development phase
2. Operations/Maintenance phase

Please indicate the title which most closely describes your position:

1. Program Manager

2. Technical Consultant
3. Systems Analyst

4. Other (please specify)




The survey sheet that was sent to ESD was also distributed to several
projects in process at our location. These projects represent command
and control, support software, and simulation applications.

Thirty-nine responses were received. The profile of these responses
by type of application is shown in table 3,2-2

Table 3.2-2 Response Type Profile

NO. TYFE COUNT
1 SUFFORT SOFTWARE é
2 SIMULATION o]
4 COMMAND & CONTROL. 4
6 INDICATIONS §& WNG 24

The responses were grouped by type of application initially. For each type,
the responses were summed, averaged and a standard deviation for the range of
responses for the ratings of the quality factors was calculated. Factors
were rated very important, important, somewhat important, or not important as
design goals by each respondee. These ratings were given the values

four (4) through one (1) respectively.

Histograms of the responses by type of application were also generated for
visual comparison between types.

The responses were then grouped by the phase the responder had participated
in with respect to the subject system. For each phase the sum, average

and standard deviation of the responses were calculated. Twenty responses
were grouped in the development phase and 19 were grouped in the maintenance
phase.

Histograms were generated for comparison between the two phases.

The results of the analysis are given in the following paragraphs.
3-5
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3.2.1 SUPPORT SOFTWARE
Tables 3.2-3 and 3.2-4 give the sum, average and standard deviation for 6
responses about a software development support system which has been deve-
loped in Sunnyvale. It is operational and has been distributed to a number
of different sites on a number of different hardware configurations. The
concern for usability reflects the requirement that the system will be
"user-friendly" enough to be an effective development tool., Similarly,

the concern for portability represents the difficulty of the conversion
process and the desire to transfer the system to a number of GE develop-
ment environments. Reuysability is important in this environment because it
is part of an R&D effort in which prototype tools are developed and
evaluated. Those capabilities which users identify as worthwhile are kept
and further developed into a final product. The ability to "reuse" parts
of the software is important.

Table 3.2-3 Summary By Type - Support Suftware
Sum of Scores For 6 Samples

USARIL.ITY Pl
RELIARILITY 21
MAINTALINARILITY 21
FORTARILITY 2
CORRECTNESS 2
REUSARIL.ITY 20
FLEXIRILITY 19
TESTARILITY 18
INTEROFERARILITY 18
EFFICIENCY 10
INTEGRILTY 8

Table 3.2-4 Summary By Type - Support Software
Average of Scores For 6 Samples With STD Deviation

USARILITY .83 0. 41
RELIABILITY 25 0. 5%
MAINTAINARILITY X% 0. 58
FORTABILITY X5 0. ¢
CORRECTNESS X33 0.3
REUSARTLITY XXX 0. a2
FLEXIBILITY 317 0.
TESTABILITY P 0.8
INTEROFERARILITY 2% 1.<
EFFICIENCY 1.67 0.".
INTEGRITY 1. 33 O al
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3.2.2 SIMULATION
Tables 3.2-5 and 3.2-6 provide the results of 5 survey responses for a simula-
The system is utilized as a planning tool
The high requirements for correctness and reliability represent
the fact that the output of the simulation system assumes a critical role in

the planning and operation of the actual system being simulated.
for usability reflects that system's use by analysts and the importance given
to its interaction with customer-users.

tion system developed in Sunnyvale.
by analysts.

Table 3.2-5 Summary By Type - Simulation
Sum of Scores For 5 Samples

CORRECTNESS
RELIARILITY
USARILITY
MAINTAINARILITY
TESTARILITY
FLEXTRILYTY
EFFICIENCY
INTEGRITY
INTEROFERARIL.ITY
FORTARILITY
REUSARILITY

Table 3.2-6 Summary By Type - Simulation

20
<0
18
16
14
14
12

10

]

Average of Scores For 5 Samples With STD Deviation

CORRECTNESS
RELIABILITY
USABRILITY
MAINTAINARILITY
TESTARILITY
FLEXIRILITY
EFFICIENCY
INTEGRITY
INTEROFERARILITY
FORTARILITY
REUSABTLITY

= e RGN D D
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The simulation system is an operational system. Thus maintainability is
also an important concern. In addition, for certain analyses, modifications
are required. Therefore flexibility and testability are also important.

3.2.3 COMMAND AND CONTROL

Tables 3.2-7 and 3.2-8 provide the results of the four responses related to
satellite command and control systems which have been developed or are being
developed in Sunnyvale. The fact that correctness, reliability, and testability
are all rated very high tends to reflect the fact that the C2 software is crit-
jcal to the success of the mission of the system. The systems, once developed,
are also maintained by GE for the Air Force, undergo major revisions and

operate on relatively small (in Storage) machines. These characteristics

are represented by the high rankings given flexibility, efficiency, and
maintainability. ‘

Table 3.2-7 Summary By Type - Command & Control
Sum of Scores For 4 Samples

CORRECTNESS 16
RELIABILITY 1%
TESTARILLTY 15
FLEXIRILITY 13
iZFFICTENCY L
MAINTAINARILITY 1e
USARIL.ITY 10
INTEGRITY ]
REUSARILITY &
INTEROFERARILITY &
FORTARILITY ]

Table 3.2-8 Summary By Type - Command & Control o
Average of Scores For 4 Samples With STD Deviation

CORRECTNESS 4 0
RELTABTLITY 375 O
TESTABILITY X7 O
FILEXTBILLTY 30 O
EFFICIENGY X noap
MATNTATNABTLITY % 0.8z
LSARILITY 2 O oER
FNTEGRLTY 2 Lo
KIEUSARTL ITY 1. 1
ENTEROFERAKILITY Lo L
FORTABTL LT LoD D

hbiidikanne L




3.2.4 INDICATIONS AND WARNING

Tables 3.2-9 and 3.2-10 present the results of the 24 survey responses received
from ESD. The results are similar to the Command and Control software except for
the high ratings given interoperability and usability. The requirements for
effective man-machine interaction and system to system interaction so important
to an indications and warning system is expressed by these ratings.

Table 3.2-9 Summary by Type - Indications and Warning
Sum of Scores for 24 Samplas
CORRECTNESS ?3
RELIARILITY 2?0
MAINTAINARILITY 7%
INTEROFERARILITY 73
USARILITY 72
TESTABILITY 72
FLEXIBILITY 70
INTEGRITY 67
EFFICIENCY b6é
FORTARILITY 44
REUSABILITY 41

Table 3.2-10 Summary by Type - Indications and warning
Average of Scores for 24 Samples with STD Deviation

CORRECTNESS 3.88 0.45

RELIABIL.ITY 3.75 0.53

MAINTAINARILITY 3.13 0.88

. INTEROFERARILITY 3.04 1.08

] USARILITY 3 0.88
- TESTABILITY 3 0.88
FLEXIBILITY 2.92 0.88

INTEGRITY 2.79 1.02

: EFF ICIENCY 2.7% 0.85
‘ FORTABILITY 1.92 0.97
iy 1.71 0.7%

. REUSABILITY
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histograms for each type are provided in Figures 3.2-1, 2, 3, and 4,




Figure 3.2-3 Histogram of Average Scores by Type - Command & Control
4 Samples
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3.2.5 DEVELOPMENT PHASE

‘Tables 3.2-11 and 3.2-12 provide the statistics of 20 responses spanning all of
the previously mentioned application types. These responses were from personnel
involved in the development of the system. Note the concern for testability
which to some extent reflects their concern for the immediately succeeding
phases of the development.

Table 3.2-11 Summary By Phase - Development
Sum of Scores For 20 Samples

CORRECTNESS 80
RELIARILITY 77
TESTARILITY p
INTEROFERAEBILITY 60
MAINTAINABILITY 59
USABRILITY o8
FLEXIRILITY S8
EFFICIENCY 54
INTEGRITY T4
FORTARILITY 36
REUSARIL.ITY 34

Figure 3.2-12 Summary By Phase - Development
Average Scores For 20 Samples With STD Deviation

CORRECTNESS 4 0

RELIABILITY 3.85 0. 49
TESTABILITY 3.1 0.91
INTEROFERARILITY 3 1.08
MAINTAINARILITY 2.9 0.89
USABILITY 2.9 0.91
FLEXIBILITY 2.9 0.72
EFFICIENCY 2.7 0.73
INTEGRITY 2.7 1.03
FORTABILITY 1.8 0.89
REUSABIL.ITY 1.7 0.73
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3.2.6 MAINTENANCE PHASE |
Tables 13 and 14 provide the statistics of 19 responses, again from a number i
of different types of applications, for personnel involved in the operations ’
and maintenance phase. Note the concern in this phase focuses on the main- ,
tainability, usability, and flexibility of the software. i

Table 3.2-13 Summary by Phase - Maintenance and Operations
Sum of Scores for 19 Samples

CORRECTNESS 69 [
RELIARILITY 69 '
USARILITY &5 :
MAINTAINARILITY 65 ‘
FLEXIRILITY 5 .
TESTARILITY 54 |
EFFICIENCY 46 |
FORTARILITY 43

INTEROFERARTLLITY 43 ;
INTEGRITY 39 ~
REUSARILITY 38

Table 3.2-14 Summary by Phase - Maintenance and Operation
Average Scores For 19 Samples With STD Deviation

CORRECTNESS 3.63 0.6
RELIABILITY 3.63 0.5
USARILITY 3.42 0. 69
MAINTAINAKILITY 3.42 0.51
s FILEXIBILITY 3. 0% 0.91
TESTABILITY 2.84 0. 469
EFFICIENCY 2.42 1.02
FORTABILITY 2.26 1.2
d INTEROFERARILITY 2.2 1.2
: INTEGRITY 2.05 1.22
| REUSABILITY 2 1.2
)
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For comparison between phases, Figures 3.2-5 and 3.2-6 are provided.
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These results substantiate the hypothesis that quality concerns relate to the
life cycle phase through which the system is passing and the application
environment in which the system resides. These conclusions support the frame-
work that has been developed on two counts:

1. Since different applications have different quality needs, a
framework is needed in which those needs or goals can be identified,
the interrelationships between quality goals recognized, and the
progress toward achieving those goals monitored.

2. Since the perspective of quality needs changes over the life cycle
of a system, a necessary attribute of the quality framework is
a life cycle view of quality. This attribute forces consideration
of long range quality goals as well as shorter range goals at
the beginning of the systems life.




3.3 APPLICABILITY OF CRITERIA IN OTHER ENVIRONMENTS ¥
The establishment of criteria for software quality factors had a fourfold
purpose - to further define each factor, to describe relationships between
each factor, to establish a unique correspondence between metrics and
criteria, and finally to preserve the hierarchical framework of the factors.
In determining whether the criteria previously established are applicable

j in new environments particularly in the MIS environment, it is necessary

to shuw that the refined definitions of factors using criteria, the relation-
ships between factors, and the correspondence between metrics and criteria
are preserved by our hypothesized analogy between models of software quality.

Criteria are software attributes or characteristics which contribute to
software quality factors. Whereas quality factors are management-oriented
views of software, criteria are software-oriented. To show that the same
criteria hold in non-C2 environments, it must be shown that the same
software attributes are present in other environments and that they still
] contribute to the same quality factors.

In order to show that each software attribute was present in other environ-
ments, each criterion was analyzed to determine if it could be shown to
exist in software in other environments. But since these criteria are

very general, system-level attributes of software, it was seen immediately
that non-C2 software must also share these characteristics. Like factors,

criteria are "about" software, and grouping them in order to preserve a
specific quality factors definition is natural.

To determine if the same relationships between the defining criteria and
* the factors held, an analysis of figure 1.3-3 was conducted. Again the
results indicated that these relationships were preserved in other environ-

ments.




The analysis of the correspondence betwcen metrics and criteria is des-
cribed in Section 3.4. The results of this analysis indicated that except
for a few very minor points, the same set of metrics held in the non-Cz.
MIS environment.

3.4 REVIEW OF THE METRICS

The result of our review of the quality metrics are in Appendix B. Some
examples of the analysis performed and the rationale for modifying,
deleting, or adding metrics are given in the paragraphs that follow. The
examples are grouped logically. Paragraph 3.4.2 has examples of metrics
which apply directly to the COBOL/MIS environment, Paragraph 3.4.2 has
examples of metrics which, because they are not applicable to the new
environment, were deleted. They may also have been deleted because they
were found to be too hard to practically measure. They were only deleted
if modification was not possible. Paragraph 3.4.4 has examples of metrics
which were modified. The modifications in many cases represented wording
changes to make what was being measured clearer or in some cases, to make
the metric a relative quantity metric rather than a checklist type metric.
These changes were based primarily on the additional experience gained using
and applying the metrics during this study. The other reason modifications
were made were to make the metric applicable to COBOL if it was not
previously.

Paragraph 3.4.5 has examples of additional metrics which were considered
during this effort. The validation procedure will reveal their correlation
or value and consideration of retaining them was based on that,

3.4.17 QUALITY METRICS IN DIFFERENT ENVIRONMENTS

Measurements of quality, unlike fundamental measurements such as length,
mass and heat; i.e., extensive properties of things, are ordinal and rela-
tive in nature. There are, however, other types of measurements, less
rigorous, bxt nonetheless useful. A sphygmomanometer does not measure

a fundamental, extensive property of human beings, but blood pressure is

3-17




an important indicator of general health. Measurements such as these are
called pointer measurements. In a certain sense, the "mechanism or pro-
cedure is made to supercede the intuition, and is used to define the pro-
perty which it purports to measure" [STAR73].

Software Quality Metrics are pointer measurements. They do not purport to
measure fundamental properties of software, but instead, characteristics

which provide indication of the qua]ity of the software. The past history of
engineering reflects similar considerations. The desire for uniform quality
is based on practical economic reasoning linked with the need for rationalized
processes in mass production. Thus, uniform quality is based on a tower whose
top level is its goal of quality, the lower levels being standardization of
components, measurement of those components, definition of proper units of
measurement, and whose foundations are fundamental concepts [NOBD77].

The metrics developed during previous research consist of phased sets of
measurements and evaluations undertaken during the development phase of the
life cycle. These are applicable during the requirements analysis, design
and implementation phases of the 1ife cycle. During the requirements analy-
sis phase, 25 elements of measurement are gathered; during the design phase,
108 elements are gathered; during the implementation phase, 157 are gathered
[McCJ77]. The elements of measurement are specific characteristics that are
measured. A number of elements may comprise a metric. While the number of
elements to be gathered may seem excessive, they do serve to give a very
complete profile of the project. Part of the continuing research in the

area of software quaiity engineering has been to develop prototype automated
tools for the gathering of these measurements, and automated methods for their
analysis [LOPC78]. The automated tools alleviate the high cost of manual
application of the metrics and assist in the accurate, consistent application
of the metrics.

Because of the fact that all of the different applications (MIS, CZ, and Sup-
port Software) are developed in basically the same phased approach, i.e.,
requirements analysis, design, implementation, and test, the phase or pro-
gressive application concept of the metrics is relevant to all of them.

3-17a
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The technique or automated tool used to take the measurements, however, will
differ depending on what the documentation requirements and formats are and
what programming language is used. The measurement applied during the require-
ments analysis and design phases are independent of the language since they
are oriented toward the documentation rather than the language. Some
metrics relating to design measures could be influenced by the particular
implementation language. This possibility was checked for in our evaluation.
The metrics applied during implementation were the most likely to be lan-
guage dependent. Emphasis during our evaluation was placed in this area.

The major concentration then was in evaluating the applicability of the
metrics to MIS design and COBOL programming practices.

It is important to note a difference between a metric being inapplicable
to COBOL, in which case it is not a generally applicable metric and is
either deleted or modified, and a metric not applicable for a

particular situation. An example of the latter case is the metric,
RECOVERY FROM DEVICE ERRORS (ET.5). If the operating system provides
facilities with this capability, perhaps with a checkpoint/restart capa-
bility, and the system does not have a critical timeline in which to func-
tion, then this metric is unimportant or not applicable to this situation.
This does not mean it has no meaning in an MIS environment. It can be
applied and does have meaning in certain circumstances.

3.4.2 EXAMPLES OF METRICS APPLICABLE TO COBOL

Over 90% of the metrics established in the previous research effort were
determined to be applicable to the COBOL/MIS environment. Table B-1,
Appendix B, is a table of metrics organized by 1ife cycle phase and rela-
tionship to criteria and subcriteria. The organization of this table is
based on the recognition that the main source of error in system develop-
ment is translation from one phase to another, Thus, the three main
development phases are indicated, as well as the criterion/subcriterion
applicable to a factor. The elements of measurement occur in the center
under the heading "METRIC."

One of the criteria of the factor reliability is accuracy, There are five
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measurement elements associated with this criterion. These are reproduced i
in Table 3.4.2-1 which is excepted from Appendix B.

Table 3.4.2<1 Accuracy Metric

FACTOR(S):  RELIABILITY

P REQMTS OESIGN TMPLEMENTAT 1 O !

. METRIC YES/NO YES/NO YES/NO i

SUBCRITERION 1 or 9f VALVE |1 op 9 YALVE |1 0n 9| VALUE i
ACCURACY AC. 1 ACCURACY CHECKLIST:

(1) Error analysis performed and budgeted to D
module,

i accuracy of inputs, outputs, processing,
1 i and constants.
}
{

(3) Sufficiency of math 1ibrary.

]
(4) Suffictiency of numerical methods. G G
] | —

I (5) Execution outputs within tolerances.

SYSTEM - Score tctal from applicable elements L
METRIC VALUE: T appiiceble elements D D D '

]
(2) A definitfve statement of requirement for D %
|
|

Table 3.4.2-2 illustrates the analysis performed to assess how applicable
this metric is in the MIS/COBOL environment.

Initially, it was thought the metrics oriented toward accuracy would not be

2

as applicable to MIS systems as C™ systems. ‘However, when consideration is

given to the possible imnacts of inaccuracies in a financial accounting sys-
tem or a critical item inventory system, the importance of those measurements
are quickly recognized,

AC.1 (1) and (2) simply are checking in a requirements document for recogni-
tion of accuracy requirements. Without a stated requirement, the likelihood }
of the provision of the required accuracy is Jess.

AC.1 (3) is insuring that consideration for accuracy requirements are not

only applied to software being developed but also to “off-the-shelf" soft-

ware or mathematical routines provided in the form of a library of routines

by a vendor. Another situation, probably more typical of MIS development

organizations, are libraries of routines developed in-house for typical

calculatory functions. For example, a large insurance firm may use a library &
{
.

3-19




T A g AP i A e . 4 tiage

A S 4 s W B W

e o Y —— .

Table 3.4.2-2 Accuracy Metric Analysis

ELEMENT

PHASE

INTERPRETATION

AC.1 (1)
Error analysis performed
and budgeted to module.

AC.1 (2)

A definitive statement
of requirement for
accuracy of inputs,
outputs, processing,
and constants.

AC.1 (3)
Sufficiency of math
library

AC.1 (4)
Sufficiency of numerical
methods.

AC.1 (5)
Execution outpus within

REQMTS

REQMTS

DESIGN

DESIGN
IMPL

IMPL

By "error analysis", we
mean the amount of error
which the user is willing
to tolerate in the per-
formance of a particular
function. ly may or may
not be possible to budget
this to a specific module
at this early stage. The
main objective is to
analyze the error which
is tolerable in the
function.

Subsidiary to the error
analysis, and concurrent
to it, the developer and
user should agree on the
amount of accuracy they
wish in the inputs, out-
puts, processing (which
error analysis should
uncover), and constants.

Often routines provided
in a math library are
used. These library
functions should be
checked during design
for compliance with
accuracy requirements.

Having performed the
error analysis in AC.1
(1) and AC.1 (2) it is
necessary during design
and implementation to
satisfy those needs.

During debugging and
testing in implementa-
tion it should be noted
whether the analysis-
set tolerances are
satisfied by the outputs.
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of "earning" routines to calculate the complicated question of how 1 ~h of
a policy has been "earned" over periods of time. For each new applicat+ion,
the accuracy of these routines should be checked for compliance with overall
requirements. Calculation of inventory reorder points or budgetary balance
also fall into this category.

AC.1 (4) is the check that the design and implementation of the algorithm
satisfies the requirements. Situations to emphasize in this area might
be round-off errors, number of significant digits, reorder point calculations,

etc.

AC.1 (5) is a check that during debug and unit test, outputs are checked for
compliance with accuracy tolerances. Here report formats as well as calcu-
lations can influence the accuracy of the outputs.

Thus each element of measurement within the accuracy metric has signifi-
cance and is applicable to an MIS environment.

As a more specific example of how the metrics apply to COBOL, one of the
measurement elements (element (5) in table 3.4.2-3) of the Code Simplicity
Metric (SI.4) is a check that the module is not self-modifying. In a
COBOL program, this check would be for the use of an ALTER Statement.

Table 3.4.2-3 Code Simplicity Metric

CODE SIMPLICITY SI. 4 MEASURE OF CODING SIMPLICITY (by module)
(1) Module flow top to bottom.

{2) Negative Boolean or complicated compound D
Boolean expressions used.

(‘ R 1_of abave \

7 executable statements)

(3) Jumps 1a and out of loops D

O

{# single entry/single exit loops)
total ¥ Toops
{4) Loop index modified
(- f loop indices modified)
total ¥ Yoops 4

(5) Module s not self-modifying.

(6) A1) arguments passed to a module are
parametric.

(7) Number of statement labels.

0- # labels )
¥ executable statements

{9) Single use of varfables,

0]

(.|

(8) unique names for variables. (|
: (]
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The following example illustrates the ALTER construct in COBOL, and its use in
modifying the processing in a module. A similar example is given in [YOUE72].

PRy ey oy R

A COBOL Program with ALTER Statements #

READ-INPUT. READ INPUT-CARDS.
IF TRAN-CODE=Q THEN ALTER ERROR-SWITCH TO
PROCEED TO TOTALS-PARA.
ELSE IF TRAN-CODE=1 THEN ALTER ERROR-SWITCH TO
PROCEED TO FINAL-PARA.
ELSE ALTER ERROR-SWITCH TO PROCEED TO ERROR-PARA.
ERROR-SWITCH. GO TO ERROK-PARA.
ERROR-PARA. d
MOVE TRAN-CODE TO ERROR-TYPE.
MOVE QUANTITY TO ERROR-AMOUNT.
MOVE DOLLAR TO ERROR-DOLLARS.
WRITE ERROR-FILE.
GO TO READ-INPUT.
TOTALS-PARA.
COMPUTE TOTAL-QUANT=TOTAL -QUANT+QUANTITY .
COMPUTE TOTAL -DOLLARS+TOTAL ~DOLLARS+DOLLARS .
‘ MOVE TRAN-CODE TO ORDER-TYPE.
MOVE DOLLAR TO ORDER-DOLLARS.
BE MOVE QUANTITY TO ORDER-AMOUNT.
WRITE ORDER-FILE.
GO TO READ-INPUT.

.

This practice introduces difficulty from both a static sense and a dynamic
sense. The module is difficult to understand (static) and debugging is
very difficult since the state (dynamic) of the module when an error occurs
is uncertain
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Another example is the Effectiveness of Comments Measure (SD.2) shown par-
tially in table 3.4.2-4

i
i
b
]
|

Table 3.4.2-4 Effectiveness of Comments Measure

EFFECTIVENESS OF SD. 2 EFFECTIVENESS OF COMMENTS MEASURE

o
PENTS (1) Modules have standard formated prologue D
comments which describe:

- Module name/version nymber
- Aythor

- Date

- Purpose !
- Inputs 1
- Qutputs

- Function

- Assumptions

- Lim{tations and restrictions
Accuracy requirements

Error recovery procedures

References
1. L modules violate rule
tota ules

{2) Comments set off from code in un{form manner
1. ! _modules violate rule
ota uTes

(3) AN transiers of control & destinations
commen ted
1. 1 modules violate rule
ota ules

(4) AY1 machine dependent code commented D
1. 1 madules violate rule
tota modu les

g d

A1l of these measurements are important in COBOL. The first element, prologue
comments, can be accomodated by the Identification Division and a REMARKS sec-
tion. The Remarks Section should be set off as a comment, though, since it

1 is no longer in the ANSI Standard.
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Example:
IDENTIFICATION DIVISION.
PROGRAM - ID. SAMPLE 1.
AUTHOR. JIM PROGRAMMER.
INSTALLATION. COMPUTER CENTER.
DATE - WRITTEN. SEPTEMBER 17, 1978.
DATE - COMPILED. SEPTEMBER 17, 1978.
SECURITY. UNCLASSIFIED.
* REMARKS.
* MODULE NAME/VERSION - SAMPLE 1/VERSION 2 INCLUDES MODIFICA-
* TIONS OF 19 MAY 77, 22 JUN 77, 15 AUG 77, 7 DEC 77,
* 1 MAY 78, 17 SEP 78.
* PURPOSE - TO PROVIDE A SAMPLE IDENTIFICATION DIVISION FOR
* A COBOL PROGRAM WHICH COMPLIES WITH METRIC SD.2(1).
* NOTE THAT THE IDENTIFICATION DIVISION, AND COBOL
* DIVISION/SECTION STRUCTURE PROVIDE MUCH OF THE
* REQUIRED INFORMATION.
* THE ALIGNMENT SHOULD BE SUCH AS TO PROVIDE EASY
* SCANNING.
* INPUTS/OUTPUTS - PROVIDED IN THE INPUTS-QUTPUTS SECTION
* BELOW. ﬁ
* ASSUMPTIONS - NONE.
* LIMITATIONS - NONE. ‘
* ACCURACY REQUIREMENTS - NONE.
* ERROR RECOVERY PROCEDURES - SHOULD BE DOCUMENTED AND
* REFERENCED HERE.
. * REFERENCES - DOCUMENTATION TITLES SHOULD BE REFERENCED
! * HERE.
3-24
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3.4.3 DELETED METRICS
Deletion of individual metrics was based on 3 criteria:

Difficulty in gathering actual measurements.

2. Inapplicability to either the COBOL language or to the MIS
environment, so the metric is not generally applicable.

3. Redundancy.

We show some examples of deleted metrics below. A complete list of met-
rics may be found in Appendix B.

Example:

SI.1 Design Structure Measure:
(2) No duplicate functions

SI.1(2) has been deleted because in actual practice an analysis of
the purpose of a function is too time-consuming and arduous a task
to justify. In any case SI.1(1), SI.1(3), and SI.1(4) should
adequately compensate for its elimination.

Example:

SI.1 Design Structure Measure:
(7) No global data

This measure has been deleted for two reasons. The first relates

to the fact that COBOL is not a block structured language, and thus
variables local to a block cannot be implemented. The second is the
fact that most MIS applications are data-driven and the passing of
common data from one process to another is not only necessary, but
positive.
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Example:

SE.1 Storage Efficiency Measure:
(3) Common data defined only once

This measure has been deleted since it is redundant with SE.1(11)
below:

(11) Free of redundant data elements

1- # redundant data elements
# data elements

We believe that SE.1(11) is the more effective measure of data
conciseness.

3.4.4 MODIFIED METRICS
Certain metrics have been modified to make them more applicable to the

COBOL environment.
Example:
Descriptiveness of Implementation Language:

(5) One statement per line

# continuation + multiple
statement lines
1- total # lines

Since COBOL is a free-form language and sentences may be sizable
and still perform a useful structuring function it was decided that
a statement should be interpreted in COBOL as a verb clause. Thus
no penalty is assessed for a situation like the following:
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Example:

IF IP-TRAN-CODE NOT EQUAL '0'
OR IP-TRAN-DATE EQUALS '0178*
MOVE ZEROS TO OP-TRAN-TYPE
MOVE IP-TRAN-DATE TO OP-DATE.

Thus when applying this measure to COBOL it will be interpreted as
follows:

(5) One verb clause per line

# lines having more than one
1-  verb clause
total # lines

Example:

MO.2 Modular Implementation Measure:
(2) A1l modules do not exceed standard module size (100)

# modules > 100
1- total modules

The intent of this measure was to identify the
number of modules which exceed the structured
programming guideline for module length. g

The relative difficulty which a programmer has in implementing sub-
programs in COBOL makes it hard to adhere to this rule since data must
be passed in the same precision and length as in the calling routines.
Instead, following YOURDON [YOUE76], we define a micromodule to be a
named paragraph. In COBOL this measurement can be interpreted as para-
graphs should not exceed 50 1ines or one page of output.

The measurement has been changed to

Module Size Profile
The module length should be recorded and the length of
micromodules should also be recorded in the case of a
COBOL program,
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Another area where our metrics deal with an important issue or charac-
teristic but further emphasis, clarity, or sophistication is felt to be
necessary is that of data bases. Two measurements, EE.3(1), data grouped
for efficient processing, and EE.3(5), data indexed or referenced for
efficient processing, represent a static and dynamic view of the data
base area. The application of these metrics may be very difficult de-
pending on the complexity of the system and the size of the data base
jtself. The additional measurements added in this area include (in EE.3):

Size of data base

Segmentation or compartimentalization of data base

% of static elements (referenced but not modified) in data base .
% of dynamic elements (modified) in data base

A recent publication by McClure [McCC78] provides concepts of well-structured
COBOL programs. To illustrate the consistency of our metrics with her
concepts, Table 3.4.5-1 relates existing measures with six properties identi-
fied in [McCC78] as required by a well-structured program:

Table 3.4.5-1 Structured Concepts Related to Metrics
PROPERTY RELATED METRIC

Property 1: The program is partitioned MO.2(1)
into a set of hierarchically
ordered modules.

Property 2: The program controls structure SI.1(1) +
follows a simple, hierarchical M0.2(3) - (7)
scheme.

Property 3: Module construction is stnad- $D.3(2)
ardized.

Property 4: The use of program variables $D.2(6)
in the program is made
explicit.

Property 5: Error processing follows normal ET.1(2) - (3)
control flow.

Property 6: Well structured documentation sD,2
is required in the program

3-28 code.

Lo b ey

.




LA 4 SN

R i T SR A

3.5 ARMY MIS AND AIR FORCE SOFTWARE DOCUMENTATION REQUIREMENTS SOURCES
This section defines the sources of software documentation requirements
for Army Management Information Systems (MIS) and Air Force software
applications.

Army MIS documentation requirements are contained in USACSCM 18-1
While the Air Force requirements come from MIL-STD-490 and DoD

4120-17M.

In defining the sources of documentation requirements we developed the
following outline of generic software project phases:

System Requirements Definition
Functional Design

Detailed Design

Implementation

Formal Testing and Verification
Software Maintenance

Operations

3.5.1 SYSTEM REQUIREMENTS DEFINITION

The system requirements document is the top level document in a system.
The design of the entire system is based on requirements identified in
this specification. The Army's MIS system requirements are documented
in Volume I, Executive Summary, as required by USACSCM 18-1, For Air

Force applications, the system requirements are contained in the Type A -

System Specification which is required by MIL-STD-490.

3.5.2 FUNCTIONAL DESIGN
Functional design is the process of defining what software functions a
system will perform, but does not address how they will be performed.

For an Army MIS, functional design is documented in the General Functional
Design Requirements (GFSR) and the Detailed Functional Design Requirements
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(DFSR) which are part of Volume IV, Reference Material as defined in
USACSCM 18-1. The Air Force follows the requirements in MIL-STD-490
for Type BS5-Computer Program Development Specification. The B5 document
is sometimes referred to as the Part I Specification.

3.5.3 DETAILED DESIGN

The detailed design is developed from the functional design and describes
how each software functional will be performed. The detailed design for
an Army MIS is contained in two volumes as described in USACSCM 18-1;
Volume V, General System Analysis Documentation and Volume IV, System
Program Documentation.

Detailed design documentation for the Air Force is contained in the Type
C5 - Computer Program Product Specification as required by MIL-STD-490.
The Type C5 document is sometimes referred to as the Part II specification.

3.5.4 FORMAL TESTING AND VERIFICATION

The Ariny requires some test planning documentation in the GFSR which is
part of Volume IV, Reference Material, however, some classes of programs
do not require formal test documentation, Chapter 5 of USACSCM 18-1
contains requirements for the documentation of test planning, test con-
ducting, and reporting.

Air Force guidelines for documentation of the Test and Implementation
Plan and the Test Analysis Report are contained in DoD 4120,17M.

3.5.5 SOFTWARE MAINTENANCE
Software maintenance includes software error correction and modifying,
adding, or removing software functions,

USACSCM 18-1, Chapter 9, ADP System Maintenance defines documentation
for software maintenance for an Army MIS. DoD 4120.17M describes the
requirements for a Program Maintenance Manual.
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3.5.6 OPERATIONS

Operations includes those functions required by an operatibn or system
user to exercise the software system. USACSCM 18-1, Volume III, Opera-
tions and Maintenance, contains the documentation defining system opera-
tions for an Army MIS. Operations for the Air Force are documented in
the Computer Operations Manual as defined by DoD 4120.17M. Volume II,
User Documentation as defined in USACSCM 18-1 contains user information
for an Army MIS. DoD 4120.17M defines the User Manual for Air Force
Systems.

3.5.7 COMPARISON

A comparison between documentation requirements was planned in an initial
report plan. At first, the comparison was to be between Army require-
ments and Air Force requirements., To be of more general use, it was then
felt that a more meaningful comparison would be between MIS documentation
requirements and C2 documentation requirements. Neither comparison has
been documented for the following reasons:

e A single comparison using only the documentation specifications
(the Military Standards and CSCM 18-1) would be ambiguous since
it is the interpretation and enforcement of those specifications
that are important.

e A single comparison using our C2 environment and the MARDIS
environmeént could not be generalized and would be misleading
as representative of a comparison of all AF/Army systems or
of all CZ/MIS enyironments.

e The quality (including completeness and consistency) of the
documentation is what is important. Different applications
require different levels of detail in their documentation.
However, certain key information should exist, The metrics
which are applied to documentation are oriented toward asses-
sing the quality and the existence of the key information.
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To provide some general observations about current documentation reguire-
ments relative to the general application categories of C2, MIS, and
support software, the following points are made:

0 C2 environments have the most formal, voluminous, detailed
documentation requirements., These systems are almost always
developed in a government acquisition manager-development
contractor environment where formal contractual requirements
are levied on the developer for deliverable documentation. The
requirements are usually a rigorous application of military
standards with additional local requirements also imposed. In
some cases, detailed outlines of what information should be pro-
vided in each document are given. The documents are milestone
driven and often delivered more than once in draft, final, and
updated forms.

e MIS environments have less volume and detail in documentation
than CZ. The systems are more typically in-house development
efforts. The USACSC, for example, is the central developer of
multicommand MIS for the Army. The documentation requirements

are more like formal in-house standards. The user/customer is
less Tikely to require additional documentation other than the
normal standards. The reviews and timing requirements of the

documents are less strict.

e Support software, unless developed for commercial marketing,
usually has only very informal documentation. At best the
documentation requirements may follow some informal in-house

development standards. Many support software tools are devel-

oped without a wide user population in mind or with little user
interaction early in the development process. Often, a software : N
tool will be developed as a prototype and then evaluated by

users after completion of the initial development.

E
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Appendix A provides additional information on the USACSC documents
typically produced during an MIS software development. Appendix B,
RADC TR-77-369, provides a description of the documents typically
produced for an Air Force C2 software development.
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SECTION 4 :
APPLICATION AND VALIDATION OF METRICS

4.1 APPLICATION APPROACH
The metrics established in RADC TR-77-369 were applied under this contract

to two systems described in the subseguent paragraphs. The operational
: and maintenance histories of the two systems were then used to determine
the validity of the metrics as indicators of software quality. The

g application and validation are described in this section, i
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4.1.1 MARDIS OVERVIEW

The Modernized Army Research and Development Information System (MARDIS) is
a vertical management information system. MARDIS supnorts the program form-
ulation, phase schedule, and budget apportionment processes in R&D through
the processing of resource, performance, and milestone data.

MARDIS assists the R&D community by providing timely, accurate,and consistent
management information dealing with the Army's RDTE program. The source of
most of the data in MARDIS originates from the laboratory scientist, techni-
cian, or engineer engaged in research and development. The information includes
performance, schedule, and resource data. The system takes information once
included in 21 separate R&D reports and consolidates it into a single report,

thereby eliminating redundancy and insuring data consistency.

MARDIS DOCUMENTATION DATA BASE
The following documents are being used to evaluate the MARDIS software sytem:

———— —— .

Source Code Listings

General Functional Specification Requirements
Detailed Functional Specification Requirements
Project Master Plan

System Documentation (Volumes I through VI)
Software Change Requests

REMARCS Manpower Data

MARDIS Conversion Plan/Report
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The MARDIS system has 28 COBOL programs, consisting of approximately 54,000
lines of code. Because of the unique requirement for high portability which
the U.S. Army Computer Systems Command must satisfy in each of its delivered
systems, a special preprocessor is used to accomodate the COBOL dialects
implemented on the IBM, CDC and UNIVAC computers used at various Army instal-
lations.
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4.1.2 1ISDS OVERVIEW

The Integrated Software Development System (ISDS) is an evolving collection
of software tools and aids which has been developed under an independent re-
search and development project at GE. ISDS consists of several subsystems
which support the various personnel and processes involved in the software
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developments. The subsystems are:

e Computerized Interactive Charting System (CINCH)
- Assists in interactive development of graphic design material. : %
e Chart Analysis Subsystem N
- Performs various analyses on design material such as standards
enforcement, path flow analysis and complexity measure calculation.
e Program Design Language Processor/Analysis Subsystem
- Accepts, formats, and analyses a program design language. An-
alyses include calculation of a complexity measure and creation

of a hierarchy chart.
e Programming Language Processors/Parser Subsystem
- Includes structured language preprocessor and generalized parser.
Currently parses FORTRAN, JOVIAL, and PASCAL.

The 1SDS project is directed at developing practical methods for improving

the software development process throughout all phases of development from
requirements analysis to maintenance. In particular, it is concerned with
too's which aid in reducing problems associated with the high cost of soft-
ware development, satisfying customer requirements, meeting contract shedules,

and generating adequate documentation.
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ISDS DOCUMENTATION DATA BASE
The following documents where used to evaluate ISDS:

Software Development and Implementation Aids IR3D Project Final Report

for 1974, GE TIS 75CISO1, P. Richards and P,Chang, July 1975.
Software Development and Implementation Aids IR&D Project Final Report
for 1975, GE TIS 76CISO1, P, Richards and P. Chang, January 1976,

Locialization of Variables: A Measure of Program Complexity, GE TIS
76CIS07, P. Richards and P. Chang, December 1976,

Enhancements to the Integrated Software Development System (GE/ISDS),
GE TIS 76CIS04, C. Lopez de Nava and W, Neff, December 1976.

Developing Design Aids for an Integrated Software Development System,
Proceeding of 1977 Computers in Aerospace Conference, P. Richards,
December 1977.

“"The Integrated Software Development System - ISDS Users Manual for
RSC-11D and RSX-11M", GE Working Paper, de Nava, C.,, September 1978.

“Computerized Interactive Charting System - Program Specifications",
GE Working Paper WP76SEL03, de Nava, C., October 1976.

These documents, except for the last two, are technical reports describing
IR&D efforts. Contained within each report is a statement of a problem to
be solved or a requirement for an additional capability (tool) for the

GE/ISDS, a statement of the design approach, and the results of the project.

Each document therefore contains the progressive information usually pro-
vided during a large scale development effort. They will be utilized in
that manner for application of the metrics. The last two documents are
more typical of documents found in normal system developments, a users
manual and a program specification document. '

4,1.3 APPLICATION OF THE METRICS

The format with which the metrics are presented in Appendix B is conducive
to iTlustrating their relationship with respect to the criteria and fac-
tors and their progressive application during the phases of development.
It is not conducive to actually applying the metrics, i.e., taking the
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measurements from the product available during development. The purpose
of the second volume of this report, the Software Quality Measurement
Manual, is to describe the procedures for applying the metrics during a
development. The tool which was developed to facilitate application of
the metrics in a formal manner are worksheets, The worksheets are des-
cribed in the second volume of this report. A sample is shown in'Figure
4.1.3-1. The worksheets facilitate the manual collection of the raw data
used to calculate the metrics, They are organized by phase, by system

or module level measurements, and to provide a systematic, organized view
of the product being inspected.

To demonstrate the thoroughness or coverage provided by the worksheets,
Figure 4.1.3-2 contains a very simple example of the elements of a module
that were examined or counted using the source code worksheet (Metric
Worksheet 3). The individual elements are underlined if a question or
count on the worksheet caused the inspector to look at the particular
element. Note the completeness of the coverage. These worksheets are
oriented toward the manual applications of the measurements. If tools
exist in a particular environment which allows some of the metrics to be
taken automatically then the worksheets can simply serve as a bookkeeping
form for those particular measurements.

The worksheets presented in the manual represent the final form derived

during this study. A preliminary form was used to take the measurements
from the ISDS and MARDIS products.
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4.2 VALIDATION APPROACH

The validation approach was basically the approach described in RADC-TR-
77-369 and in paragraph 1.3 of this report. This approach was augmented
with some additional analyses made possible by the historical data avail-
able. These analyses and some assumptions that were necessarily made due
to the historical data available will be described in the subsequent
paragraphs.

4.2.1 MARDIS HISTORICAL DATA

The historical data provided about the MARDIS system development and
operation consisted of (1) a Final Report documented after the effort to
make the system compatible with the three computer evnironments, (2) Sys-
tem Change Requests (SCRs), and (3) a resource accounting (REMARCS)
system listing.

Seventy-six (76) SCRs were provided. An example is in Figure 4.2.1-1.
Typically an SCR is documented when a problem or enhancement has been
identified. The problem is identified, a solution recommended, and a
priority assigned for completion of the necessary modification. The
resource accounting system maintains person hour expenditures against
the SCRs. Over 50 man years of effort were recorded on the REMARCS
Tistings provided.

Our initial intention was to use this data to provide the quality rating
for MARDIS. However, because (1) we found little overlap between the
SCR's and the REMARCS data, (2) the SCR's were not very explanatory, and
(3) only 2 SCRs seem to cover the entire conversion effort, these data
sources were only used as a gross indication of the effort and as insight
into the problems that were encountered. Instead, we utilized the number
of changes that were made to the source code and the problems identified
in the final report as more detailed indicators of the portability of the
system. The changes were identified by the multi-line entries in the
source code relating to the different computer environments. Our




_* SYSTENS CHANGE REQUEST (STh)
1. T0: 2. FROM: 3. ORIGILATOR 1O
COR, USACSC COR, USACSC R11-A159-213
ATTN: CSCS-0A ATTN: CSCS-FSS-C 4. POLIIT OF CTNTACT.
Ft. Belvoir, VA Ft. Belvoir, VA L. Whitt, 756-5350
[C CATEGLRY ([Cricrr one): 6. SUBSYSTER! 7. IRCIDINT ENCOUNTERED
- - ) -1 P
(Temensency [Mnoutne| Procraniio _ALL STATION
Jurcent Cleaiority|  vERsiGH o DATE e |
8. SHORT TITLE. 120 CHARACTERS VMAXIN UM INCLUDTG SPACESI.
| _MULTI-ADPE CONVERSION —
== — ——— —
9, DOCLLEHTATION ICEMTIFICATION
A. DPl USER MA.‘JU(’.LS (2 new) m C. EXECUTIVE SCAT\VARE
B. FUNCTIONAL USER tianuals [ D. FUNCTIONAL SOFTWARE  [(J
10. ATTACHMENTS
A." MAPS O D. FILE PRINTOUTS 0 . outrur uisTs
8. CORE CUI.PS O E. CONSCLE SHEETS [0« sosstaean SEQ o
MULTT-A
R3PACT STATENENT O F. DFSR Bd . oTHERCAWERSTON PLAN

11 RARFRATIVE:

A. PROSLEM DESCRIPTION: MARDIS must be made compatible with CDC and UNIVAC ADPE as
well as [BM

8. RECOMVENDCED SOLUTION/ACTION TAKEN: Make necessary program, systam and cocumentatios
changes to establish MARDIS as a multi-ADPE AMIS, compatibility will be required to
operate on: I3M 360/370 (0S)

CDC 6500/6600 (SCOPE)
UNIVAC 1106/1108 (EXEC 2)
Wark will be performed IAW attaghed plan at the highest wark oriority. 1

12. COFY FURNISHED" 13. PREPANCID CY:

DATE: SGNR: DATE: /'//5:/7"6

14. PROFPONENT AGENY REVIEW:

A. TYPE OF CHANGE B. CLASS OF CHANGE C. EXTENT OF CHANGE
FUNCTIONAL REGULATCRY* [ mador
[(FTecrnica NON-REGULATORY [ wanor

D. REFERNED TO ARA FOR ANALYSIS (DATE):

E. DISPOSITION:
(] ApPROVED. REQUESTED IMPLEMENTATION:
[] cisapeaoven

F. FUNCTIONAL GUIDANCE: (O attacHeD [CjnoT requiReD
D TO BE PROVIDED 9( / /
/ n /
SIGNED: //‘/L/L/ﬁ \7/‘:2/( DATE:
< w
/
DA Form 4157-R, Y'Feb 76 /

Figure 4.2.1-1 Example System Change Request
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assumption is that the effort to transport the original system is propor- !
tional to the number of changes in the source code, This assumption was made ;
basically because the data avajlable did not allow more detailed analysis, R
Other changes described in the final report but not identified by multi-line

entries were analyzed for impact, E

The data available supported formal analysis of portability, Less formal
assessments were made concerning the maintainability of the software,

4.2.2 1SDS HISTORICAL DATA
The ISDS system was developed as a prototype tool in an R&D environment. ;
As such, a formal software problem reporting system was not in place
during its development. In the past year, ISDS has been transferred to

a number of GE installations. In transfering the system, considerable
effort was made to transition the software from a prototype version to

a production tool. This effort during a four month period was captured
by use of a data collection form. The form was designed to collect the
effort being expended on an ISDS task (a funttionally-related group of
routines) by quality factor. For example, if changes were being made to
enable transportation of a task to a different operating system, the
effort to make those changes was recorded against Portability, If
changes were made to enhance the Maintainability of the software, such

as the addition of standard format prologue comments, use of a structured
language, conforming with naming conventions, etc., then effort was re-
corded against Maintainability. Figure 4,2.2-1 illustrates how we cap-
tured the effort required to transport from the prototype version of

ISDS on a PDOP 11/40 running under the RSX 11d operating system to a
number of other environments. The original source code was maintained

as well as the new version.

The documentation supporting ISDS is also representative of an R&D or
support software environment. The documentation did not represent
formal specifications but were instead technical reports describing
the R&D project. Involved in transitioning ISDS to a production tool
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has been the development of documentation which will support its operation
and maintenance. The documentation was not available during this study.




e e - A etrma—_—.
—m————

L L I

4.3 VALIDATION RESULTS

The validation results are presented at three levels corresponding to the
three levels of quality assessment analysis described in the Software
Quality Measurement Manual (volume II): Inspectors Assessment, Sensitivity
Analysis, and use of normalization function.

4.3,1 INSPECTORS ASSESSMENT

In evaluating the MARDIS and ISDS systems, a qualitative assessment of
the code was made as pari of the investigation. The qualitative assess-
ment (review or audit) would normally be part of a quality assurance pro-
gram and is enhanced by use of the worksheets and quantitative measure-
ments. The assessment identifies problem areas which should be addressed
in subsequent phases of the development.

GENERAL OBSERVATIONS OF MARDIS
Two quality factors analyzed in MARDIS were Portability and Maintainability.

PORTABILITY

Portability is a quality factor which is important to the Army Computer
Systems Command because of the operating environment in which it must
exist. This operating environment consists of multiple mainframes and
operating systems, and the attendant incompatibilities inherent in such
an environment. These incompatibilities force an overhead on software
development to create portable systems. In the instance of MARDIS, a
major redesign of the original system was undertaken to make the system
compatible with Honeywell and UNIVAC systems. Had such a requirement
been identified early in the lifecycle, the transition would have re-
quired much less effort.

The portability of a system written in COBOL is still a significant
problem even though government purchased computers used in business
applications generally use approved COBOL compilers,
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The approach used by the MARDIS team was to redesign the code using a
strict ANSI COBOL subset. In the process of developing the new system,
they found that there was 16 compiler implementation anamolies

Table 4.3.1-1 breaks the anamolous cases into 3 categories: I/0, Semantics
of Implementation and Character Set. The I/0 category is any situation
where the operating system, which allocates system input and output re-
sources, interacts with the COBOL compiler. Semantics of Implementation
refers to differences in interpreting the language specification for the
compiler. Character Set refers to the available character set of the
particular machine. Eleven of the anamolies are semantic, 4 are I/0 and
1 related to character set.

One tends to expect some I/0 related problems, given the multiple hard-
ware environment. The semantical problems, however, are surprising since
a considerable amount of initial development effort had been put into the
original COBOL specification to enhance portability. The use of a subset
of the ANSI standard set alleviated many of the semantic problems for
MARDIS, However, the use of "muitiple-line code (duplicate statements,
each statement or group of statements targeted for a specific machine)
was especially necessary for 1/0 related code.

For example, the program PIOAYE, which updates and loads tables used by
other MARDIS programs, has multi-line code in the following areas:

INPUT - OUTPUT SECTION

FILE CONTROL

FILE SECTION

FILE DESCRIPTIONS (FD)
requests for CURRENT - DATE
carriage control areas

error return codes from SORT (IBM)
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Table 4.3.1-1 Compiler Impiementation Anamolies

CASE 1/0 SEMANTICS OF CHARACTER
IMPLEMENTATION SET

1. SYSTEM DATES

" SYSTEM

2. TABLE INITIALI-
ZATION

3. GOTO DEPENDING
ON

4. REDEFINES

COLON

FILES IN SUB-
PROGRAMS

7. MOVE

8. RANDOMLY ACCESSED
FILES

9. INDEXED BY

ASSIGN TO X

SUBSCRIPTS OUT
OF RANGE

LINAGE CLAUSE

SPECIAL-NAMES *l X

LENGTH OF
PRINT LINE X

PARAGRAPH
NAME

DISPLAY VERB

4-14
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The program P40HAUE, which selects and formats records for the Cost
Reduction report, has muiti-line code in the following areas:

o CONFIGURATION SECTION
® carriage control areas

It is significant that no multi-line code appeared in the P40HAUE LINKAGE
SECTION. This tends to indicate that the areas which impacted the Porta-
bility of MARDIS most were those where the compiled code had to interact
with the operating system, i.e., in those areas which dealt with I/0.

Py

A S ey

Thus the design strategy utilized by the MARDIS conversion team is an
effective one for controlling Portability - restrict the language used

R ——

to a subset common to the target machines (necessarily slightly lower
in level than any single implamentation language) and, in those instances :
where the compiled code must interact with the operating system, control

the code through the use of a pre-processor. Had the standards and con-

ventions in effect during the initial development of MARDIS imposed these
restrictions on the developers the conversion effort would have been

significantly less.

MAINTAINABILITY [
The Maintainability of MARDIS is impacted by the size of the sytem (54,000 ?
Tines of code), the lack of modularity, the lack of comments and the evi-

dence of multiple authors. The software criteria which relate to these
problems are conciseness, modularity and consistency.

The size of the system makes it less concise. Halstead's measure is used
as a metric for this criteria. The combination of the natural verbosity

of COBOL and the fact that quite a lot of information about the system is
stored in the program, for example as tables, contributes to the relatively
larger sizes of COBOL programs. Since the language and application mili-
tate against the cenciseness of MARDIS, there is fixed "overhead" impact

on the system. This must be controlled as much as possible as the system
evolves during the lifecycle.

4-15
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It is difficult to implement modular systems in COBOL because of the diffi-
culty of coding subprograms. This results in larger programs than is
generally convenient to read or write. This impact on ease of scanning

or reading a program directly effects Maintainability. In order to in-
crease modularity, COBOL programmers tend to "localize" code, so that
single functions have all their statements isolated in a paragraph or
section. However, this is left to the discretion of the programmer and

is not a "natural" attribute of the language. In the case of MARDIS,

the average program length exceeded 2,000 lines of code.

The lack of adequate comments in MARDIS makes it difficult to identify
the function of particular groups of statements. Generally, COBOL is
said to be a "self-descriptive" language, which, relative to many lan-
guages, is true. The code, however, only tells us what is happening,
not why it is happening. This "why" aspect can be very helpful to the
maintenance programmer, since it can help him to identify the function
and avoid side effects in his modifications to the code.

In reading MARDIS code it becomes immediately apparent that there were
multiple authors involved in its development. On the face of it, this
is obvious given the size of the undertaking. Beneath the surface,
however, is the realization that a uniform development methodology with
adherence to uniform standards and conventions was not used. Uniformity
and standardization of coding practice, for example, in indentation or
naming of data, is an important aid to establishing Maintainability.
This does away with the need to learn many different personal styles of
coding and can Jead to uniform product quality.

In general, the MARDIS doucmentation provided a good overview of the
MARDIS system, its purpose and its operation. However, the documentation
did 1ittle to support its maintenance. Maintenance-oriented documenta-
tion requires a yreater level of detail in its description of design and
implementation strategies and description of the internals of the system.




GENERAL OBSERVATIONS OF ISDS
The initial version of the ISDS code reflected its development environment, |3
an R&D or prototype development. In such a development environment, more !

concern is shown in the algorithm development or technique than in the
user interface or operability. The initial concern was to build a proto-
type quickly and utilize the prototype to evaluate the effectiveness of |

. r
the tool in support of a software development

Most of the personnel involved in the developr it of ISDS were aware of
and practiced modern programming practices. In almost all cases, struc-
tured programming techniques and a structured FORTRAN pre-processor were
used. However, there were not coding standards and conventions or

enforcement techniques in place in the initial development and the re-
sult is that different styles or approaches to modern programming
practices are evident. While this is a step above "unstructured" tech-
niques, the lack of consistency has a negative impact on the maintaina-
bility of the system, i.e., uncontrolled modern programming practices
are not much better than traditional techniques.

The conversion of ISDS to a production environment required considerable
effort but has resulted in a much higher quaiity product. The changes
made to the system, illustrated in Figure 4.2.2-1, indicates what specif-
ic attributes of the software where enhanced.

The documentation reflected the code. The interest was in the algorithms
and functionality of the software. Little concern was shown for opera-
bility or methodology of use. The transition to a production tool is
attaking that problem.

The modularity of ISDS was excellent. The average size for a module was
less than 100 lines of code. This attribute alone had a significant
effect on its transportation to other environments and its transition to
a production tool.




4.3.2 SENSITIVITY ANALYSIS
The sensitivity analyses proved to be a very effective quality assessment
technique. The analyses possible with the quantitative data available
from applying the metrics provides an immediately useful quality assurance
technique.

MARDIS SENSITIVITY ANALYSIS

Table 4.3.2-1 provides a subset of the statistics of the MARDIS system
evaluated. Note the large size of -the programs and the large number of
branches (most of which are PERFORMS). The profiles provided are inter-
esting from the standpoint that two programs were very large (over 10,000
lines of code) and represent maintenance difficulties just from their
size. Also, 27% of the programs contained most of the changes which had
to be made in transporting the system (greater than 10% of the code in
each of those programs had to be changed). These are the programs which
consumed most of the effort. This illustrates a benefit of the metric
analyses. These programs are identified and can be emphasized in plan-
ning for a conversion effort.

There were very few comments. Only three percent of the lines of code

were comments and in fact one-third of the programs contained no com-
ments at all except for a standard ten line comment at the beginning

about the multi-computer version implementation,

These type of statistics are not only valuable for quality control but
statistics on language construct usage contribute to new standards and
conventions and avoidance of future problems [ALJIM 79].
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ISDS _SENSITIVITY ANALYSIS

Table 4.3.2-2 and 4.3.2-3 provide a subset of the ISDS statistics eval-
vated. Note the high degree of modularity evidenced by the statistics and
the high percentage of comments. In evaluating these statistics at a task
level (subsystem level) considerable variance was realized in percent of
comments and average number of branches. We were able to establish
significant correlation between those statistics and the effort required
to transport and enhance the various tasks.

As a more detailed analysis, the metrics related to Maintainability and
Portability were calculated for a subset of the modules of the new ver-
sion of ISDS and compared to the old version. Figure 4.3.2-1 provides
some examples. The acronyms are indexes into the metric table in
Appendix B.

These values were then compared to a relative indicator of the effort re-
quired to transport and enhance the maintainability of ISDS, The relative
indicator represents the percent of the total effort to enhance the
maintainability or transport the system., Table 4,3,2-4 provides some
examples of this analyses. Our analysis of this data was aimed at
determining whether the difference between the metric score for the initial
version and the new version correlated with the effort required to produce
the new version from the old version, The following metrics demonstrated
significant correlation (correlation coefficients better than .75):

SI.4 Coding Simplicity Measure

SD.1 Quantity of Comments

SD.2 Effectiveness of Comments Measure
SD.3 Descriptiveness of Language Measure
MO.2 Modular Implementation Measure

Se.1 System Software Independence Measure
MI.1 Machine Independence Measure

4-20




A surprising result was that the complexity measure did not improve
generally between versions, The reason was because we were using a
modification of McCabe's measure and there is no penalty for unconditional
branches, Therefore in cases where we went from an unstructured module
implementation to a structure implementation, and replaced GOTO's with
structured constructs. In these situations, the number of paths may

have increased or at least stayed the same, even though the structure was
more simple or easier to understand, This attribute was reflected in the
Code Simplicity Measure,

These types of analyses, using the quantitative technical statistics pro-
vided by the application of the metrics, can be a very beneficial aid to a
quality assurance person, The identification of how certain measures

vary in a system gives insight into the adherence to standards, what
characteristics need to be controlled by new standards, and which modules
vary from the average significantly and should be evaluated further.
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Table 4.3.2-3 ISDS Initial Version Statistics
AVERAGE STANDARD DEVIATION

TOTAL LINES

OF CODE (LOC) 85 54
LOC WITHOUT

COMMENTS 52 43
4 OF DECISIONS

(IF, DO WHILE, ETC) 7.8 7.5
4 OF UNCONDITIONAL 6 .2

BRANCHES (GOTOS) : :
# OF EXITS/

ENTRANCES 2.3 -9
# OF LOOPS 2.5 3.2
4 OF STATEMENT

LABELS 1.6 2.8
# OPERATORS 47.8 35.5
# OPERANDS 59.3 45.8
% COMMENTS 34. 19.
# OF INPUT/OUTPUT ) 8 ]

STATEMENTS : :
# CALLS TO OTHER

MODULES ' 4.5 10.5
# OF SYSTEM . 5

SOFTWARE REFERENCES : :
# OF LOCAL

VARIABLES 8.3 6.3
# OF GLOBAL

VARTABLES 3.6 3.9
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Figure 4.3.2-1

Metric Score Comparisons
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4.3.3 NORMALIZATION FUNCTION ANALYSIS

The normalization functions established in RADC~TR~77~369 [McCJ77] were
modified or further validated based on the additional data sample pro-
vided by this effort. In addition, a normalization function for Porta-
bility was established. The same process used in RADC-TR-77-369 was used
in this study.

Table 4.3.3-1 provides a summary of the metric scores (average score and
standard deyiation) achieved by MARDIS and ISDS. These scores were val-
culated as a consistency check to evaluate if the metric scores were

reasonable with respect to our experience of applying them to JOVIAL code 144
during the Factors in Software Quality study.

The results of the normalization functiona analysis and derivation are
shown in Table 4.3,3-2, The table identifies a multivariate relationship }7
as well as normalization functions calculated for individual metrics. In '
most cases, the multivariate normalization function would b2 the preferred
relationship to use because greater precision can be achieved with it,

The metrics related to Maintainability at implementation were an exception
to this statement. Some of the individual metrics showed higher correla-
tion. However, in this case, the sample size or the fact that several
dimensions should be examined would still encourage the use of the multi-
variate relationship. However, in cases where data availability or ef-

r— g
.

fort to measure are limited, single metric relationships can be used.

Caution must be taken in using these results, Our sample size, even

though we have now applied the metrics to two JOVIAL command and control

systems (~ 40,000 lines of code), and COBOL financial management informa-

tion system (~ 50,000 lines of code) and a FORTRAN software support sys-

tem (~ 20,000 lines of code), is still small to place too much confidence !
in the results. It is significant, however, that relationships do exist

and our intuitions in establishing the measurements have statistical

reinforcement, As shown in Table 4,3.3-3, the measurements that exhibit




correlation to Portability and Maintainability, the quality factors
emphasized during this study, are logical. The metrics that did not
exhibit significant correlations are shown in Table 4,3,3-4, An
explanation or description of the action taken is provided,
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Table 4.3.3-1

Metric Scores

METRIC AVERAGE SCORE SATANDARD DEVIATION
€0.1 .12 .14
Cs.2 .68 .42
ET.2 .02 .07
ET.3 07 .2
SI.1 .87 .09
SI.3 .23 .25
S1.4 .57 .07
MO.2 N .18
GE.2 .35 47
EX.2 .07 .26
SD.1 .35 .16
SD.2 .40 ;19
SD.3 .57 1
EE.2 .50 .16
EE.3 .85 .23
$s.1 Q1 .01
MI.1 .21 .49
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Table 4.3.3-2 Normalization Functions

o STANDARD CORRELATION
QUALITY FACTOR/NQRMALIZATION FUNCTIONS ERROR COEFFICIENT
RELIABILITY (DESIGN)
Multivariate .18 M(ET.1) + .19 M(S1.3) 7 .87
Function
Individual .34 M(ET.1) .18 .82
Functions
.34 M(SI.3) .16 .85
RELIABILITY (IMPLEMENTATION)
Multivariate .48 M(ET.1) + .14 M(SI.1) .33 .85
Function
Individual .57 M(ET.1) A .83
Functions
.58 M(SI1.1) 3 .78
.53 M(SI.3) .32 .78
.53 M(SI.4) .34 .77
MAINTAINABILITY (DESIGN)
Individual .67 M(SI1.3) .28 .88
Functions
.53 M(SI.1) .27 .83
MAINTAINABILITY (IMPLEMENTATION)
Multivariate .61 M(SI.3) + .14 M(MO.2)
Function + .33 M(SD.2) -.2 .06 .78
Individual 2.1 M(SI.3) .185 .89
Functions
.71 M(SD.2) .29 .74
.6 M(SD.3) .23 .84
.48 M(S1.1) .15 91
.43 M(S1.4) 7 .89

vl i i, B NI




Table 4.3.3-2 Normalization Functions (Continued) E
STANDARD CORRELATION
QUALITY FACTOR/NORMALIZATION FUNCTIONS ERROR COEFFICIENT
FLEXIBILITY IMPLEMENTATION)
Multivariate .22 M(M0.2) + .44 M(GE.2)
Function +.09 M(SD.3) KT .98
.6 M(M0.2) 12 .96
.72 M(GE.2) .15 .93
.59 M(SD.2) .16 .95
.56 M(SD.3) .14 .96
PORTABILITY (IMPLEMENTATION)
Multivariate .19 M(SD.1) + .76 M(SD.2)
Function + .25 M(SD.3) + .64 M(MI.1)] .05 .93
Individual 1.07 M(SI.1) .28 .90
Functions _
1.1 M(MI.1) .33 .90
1.5 M(SD.2) .39 .86
b ]
- 4-32




Table 4.3.3-3 Results of Normalization Function Analysis

(Individual Metrics Which Exhibited
Correlation to Quality Factors)

PORTABILITY
SD. Quantity of Comments
SD.2 Effectiveness of Comments
SD.3 Descriptiveness of Language
MO.2 Modular Implementation
MI.1 Machine Independence
MAINTAINABILITY
SI.1 Design Structure Measure
SI.3 Complexity
SI.4 Coding Simplicity
MO.2 Modular Implementation
$D.2 Effectiveness of Comments




T3

Table 4.3.3-4 Results of Normalization Function Analysis
(Individual Metrics Which Did Not
Exhibit Significant Correlation)

FACTOR/METRIC EXPLANATION
PORTABILITY
MO.1 Degree of Independence System level metric
(Myer's) - not calculated

SS.1 Software System Independence System dependencies were for
the most part alleviated by the
use of multi-line entries in
MARDIS code. Further evalua-
tion required.

MAINTAINABILITY
cs.1 Procedure Consistency System level metric -
considered anomaly detecting
metrics
Cs.2 Data Consistency System level metric -
considered anomaly detecting
metrics
SI.2 Structured Programming Little variation found
- dropped from candidate
metrics
MO.1 Degree of Independence System level metric
(Myer's) - not calculated
SD.1 Quantity of Comments The percentage of comments alone
did not show significant cor-
relation - considered anomaly
detecting metric
4-34
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Table 4.3.3~4 Results of Normalization Function Analysis
(Continued)
FACTOR/METRIC EXPLANATION
SD.3 Descriptiveness of Language Did not exhibit much variation
within system
€0.1 Conciseness (Halstead's The comparison of calculated
Tength) length with observed length
varied greatly
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APPENDIX A
PRODUCTS PRODUCED IN TYPICAL ARMY SOFTWARE DEVELOPMENT

This is a listing of documentation required by the Army for software develop-
ment according to CSCM 18-1.

SYSTEM DOCUMENTATION REQUIREMENTS
CSCM 18-1, Paragraph 6.1.1.4

A System Overview will be prepared by the developer whenever a multicommand
system has two or more subsystems. The manual provides the needed interface
between subsystems in a modularly developed ADP system.

SYSTEM DOCUMENTATION REQUIREMENTS
CSCM 18-1, Paragraph 6.1.1.5

A separate six volume manual will be published, using the assigned unique
subsystem identification code for each application subsystem and for each
executive software subsystem maintaining a baseline as defined in Chapter 1
of this manual and qualifying as a integrated assembly of separate but
functionally interrelated programs, routines, procedures, or techniques
operating in consonance as an entity in the performance of a predefined
functional ADP task. Each of the six volumes is specifically tailored

to the various users of the subsystem and is intended to be self-con-
tained. The six volumes of documentation required for the application
subsystems and for the executive software subsystems determined to
perform predefined functional ADP tasks are described in the following
paragraphs.

EXECUTIVE SUMMARY, VOL I
CSCM 18-1, Paragraph 6.1.1.5.1

This volume will contain an overview of the subsystem to include the
objectives and general description written in nontechnical language.

2 i
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USER DOCUMENTATION, VoL II

CSCM 18-1, Paragraph 6.1.1.5.2

This document prescribes the procedures that must be followed for successful
utilization of the subsystem. It contains instructions for the general use

of the subsystem, preparation of input, audit of output and interface proce-
dures between the functional area and the data automation activity. The doc-
ument will be presented in one of the two following formats: Functional User
Documentation or Users Procedures, Volume II. Users Procedures, Volume II,

is intended for those subsystems where the ADP developer is also the proponent.

OPERATIONS AND SCHEDULING, VOL III
CSCM 18-1, Paragraph 6.1.1.5.3

This volume will contain instructions necessary to schedule the subsystem, run
the computer, produce outnut products, and distribute the results.

REFERENCE MATERIAL, VOL IV
CSCM 18-1, Paragraph 6.1.1.5.4

This volume will contain all of the material which preceded the technical design
and analysis of the subsystem. This volume will not be distributed below the
agency maintaining the subsystem.

GENERAL SYSTEM ANALYSIS DOCUMENTATION, VOL V
CSCM 18-1, Paragraph 6.1.1.5.5

This volume will contain all of the material used or developed during the
technical design and analysis of the subsystem. This volume will not be
distributed below the agency maintaining the subsystem.

SYSTEM PROGRAM DOCUMENTATION, VOL VI
CSCM 18-1, Paragraph 6.1.1.5.6

This volume will contain completed material necessary to understand the pur-
pose and processing of a program used and developed during the programming
and testing of the subsystem. This volume will not be distributed below the
agency maintaining the subsystem.

A-2
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EXECUTIVE SOFTWARE AND SOFTWARE DEVELOPMENT TOOLS DOCUMENTATION REQUIREMENTS
CSCM 18-1, Paragraph 6.1.1.6

This portion of the chapter defines the detailed documentation requirements
for documenting executive software and development tools: i.e., macro
instructions, subroutines, stand-alone utility programs, and utility systems
operating primarily in support of functional applications subsystems not
maintaining a baseline as defined in the preceding paragraph.

TECHNICAL PAMPHLETS
CSCM 18-1, Paragraph 6.1.1.7

Technical pamphlets are used to provide DPI ADP personnel with information
such as language syntax, input sequencing, input coding instructions, and
other procedures necessary to utilize USACSC systems, subsystems, and
executive software. The use of technical pamphlets, however, does not
preclude the requirement for documentation of the software in application
subsystem or executive software documentation format as described above.
The content of a technical pamphlet will be determined by its proponent.
The preparation of a technical pamphlet will be the same; in general, as
for the preparation of application subsystem documentation.
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APPENDIX B
SOFTWARE QUALITY METRICS

The metrics established in [MCCJ77] have been refined based on the exper-
iences of this research study. The changes are contained in this appendix.
The changes are indicated to the far right of the table as follows:

m - A modification has been to the previous metric to make it more
generally applicable or to quantify it.

d1 - The metric was daleted because it was too difficult to measure.
d2 - The metric was deleted because it was not generally appiicable.
d3 - The metric was deleted because it was redundant with another
metric.
a - The metric was added based on further research.

Also indicated in the table that follows is whether the current state of
the metric makes it an anomaly-detecting metric or a predictive metric. If
a normalization function has not been established for the quality factor
the metric corresponds to then it is automatically an anomaly-detecting
metric. In cases where a normalization function has been established for
a quality factor but the metric is not included it is because the metric
did not illustrate sufficient correlation with the operational history.

In lieu of inclusion in the normalization function, some metrics are main-
tained as strictly anomaly-detecting metrics. They are felt to identify
or assist in identification of problems which should be and are typically
corrected immediately to enhance the quality of the product. An (a)
beneath the criterion/subcriterion name identifies an anomaly detecting
metric and a \p) identifies a predictive metric. As further research in
software metrics continue, more predictive metrics will be identified.

One last indication has been added to the table. Within the boxes that

identify during what phase a particular measurement element can be taken,
a reference to what Metric Worksheet applies is given. The reference is

B-1




to the worksheet number such as Worksheet 1 or Worksheet 2a and what
section of the worksheet such as Section III or Section VI. The Metric
Worksheets are contained in the Software Quality Measurement Manual
[Vol. I1]. Explanations of the individual measurement elements follow
the table in this appendix.
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EXPLANATIONS OF METRICS

Each metric and each metric element are described in the following paragraphs.
Indication is provided if the metric ic applied at the system level or the
module level and during which phases,

Traceability
TR.1 Cross reference relating modules to requirements (design and imple-

mentation phases at system level).

During design, the identification of which itemized requirements are satis-

fied in the design of a module are documented. A traceability matrix is an
example of how this can be done. During implementation, which itemized require-
ments are being satisfied by the module implementation are to be identified.
Some form of automated notation, prologue comments or imbedded comments, is

used to provide this cross reference. The metric is the identification of

a tracing from requirements to design to code,

Completeness
CP.1 Completeness Checklist (A11 three phases at system Tevel).

This metric is the sum of the scores of the following applicable elements
divided by the number of applicable elements.

(1) Unambiguous references (input, function, output).
Unique references to data or functions avoid ambiguities such as
a function being called one name by one module and by another
name by another module. Unique references avoid this type of
ambiguity in all three phases.

(2) A1l data references defined, computed. or obtained from an
external source.
Each data element is to have a specific origin. At the
requirements level only major global data elements and a few
specific local data elements may be available to be checked.
The set of data elements available for completeness checking at
the dasign level increases substantially and is to be compiete

at implementation.
B-29




(3)

(3)

(5)

(6)

(7)

B-30
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All defined functions used.
A function which is defined but not used during a phase is
either nonfunctional or a reference to it has been omitted.

A1l referenced functions defined.
A system is not complete at any phase if dummy functions are
present or if functions have been referenced but not defined.

A1l conditions and processing defined for each decision point.

Each decision point is to have all of its conditions and alter-
native processing paths defined at each phase of the software
development. The level of detail to which the conditions and alter-
native processing are described may vary but the important element
is that all alternatives are described.

A11 defined and referenced calling sequence parameters agree.
For each interaction between modules, the full complement of
defined parameters for the interface is to be used. A par-
ticular call to a module should not pass, for example, only five
of the six defined parameters for that module.

A11 problem reports resolved.

At each phase ir. the development, problem reports are generated.
Each is to be ciosed or a resolution indicated to ensure a
complete product.
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Consistency
CS.1 Procedure Consistency Measure (design and implementation at system

level).
The metric is the sum of the scores of the following applicable elements
divided by the number of applicable elements.

(1) Standard Design Representation.
Flow charts, HIPO charts, Program Design Language - whichever form
of design representation is used, standards for representing the
elements of control flow are to be established and followed. This
element applies to design only. The measure is based on the number of
modules whose design representation does not comply with the standards.

It 00 e et O R WA B

(2) Calling sequence conventions.

‘ Interactions between modules are to be standardized. The stan-
dards are to be established during design and followed during
implementation. The measure is based on the number of modules
which do not comply with the conventions,

(3) Input/Output Conventions.
Conventions for which modules will perform I/0, how it will be
accomplished, and the I/0 foimats are to be established and
followed. The measure is based on which modules do not comply with
the conventions. .

(4) Error Handling Conventions. R
A consistent method for error handling is required. Conven-
tions established in design are followed into implementation.
The measure is based on the number of modules which do not
comply with the conventions. i

B-31 l
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CS.2 Data Consistency Measure (Design and implementation at system level)
The metric is the sum of the scores of the following applicable elements
divided by the number of applicable elements.

(1)

(2)

(3)

B-32

Standard data usage representation.

In concert with CS.1 (1), a standard design representation for

data usage is to be established and followed. This is a design metric
only, identifying the number of modules which violate the standards.

Naming Conventions.
Naming conventions for variables and modules are to be established
and followed.

Consistent Global Definitions,

Global data elements are to be defined in the same manner by all
modules. The measure is based on the number of modules in which
the global data elements are defined in an inconsistent manner
for both design and implementation.
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Accuracy
AC.1 Accuracy Checklist (requirements, design, implementation phases at

system level). Each element is a binary measure indicating existence, or
absence of the elements. The metric is the sum of the scores of the
following applicable elements divided by the number of applicable elements.

(1) Error analysis performed and budgeted to module (requirements
phase only).
An error analysis must be part of the requirements analysis performed
to develop the requirements specification. This analysis allocates
overall accuracy requirements to the individual functions to be
performed by the system. This budgeting of accuracy requirements
provides definitive objectives to the module designers and
implementers.

(2) A definitive statement of requirement for accuracy of inputs,
outputs, processing, and constants (requirements phase only).
See explanation above (1),

(3) Sufficiency of Math Library (design phase only).
The accuracy of the math library routines utilized within the
system is to be checked for consistency with the overall
accuracy objectives.

(4) Sufficiency of numerical methods (design and implementation
phase).
The numerical methods utilized within the system are to be consis-
tent with the accuracy objectives. They can be checked at design
and implementation.

(5) Execution outputs within tolerances (implementation phase only
requiring execution).
A final measure during development testing is execution of mod-
ules and checking for accuracy of outputs.
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Error Tolerance

ET.1 Error Tolerance Control Checklist (design and implementation phases

at system level).

The metric is the sum of the scores given to the following elements divided
by the number of applicable elements.

(1) Concurrent processing centrally controlled.
Functions which may be used concurrently are to be controlled 1
centrally to provide concurrency checking, read/write locks, etc.
Examples are a data base manager, I/0 handling, error handling,
etc. The central control must be considered at design and then
implemented.

(2) Errors fixable and processing continued.
When an error is detected, the capability to correct it on-line
and then continue processing, should be available. An example is |
an operator message that the wrong tape is mounted and processing i
will continue when correct tape is mounted. This can be measured
at design and implementation.

(3) When an error condition is detected, the condition is to be passed up to
calling routine.
The decision of what to do about an error is to be made at a
level where an affected module is controlled. This concept is
built into the design and then implemented.

ET.2 Recovery from Improper Input Data Checklist (all three phases at
system level). The metric is the sum of the scores of the following appli-
cable elements divided by the number of the applicable elements.
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(1) A definitive statement of requirement for error tolerance of
input data.
The requirements specification must identify the error tolerance
. capabilities desired (requirements phase only).

(2) Range of values (reasonableness) for items specified and checked
(design and implementation phases only).
The attributes of each input item are to be checked for reason-
ableness. Examples are checking items if they must be numeric,
alphabetic, positive or negative, of a certain length, nonzero,
etc. These checks are to be specified at design and exist in
code at implementation.

(3) Conflicting requests and illegal combinations identified and checked
(design and implementation phases only).
Checks to see if redundant input data agrees, if combinations of param-
eters are reasonable, and if requests are conflicting should be docu-
mented in the design and exist in the code at implementation.

(4) A1l input is checked before processing begins (design and imple-
mentation phases only).
Input checking is not to stop at the first error encountered but to con-
tinue through all the input and then report all errors. Processing is
not to start until the errors are reported and either corrections are
made or a continue processing command is given.

(5) Determination that all data is available prior to processing.
To avoid going through several processing steps before incomplete
input data is discovered, checks for sufficiency of input data
are to be made prior to the start of processing.

ET.3 Recovery from Computational Failures Checklist (all three phases at
system level), The metric is the sum of the scores of the following appli-
3 cable elements divided by the number of applicable elements.
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(1) A definitive statement of requirement for recovery from compu-
tational failures (requirements phase only).
The requirement for this type error tolerance capabilityare to
be stated during requirements phase.

(2) Loop and multiple transfer index parameters range tested before
use. (design and implementation phase only).
Range tests for loop indices and multiple transfers are to be
specified at design and to exist in code at implementation.

(3) Subscript checking (design and implementation phases only).
Checks for legal subscript values are to be specified at design
and coded during implementation.

(4) Critical output parameters reasonableness checked during
processing (design and implementation phases only).
Certain range-of-value checks are to be made during processing to
ensure the reasonableness of final outputs. This is usually done
only for critical parameters. These are to be identified during
design and coded during imp]ehentation.

ET.4 Recovery from Hardware Faults Checklist (A11 three phases at system
level). The metric is the sum of scores from the applicable elements divided
by the number of applicable elements.

(1) A definitive statement of requirements for recovery from hardware
faults (requirements only).
The handling of hardware faults such as arithmetic faults, power
failure, clock interrupts, etc., are to be specified during require-
ments phase.
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(2) Recovery from Hardware Faults (design and implementation phases

only).
The design specification and code to provide the recovery from

the hardware faults identified in the requirements must exist
in the design and implementation phases respectively.
k

ET.5 Recovery from Device Errors Checklist (all three phases at system

level). The metric is the score given to the applicable elements below

at each phase.

(1) A definitive statement of requirements for recovery from device

errors (requirements only).
The handling of device errors such as unexpected end-of-files

or end-of-tape conditions or read/write failures are specified

during the requirements phase.

(2) Recovery from Device Errors (design and implementation phases

only).
The design specification and code to provide the required

handling of device errors must exist in the design and implementation

phases respectively.

Simplicity

SI.1 Design Structure Measure (design and implementation phases at system
level). The metric is the sum of the scores of the applicable elements

divided by the number of applicable elements.

: . (1) Design organized in top down fashion.
' A hierarchy chart of system modules is usually available or easy

to construct from design documentation. It should reflect the
accepted notion of top down design. The system is organized
in a hieracrchal tree structure, each level of the tree represents

Tower levels of detail descriptions of the processing.
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(2)

(3)

(4)

(5)

(6)

Module independence.

The processing done within a module is not to be dependent on the
source of input or the destination of the output. This rule can
be applied to the module description during design and the coded
module during implementation. The measure for this element is

based on the number of modules which do not comply with this rule.

Module processing not dependent on prior processing.

The processing -done within a module is not to be dependent upon
knowledge or results of prior processing, e.g., the first time
through the module, the nth time through, etc. This rule is
applied as above at design and implementation.

Each module description includes input, output, processing,
limitations.

Documentation which describes the input, output, processing, and
limitations for each module is to be developed during design and
available during implementation. The measure for this element is
based on the number of modules which do not have this information
documented.

Each module has single entrance, single exit.
Determination of the number of modules that violate this rule at

design and implementation can be made and is the basis for the metric.

Size of data base.
The size of the data base in terms of the number of unique data

items contained in the data base relates to the design structure
of the software system, A data item is a unique data element
for example an individual data entry or data field.

-
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(7) Compartamentalization of Data Base
The structure of the data base also is represented by its
modularization or how it is decomposed. The size determined
in (6) above divided by the number of data sets provided this
measure. A data set ccrresponds to the first level of decom-
position of a data pase, e.g., a set in a CODASYL data base,
a record in a file system, a COMMON in FORTRAN, or a Data
Block in a COMPOOL system

SI.3 Data and Control Flow Complexity measure (Design and implementation
phases) .

This metric can be measured from the design representation (e.g., flowcharts)
and the code automatically. Path flow analysis and variable set/use informa-
tion along each path is utilized. A variable is considered to be 'live' at a
node if it can be used again along that path in the program. The com-
plexity measure is based on summing the 'liveness' of all variables along

all paths in the program. It is normalized by dividing it by the maximum
complexity of the program (all variables live along all paths).

(See [RICHP76] and page D-16 of Volume II.)

SI.4 Measure of Simplicity of Coding Techniques (Implementation phase
applied at module level first). The metric at the system level is an
averaged quantity of all the module measures for the system. The module
measure is the sum of the scores cf the following applicable elements
divided by the number of applicable elements.

(1) Module flow top to bottom.
This is a binary measure of the logic flow of a module. If it
flows top to bottom, it is given a value of 1, if not a 0.

Negative Boolean or complicated Compound Boolean expressions
used.

Compound expressions involving two or more Boolean operators and
negation can often be avoided. These types of expressions add
to the complexity of the module. The measure is based on the
number of these complicated expressions per executable statement

in the module.
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(3)

(4)

(5)

(6)

(7)

(8)
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Jumps in and out of loops.

Loops within a module should have one entrance and one exit.

This measure is based on the number of loops which comply with this
rule divided by the total number of loops.

Loop index modified.

Modification of a loop index not only complicates the logic of a
module but causes severe problems while debugging. This measure
is based on the number of loop indices which are modified divided
by the total number of loops.

Module is not self-modifying.

If a module has the capability to modify its processing logic it becomes
very difficult to recognize what state it is in when an error occurs. In
addition, static analysis of the logic is more difficult. This measure
emphasizes the added complexity of self-modifying modules.

Number of statement labels.
This measure is based on the premise that as more statement labels
are added to a module the more complex it becomes to understand.

Nesting level,

The greater the nesting level of decisions or loops within a mod-
ule, the greater the complexity. The measure is the inverse of
the maximum nesting level,

Number of branches.,

The more paths or branches that are present in a module, the
greater the complexity, This measure is based on the number
of decision statements per executable statements.
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(9) Number of GOTO's.
Much has been written in the literature about the virtues of
avoiding GOTO's. This measure is based on the number of GOTO
statements per executable statement.

(10) Vvariable mix in a module,
From a somplicity viewpoint, local variables are far better than
global variables. This measure is the ratio of internal (local)
variables to total (internal (local) plus external (global))
varialbes within a module.

(11) Vvariable density,
The more used of variables in a module the greater the complexity
of that module. This measure is based on the number of variable
uses in a moduie divided by the maximum possible uses.

Modularity
MD.2 Modular Implementation Measure (design and implementation phases at

system level). The metric is the sum of the scores of the fo]]ow{ng ap-
plicable elements divided by the number of applicable elements.

(1) Hierarchical Structure.
The measure refers to the modular implementation of the top down
design structure mentioned in SI.1 (1). The hierarchical struc-
ture obtained should exemplify the following rules: Interactions
between modules are restricted to flow of control between a pre-
decessor module and its immediate successor modules, This mea~
sure is based on the number of violations to this rule,

(2) Module Size Profile,
The standard module size of procedural statements can vary. 100
statements has been mentioned in the literature frequently.
This measure is based on the number of procedural statements in
a module.
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(3) Controlling patrameters defined by calling module.
The next four elements further elaborate on the control and
interaction between modules referred to by (1) above. The
calling module dé%ines the controlling parameters, any input
data required, and the output data required. Control must
also be returned to the calling module. This measure is basec
on the number of calling parameters which are control para-
meters. The next three are based on whether a rule is vio-
lated. They can be measured at design and implementation.

(4) Input data controlled by calling module.
See (3) above.

(5) Output data provided to calling module.
See (3) above.

(6) Control returned to calling module,
See (3) above.

(7) Modules do not share temporary storage.
This is a binary measure, 1 if modules do not share temporary
storage and 0 if they do, It emphasizes the loss of module
independence if temporary storage is shared between modules.

Generality
GE.1 Extent to which modules are referenced by other modules (design and

jmplementation at system level), This metric provides a measure of the
generality of the modules as they are used in the current system. A mod-
ule is considered to be more general in nature if it is used (referenced)
by more than one module. The numoer of these common modules divided by
the total number of modules provides the measure.




GE. 2 Implementation for Generality Measure (design and implementation
phases). This metric is the sum of the scores of the following applicable
elements divided by the number of applicable elements.

(1) Input, processing, output functions are not mixed in a single ﬂ
function. |
A module which performs I/0 as well as processing is not as
general as a module which simply accomplishes the processing.
This measure is based on the number of modules that violate
this concept at design and implementation.

B e T L R

-~

(2) Application and machine dependent functions are not mixed in
a single module (implementation only).
Any references to machine dependent functions wiihin a module
lessens its generality. An example would be referencing the
system clock for timing purposes. This measure is based on the
number of machine dependent functions in a module.

(3) Processing not data volume limited.
A module which has been designed and coded to accept no more-
than 100 data item inputs for processing is certainly not as
general in nature as a module which will accept any volume uf
input. This measure is based on the number of modules which
are designed or implemented to be data volume limited,

(4) Processing not data value limited.
A previously identified element, ET.2 (2, of Error Tolerance
dealt with checking input for reasonableness. This capability
is required to prevent providing data to a function for which
it is rot defined or its degree of precision is not acceptable,
etc. This is necessary capability from an error tolerance
viewpoint. From a generality viewpoint, the smaller the subset
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of all possible inputs to which a function can be applied the
less general it is. Thus, this measure is based on the number
of modules which are data value limited., This cin be deter-
mined at design and implementation.
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Expandability

EX.1 Data Storage Expansi n Measure (design and implementation phase at
system level). The metric is the sum of the scores of the following appli-
cable elements divided by the number of applicable elements.

(1) Logical processing independent of storage specification/require-
ments. The togical processing of a module is to be independent
of storage size, buffer space, or array sizes. The design pro-
vides for variable dimensions and dynamic array sizes to be defined
parametrically. The metric is based on the number of modules con-
‘taining hard-coded dimensions which do not exemplify this concept.

v e~ N o

(2) Percent of memory capacity uncommitted (implementation only).
The amount of memory available for expansion is an important mea-
sure. This measure identifies the percent of available memory
which has not been utilized in implementing the current system.

EX.2 Extensibility Measure (design and implementation phases at the system
level). The metric is the sum of the scores of the following applicable
elements divided by the number of applicable elements.




(1) Accuracy, convergence, timing attributes which control processing
are parametric.
A module which can provide varying degrees of convergence or timing
to achieve greater precision provides this attribute of extensibil-
ity. Hard-coded control parameters, counters, clock values, etc.
violate this measure. This measure is based on the number of mod-
ules which do not exemplify this characteristic. A determination
can be made during design and implementation.
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(2) Modules table driven.

The use of tables within a module facilitates different representa-
! tions and processing characteristics. This measure which can be
applied during design and implementation is based on the number of
modules which are not table driven.

- s -

(3) Percent of speed capacity uncommitted (implementation only).
A certain function may be required in the performance requirements
specification to be accomplished in a specified time for overall
timing objectives. The amount of time not used by the current
implementation of the function is processing time available for
potential expansion of computational capabilities. This measure
identifies the percent of total processing time that is
uncommitted.
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Instrumentation
! IN.1 Module testing measure (design and implementation phases, first at mod-

ule level then system level). The system level metric is an average of all
module measures. The module measure is the average score of the following

two elements:

(1) Path coverage.
Plans for testing the various paths within a module should be made
during design and the test cases actually developed during imple-
mentation. This measure identifies the number of paths planned to
be tested divided by the total number of paths.

(2) Input parameters boundary tested.
The other aspect of module testing involves testing the input
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ranges to the module. This is done by exercising the module at the
various boundary values of the input parameters. Plans to do this
must be specified during design and coded during implementation.
The measure is the number of parameters to be boundary tested
divided by the total number of parameters.

IN.2 Integration Testing Measure (design and implementation phases at system

level).

(1)

(2)
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The metric is the averaged score of the following two elements.

Module interfaces tested.

One aspect of integration testing is the testing of all module to
module interfaces. Plans to accomplish this testing are prepared
during design and the tests are developed during implementation.
The measure is based on the number of interfaces to be tested
divided by the total number of interfaces.

Performance requirements (timing and storage) coverage.

The second aspect of integration testing involves checking for com-
pliance at the module and subsystem level with the performance
requirements. This testing is planned during design and the tests
are developed during implementation. The measure is the number

of performance requirements to be tested divided by the total
number of performance requirements.
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IN.3 System Testing Measure (design and implementation phases at the system

level).

(1)

(2)

The metric is the averaged score of the two elements below.

Module Coverage.

One aspect of system testing which can be measured as early as the
design phase is the equivalent to path coverage at the module level.
For all system test scenarios planned, the percent of all of the
modules to be exercised is important.

Identification of test inputs and outputs in summary form.

The results of tests and the manner in which these results are
displayed are very important to the effectiveness of testing. This
is especially true during system testing because of the potentially
large volume of input and output data. This measure simply identi-
fies if the capability exists to display test inputs and outputs

in a summary fashion. The measure can be applied to the plans

and specifications in the design phase and the development of

this capability during implementation.

Self Descriptiveness

SD.1 Quantity of Comments (implementation phase at module level first and
then system level). The metric is the number of comment lines divided by the
total number of lines in each module. Blank lines are not counted. The
average value is computed for the system level metric.
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SD.2 Effectiveness of Comments Measure (implementation phase at system level).
The metric is the sum of the scores of the following applicable elements
divided by the number of applicable elements.

(1)

(2)

(3)

(4)

(5)
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Modules have standard formatted prologue comments.

The items to be contained in the prologue comments are listed in
Table 6.2-1. This information is extremely valuable to new

personnel who have to work with the software after development,
performing maintenance, testing, changes, etc. The measure at

the system level is based on the number of modules which do not
comply with a standard format or do not provide complete information.

Comments set off from code in uniform manner.

Blank lines, bordering asterisks, specific card columns are some of
the techniques utilized to aid in the identification of comments.
The measure is based on the number of modules which do not follow
the conventions established for setting off the comments.

A11 transfers of control and destinations commented.

This form of comment aids in the understanding and ability to follow
the logic of the module. The measure is based on the number of
modules which do not comply.

A11 machine dependent code commented.

Comments associated with machine dependent code are important not
only to explain what is being done but also serves to identify
that portion of the module as machine dependent. The metric is
based on the number of modules which do not have the machine
dependent code commented.

A1l non-standard HOL statements commented.
A similar explanation to (4) above is applicable here.




(6) Attributes of all declared variables commented.
The usage, properties, units, etc., of variables are to be explained \
in comments. The measure is based on the number of modules which do
not follow this practice.

(7) Comments do not just repeat operation described in language.
Comments are to describe why not what. A comment, increment A by 1, |
for the statement A=A+l provides no new information. A comment, \
increment the table look-up index, is more valuable for under- !i
standing the logic of the module. The measure is based on the i
number of modules in which comments do not explain the why's.

SD.3 Descriptiveness of Implementation Language Measure (implementation
phase at system level). The metric is the sum of the scores of the following ;
applicable elements divided by the number of applicable elements.

(1) High Order Language used.
An HOL is much more se]fldescriptive than assembly language. The
measure is based on the number of modules which are implemented,
in whole or part, in assembly or machine language. §

(2) variable names (mnemonics) descriptive of physical or functional
property represented.

i_ While the metric appears véry subjective, it is quite easy to

s identify if variable names have been chosen with self- t
‘ 5’ descriptiveness in mind. Three variable names such as NAME, §

5 POSIT, SALRY are far better and more easily recognized as bet- f

ter than Al, A2, A3. The measure is based on the number of
modules which do not utilize descriptive names.
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(3) Source code logically blocked and indented,
Techniques such as blocking, paragraphing, indenting for specific
constructs are well established and are to be followed uniformly
with a system. This measure is based on the number of modules
which do not comply with a uniform technique.

(4) One statement per line.
The use of continuation statements and multiple statements per line
causes difficulty in reading the code, The measure is the number
of continuations plus the number of multiple statement lines divided
by the total number of lines for each module and then averaged over
all of the modules in the system.

Execution Efficiency
EE.1 Performance Requirements allocated to design (design phase at system

level). Performance requirements ror the system must be broken down and
allocated appropriately to the modules during the design. This metric simply
identifies if the performance requirements have (1) or have not (0) been
allocated during the design.

EE.2 Iterative Processing Efficiency Measure (design and implementation
phases at module level first). The metric at the module level is the sum of
the scores of the following applicable elements divided by the number of
elements. At the system level it is an averaged score for all of the modules.

(1) Non-loop dependent computations kept out of loop.
Such practices as evaluating constants in a loop are to be avoided.
This measure is based on the number of non-loop dependent statements
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(2)

(3)

(4)

(5)
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found in all Toops in a module. This 1is to be measured from a
detailed design representation during design and from the code
during implementation. p

Performance Optimizing Compiler/Assembly language used (implementation
only).

This is a binary measure which identifies if a performance optimizing ]j
compiler was used (1) or if assembly language was used to accomplish
performance optimization (1) or not (0).

Compound expressions defined once (implementation only). *
Repeated compound expressions are tobe avoided from an efficiency
standpoint. This metric is based on the number of compound

expressions which appear more than once. 4

Number of overlays.

The use of overlays requires overhead as far as processing time.
This measure, the inverse of the number of overlays, reflects that
overhead. It can be applied during design when the overlay scheme
is defined and during implementation.

Free of bit/byte packing/unpacking in loops.

This is a binary measure indicating the overhead involved in bit/byte
packing and unpacking. Placing these activities within loops should
be avoided if possible.
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(6)

(7)

(8)

Module linkages (implementation only, requires execution).

This measure essentially represents the inter-module communication
overhead. The measure is based on the amount of execution time
spent during module to module communication.

Operating System linkages (implementation only, requires execution),
This measure represents the module to 0S communication overhead.

The measure is based on the amount of execution time spent during
module to 0S communications,

Efficient Use of storage facility.
This measure represents an evaluation of the utility of the storage
facility.

EE.3 Data Usage Efficiency Measure (design and implementation phases applied
at module level first). The metric at the module level is the sum of the
scores of the following applicable elements divided by the number of applicable

elements.
values.

(1)

(2)
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The system metric is the averaged value of all of the module metric

Data grouped for efficient processing.

The data utilized by any module is to be organized in the data base,
buffers, arrays, etc., in a manner which facilitates efficient
processing. The data organization during design and implementation is
to be examined to provide this binary measure.

Variables initialized when declared (implementation only).
This measure is based on the number of variables used in a module
which are not initialized when declared.
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(3)

(4)

(5)

Efficiency is lost when variables are initialized during execution
of a function or repeatedly initialized during iterative processing.

No mix-mode expressions (implementation only).
Processing overhead is consumed by mix-mode expressions which are
otherwise unnecessary. This measure is based on the number of mix-

mode expressions found in a module.

Common choice of units/types. o
For similar reasons as expressed above (3) this convention is to be

followed. The measure is the inverse of the number of operations
performed which have uncommon units or data types.

Data indexed or referenced for efficient processing.

Not only the data organization, (1) above, but the 1inkage scheme
between data items effects the processing efficiently. This is a
binary measure of whether the indexing utilized for the data was

chosen to facilitate processing.

Storage Efficiency

SE.1 Storage Efficiency Measure (design and implementation phases at module
level first then system level). The metric at the module level is the sum of
the scores of the following applicable elements divided by the number of
applicable elements. The metric at the system level is the averaged value of

all of the module metric values.

(1) Storage Requirements allocated to design (design phase only).

The storage requirements for the system are to be allocated to the
individual modules during design. This measure is a binary measure
of whether that allocation is explicitly made (1) or not (0).
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(2)

(3)

(4)

(5)

(6)
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Virtual Storage Facilities Used.

The use of virtual storage or paging techniques enhances the

storage efficiency of a system. This is a binary measure of whether
these techniques are planned for and used (1) or not (0).

Common data defined only once (implementation only).

Often, global data or data used commonly are defined more than
once. This consumes storage. This measure is based on the number
of variables that are defined in a module that have been defined
elsewhere.

Program Segmentation.

Efficient segmentation schemes minimize the maximum segment length
to minimize the storage requirement. This measure is based on

the maximum segment length. It is to be applied during design when
estimates are available and during implementation.

Dynamic memnry management used,

This is a binary measure emphasizing the advantages of using dy-
namic memory management techniques to minimize the amount ef
storage required during execution. This is planned during design
and used during implementation.

Data packing used (implementation only).

While data packing was discouraged in EE.2 (5) in loops because of
the overhead it adds to processing time, in general it is bene-
ficial from a storage efficiency viewpoint, This binary measure
applied during implementation recognizes this fact,
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(7)

Storage optimizing compiler/assenbly language used (implementation
only).

This binary measure is similar to EE.2 (2) except from the view-
point of storage optimization.

Access Control

(1)

(2)

AC.1 Access Control Checklist (all three phases at system level).
The metric is the sum of the scores of the following applicable elements
divided by the number of applicable elements.

User I/0 Access controls provided.

Requirements for user access control must be identified during the
requirements phase. Provisions for identification and password
checking must be designed and implemented to comply with the require-
ments. This binary measure applied at all three phases identifies
whether attention has been placed on this area.

Data Base Access controls provided.
This binary measure identifies whether requirements for data base

controls have been specified, designed and the capabilities imple-
mentated. Examples of data base access controls are authorization
tables and privacy locks.
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(3)

Memory protection across tasks.

Similar to (1) and (2) above, this measure identifies the progression

from a requirements statement to implementation of memory protection
across tasks. Examples of this type of protection, often times pro-

vided to some degree by the operating system, are preventing tasks from

invoking other tasks, tasks from accessing system registers, and the
use of privileged commands.

Access Audit
AA.1 Access Audit Checklist (all three phases at system level).
The metric is the averaged score of the following two elements.

(1)

(2)

B-56

Provisions for recording and reporting access.

A statement of the requirement for this type capability must exist in

the requirements specification. It is to be considered in the design
specification, and coded during implementation. This binary metric
applied at all three phases identifies whether these steps are
being taken. Examples of the provisions which might be considered
would be the recording of terminal linkages, data file accesses,
and jobs run by user identification and time.

Provisions ‘for immediate indication of access violation.

In addition to (1) above, access audit capabilities required

might include not only recording accesses but immediate identifica-
tion of unauthorized accesses, whether intentional or not. This
measure traces the requirement, design, and implementation of
provisions for this capability.
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Operability
OP.1 Operability Checklist (all three phases at system level).

The metric is the sum of the scores of the following applicable elements
divided by the number of applicable elements.

(1) A1l steps of operation described.
This binary measure applied at all three phases identifies whether
the operating characteristics have been described in the require-
ments specification, and if this description has been transferred
into an implementable description of the operation (usually in an
operator's manual). The description of the operation should cover
the normal sequential steps and all alternative steps.

(2) A1l error conditions and responses appropriately described to
operator,
The requirement for this capability must appear in the requirements
specification, must be considered during design, and coded during
implementation. Error conditions must be clearly identified by
the system. Legal responses for all conditions are to be either
documented and/or prompted by the system. This is a binary mea-
sure to trace the evolution and iinplementation of these capabilities.

(3) Provisions for operator to interrupt, obtain status, save, modify,
and continue processing.
The capabilities provided to the operator must be considered during
the requirements phase and then designed and implemented. Examples
of operator capabilities include halt/resume and check pointing.
This is a binary measure to trace the evolution of these
capabilitier

(4) Number of operator actions reasonable (implementation only, re-
quires execution).
The number of operator errors can be related directly to the number
of actions required during a time period. This measure is based on
the amount of time spent requir.ng manual operator actions divided
by the total time required for the job.
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(5) Job set up and tear down procedures described (implementation only).
The specific tasks involved in setting up a job and completing it
are to be described. This is usually documented duriny the imple-
mentation phase when the final version of the system is fixed.

This is a binary measure of the existence of that description.

(6) Hard copy log of interactions maintained (design and implementation
phases).
This is a capability that must be planned for in design and coded
during implementation. It assists in correcting operational errors,
improving efficiency of operation, etc. This measure identifies
whether it is considered in the design and implementation phases (1)
or not (0).

(7) Operator messages consistent and responses standard (design and
implementation phases). ‘
This is a binary measure applied during cesign and implementation to
insure that the interactions between the operator and the system are
simple and consistent. Operator responses such as YES, NO, GO, STOP,
are concise, simple, and can be consistently used throughout a system.
Lengthy, differently formated responses not only provide difficulty
to the operator but also require complex error checking routines.

Training
TN.1 Training Checklist (design and implementation at system level). The
metric is the sum of the scores of the following applicable elements divided by

the number of applicable elements.

(1) Lesson Plans/Training Material developed for operators, end users,
maintainers (implementation phase only).
This is a binary measure of whether this type documentation is
provided during the implementation phase.
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(2) Realistic simulated exercises provided (implementation only).
This is a binary measure of whether exercises which represent the
operational environment, are developed during the implementation
phase for use in training.

L. 4 -k g A s T e A el

(3) Sufficient 'help' and diagnostic information available on-line.
This is a binary measure of whether the capability to aid the
operator in familiarization with the system has been designed and
built into the system. Provision of a list of legal commands or a
list of the sequential steps involved in a process are examples. ' ?{

poapepn—a

Communicativeness

CM.1 User Input Interface Measure (all three phases at system level).

The metric is the sum of the scores of the following applicable elements divi-
ded by the number of applicable elements.

e o e | s S~ . L

(1) Default values defined (design and implementation).
A method of minimizing the amount of input required is to provide
defaults. This measure, applied during design and implementation,
is based on the number of defaults allowed divided by the toutal
number of input parameters.

v e

(2) Input formats uniform ((/esign and implementation).
The greater the number of input formats there are the more difficult
the system is to use. This measure is based on the total number of
input formats. ;

- ——— .
grow ———

(3) Each input record self-identifying.
Input records which have self-identifying codes enhance the accuracy
X, of user inputs. This measure is based on the number of input
records that are not self identifying divided by the total number of
input records. It is to be applied at design and implementation.
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(4) Input can be verified by user prior to execution (design and
implementation).
The capability, displaying input upon request or echoing the input
i automatically, enables the user to check his inputs before
i processing. This is a measure of the existence of the design and
implementation of this capability.

! (5) Input terminated by explicitly defined logical end of input (design
and implementation).

The user should not have to provide a count of dinput cards. This is
a binary measure of the design and implementation of this capability.

(6) Provision for specifying input from different media.
The flexibility of input must be decided during the requirements
analysis phase and followed through during design and implementation.
This is a binary measure of the existence of the consideration
of this capability during all three phases.

CM.2 User Output Interface Measure (all three phases at system level).
The metric is the sum of the scores of the following applicable elements divided
by the number of applicable elements.

(1) Selective Output Controls.
The existence of a requirement for, design for, and implementation
of selective output controls is indicated by this binary measure.
Selective controls include choosing specific outputs, output formats,
amount of output, etc.

(2) Outputs have unique descriptive user oriented labels (design and
implementation only).
This is a binary measure of the design and implementation of unique
output labels. In addition, the labels are to be descriptive to the
user. This includes not only the labels which are used to reference
an output report but also the title, column headings, etc. within that
report.
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(3)

(4)

(5)

(6)

i (7)

Outputs have user oriented units (design and implementation).
This is a binary measure which extends (2) above to the individual
output items.

Uniform output labels (design and implementation).
This measure corresponds to CM.1 (2) above and is the inverse of
the number of different output formats.

Logical groups of output separated for user examination (design

and implementation).

Utilization of top of page, blank lines, lines of asterisks, etc.,
provide for easy identification of logically grouped output. This
binary measure identifies if these techniques are used during design
and implementation.

Relationship between error messages and outputs is unambiguous
(design and implementation).

This is a binary measure applied during design and implementation
which identifies if error messages will be directly related to the
output.

Provision for redirecting output to different media.

This is a binary metric which identifies if consideration is given
to the capability to redirect output to different media during
requirements analysis, design, and implementation.

\ Software System Independence

. e

] SS.1 Software System Independence Measure (design and implementation phases
: at system level). The metric is the sum of the scores of the following applic-
able elements divided by the number of applicable elements.
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(1)

(2)
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Dependence on Software System Utility programs,

The more utility programs, library routines, and other system
facilities that are used within a system, the more dependent
the system is on that software system environment, A SORT
utility in one operating system is unlikely to be exactly
similar to a SORT utility in another, This measure is based
on the number of references to system facilities in a module
divided by the total number of lines of code in the module,
It is to be applied during design and implementation,

Common, standard subset of Tanguage used,

The use of nonstandard constructs of a language that may be
available from certain compilers cause conversion problems
when the software is moved to a new software system environment.
This measure represents that situation. It is based on the
number of modules which are coded in a non-standard subset of
the language. The standard subset of the language is to be
established during design and adhered to during implementation.




Machine Independence

MI.1 Machine Independence Measure (design and implementation at system level).
The metric is the sum of the scores of the following applicable elements
divided by the number of applicable elements. ﬁ

PO

(1) Programming language used available on other machines.
This is a binary measure identifying if the programming language
used is available (1) on other machines or not (0). This means
the same version and dialect of the language.

! (2) Free from input/output references.

Input and output references bind a module to the current machine con-
figuration. Thus the fewer modules within a system that contain .
input and output references, the more localized the problem becomes
when conversion is considered. This measure represents that fact
and is based on the number of 1/0 references within a module.

It is to be applied during design and implementation.

N

(3) Code is independent of word and character size (implementation only).
Instructions or overations which are dependent on the word or
character size of the machine are to be either avoided or param-
etric to facilitate use on another machine. This measure applied

to the source during implementation is based on the number of
modules which contain violations to the concept of independence of
word and character size.

L (4) Data representation machine independent (implementation only).
The naming conventions (length) used are to be standard or com-

‘ patible with other machines. This measure is based on the number
of modules which contain variables which do not conform to standard

data representations.
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Communications Commonality

CC.1 Communications Commonality Checklist (all three phases at system
level). The metric is the sum of the scores of the following applicable
elements divided by the number of applicable elements.

(1) Definitive statement of requirements for communcation with other
- systems (requirements only).
During the requirement phase, the communication requirements
with other systems must be considered. This is a binary measure of ﬂ
the existence of this consideration. E

(2) Protocol standards established and followed.
The communcation protocol standards for communication with other
systems are to be established during the design phase and followed
during implementation. This binary measure applied at each of
these phases indicates whether the standards were established and
followed.

(3) Single module interface for input from another system.
The more modules which handle input the more difficult it is to
interface with another system and implement standard protocols.
This measure based on the inverse of the number of modules which
handle input is to be applied to the design specification and source

code.

(4) Single module interface for output to another system
For similar reasons as (3) above this measure is the inverse of
the number of output modules.

Data Commonality

DC.1 Data Commonalitv Checklist (all three phases at system level). The
metric is the sum of the scores of the following applicable elements divided
by the number of applicable elements.
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(1) Definitive statement for standard data representation for communica-
tions with other systems (requirements only).
This is a binhry measure of the existence of consideration for
standard data representation between systems which are to be interfaced.
This must be addressed and measured in the requirements phase.

(2) Translation standards among representations established and followed
(design and implementation).
More than one translation from the standard data representations used
for interfacing with other systems may exist within a system. Standards
for these translations are to be established and followed. This binary
measure identifies if the standards are established during design and
followed during implementation.

(3) Single module to perform each translation (design and implementation).
For similar reasons as €C.1 (3) and (4) above, this measure is the
inverse of the maximum number of modules which perform a translation.

Conciseness

C0.1 Halstead's Measure (implementation phase at module level first then system
level). The metric is based on Halstead's concept of length ([HALSM77]). -
The observed length of a module is

N1 + Np where:
total usage of all operators in a module
total usage of all operators in a module

=
—
nonn

The calculated length of a module is
Nc = nilogpny + n2logany where:
n; = number of unique operators in a module
n2 = number of unique operators in a module

The metric is normalized as follows:

No
0 if 'FC - No| greater than 1

No

1 or,

At a system level the metric is the averaged value of all the module metric
values.
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