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Reascning & Problem Solving

1l
Reasoning, Problem Solving, and Intelligence

Reasoning, problem solving, and intelligence are so closely ‘in.t.errela.ted
that it is often difficult to tell thd;l apart. Consider, for example, the
following erithmetic word problem:

I planted a tree that was 8 inches tall. At the end of the

first year it was 12 inches tall; at the end of the second

year it was 18 inches tall; anc at the end of the third yeer

. it was 27 inches tall. How tall was it at the end of the

fourth year?
This arithmetic word problem obviously requires "problem solving" for its
solution. The problem is lebeled as one of "reasoning" on the test in which
it appears. And the test in which it appears is one of "intelligence":
the Stanford-Binet Intelligence Test (Terman & Merrill, 1937). The same
fluidity of boundaries between the three constructs is equally in evidence
for any of & number of problems on the Stanford-Binet. For example, "recon-
ciliation of opposites" requires an individual to indicate in what wey two
opposites, such as heavy and light, are alike. In the conventional senses
of the terms, reconciliation of opposites requires "reasoning," "problem
solving," and "intelligence."

Whatever intelligence may be, reasoning and problem solving have tradi-
tionally been viewed as important subsets of if. Almost without regard to

hov intelligence has been defined, reasoning and problem solving have been part

of the definition. Consider some methods for defining intelligence, and the
roles reasoning and problem solving have played in each.
One time-honored approach to discovering the meaning of a construct is

t0 seek expert opinion regarding 'l;ixe definition of that construct. The editors
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of the Journal of Edﬁcaticnal Psychology did just this in their 1921 symposium
on experts' conceptions of intelligence. Almost all of the deﬁ.n:ltiong provided
by the 14 experts mentioned reasoning and problem solving at least implicitly.
For example, Terman's (1921) definition of intelligence as "the ability to car;'y
on ebstract thinking" might be viewed as a definition of intelligence in terms
of abstract reasoning, and Pintner's (1921) definition of intelligence as the
"ebility to adapt oneself adequately to relatively nev situations in life"
might be viewed as a definition of intelligence in terms of practical problex
solving.

A second approach to the definitional problem might be viewed as a quanti=-
tatively more sophisticated version of the first approach. Sternberg, Ketron,
Bernstein, and Conway (1979) applied factor analysis to definitional data col-
lected from "people-in-the-street,” and followed up these analyses with a com-
parable factor snalysis of definitional data collected from experts in the field
or' intelligence. The motivating idea was to discover related sets of behaviors,
or "factors," in people's conceptions of intelligence. Problem-solving behavior
was an important factor in the conceptions of both pecple-in~the-street and
experts.

A third spproach to the problem differs from the first two in that it
analyzes intelligent behavior rather than people's conceptions of intelligent
behavior. The distinction between the two must be kept clear, since people's
conceptions of what they 4o and how vhat they do is organized may 4iffer from
vhat the peéph sctually 4o, and from the organization of vhat they actually do.
This third approach, wvhich has been widely used in the human-abilities fielq, is
factor snalysis of ability tests. Traditionally, psychometricians (specialists

in psychological measurement) have sought to discover the nature of intelligence
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3
Yy searching for common sources of individual-differences variation in per-

formance on large collections of tests consensually believed to measure inteli -

Vigence. TReasoning and problem solving have Played important parts in virtually

every theory of intelligence that has been factor-asnalytically derived. The
earliest factor-analytic theory of intelligence, for example--Spearman's
(1904, 1923, 1927)--posited a general source of individual-differences veristion,
£+ common to the whole range of ability tests. Two "principles of cognition"
heavily impliceted in g, eduction of relations (e.g., "what is the relation
betveen lavyer and client?) and eduction of correlates (e.g., "what word-
completion would result in an analogous relatior from doctort") are almost
certainly important components of reasoning. Likewise, in Thurstone's (1938)
theory of intelligence, reasoning was one of seven primary mental abilities
(and in some versions of Thurstone's theory, two of eight, since inductive
_reason:lng and deductive reasoning could be split into separate factors).
Guilford's (1967) theory of the structure-of-intellect also drew heavily upon
reasoning operations. Guilford's “cognition of relations," for example, appears
to be essentially identical to Spearman's "eduction of relations." The import-
ance of reasoning and problem sclving to psychometric theories of intelligence
is not surprising when one considers that some of the most well-known tests
of intelligence comprise reasoning or problem-solving items exclusively or
almost exclusively, e.g., the Miller Analogies Test, Raven's Progressive Matrices,
and Cattell's Culture Fair Test of g.

A fourth approach, :lnforma.t:lon-i:rocesaing analysis, is like the psychometric
approach in its application to quantitative indices of intelligent dbehavior
(rather than to quantitative indices of conceptions of intelligent behavior),

dut differs from the psychometric approach in its use of stimulus variation rather
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than individual-differences variation as the means to isolate elementary wmits of
uumgence'. The motivating idea in information-processing analysis is to
decompose performance on tasks into elementary information-processing components,
and then to show the interrelations m; the components used to solve various
tasks requiring intelligent performance. In this approach, too, reasoning and
prodblem solving have been found to be critical ingredients of intelligence
(Simon, 1976; Sternberg, 197Tb, 1979b).

There seems to be little doubt that reasoning and problem solving pley
important roles in conceptions of intelligence, almost without regard to how
these conceptions are derived: These roles are importent &s subsets of intel-
ligent behavior. But what is the relationship between reasoning and problem
solving, and even more importantly, what are they, in and of themselves? Un-

less we seék to stipulate the meanings of these terms from scratch, we need to

look at the relationship between them in terms of the ways in which the terrcs

have been used, and we find that the distinction between them has slways been
fuzzy at best. Certain kinds of problems have been studied under the rubric
of'reasoning," others under the rubric of "problem solving," and it seems to

be primarily an historical accident as to whether a given kind of problem has
been classified as one, the other, or both. Problem solving seems to require
reasoning, and reasoning seems to require problem solving. For example, it is

e matter of "analogical reasoning" to complete the item, "HAPPY : ECSTATIC ::
SAD : ___ ," but a matter of "analogical problem solving" to indicate in what
ways current civilization resembles the way civilization was during the decliping
days. of the Roman Empire.
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The remainder of this chapter will be divided into four major sections.

The first section will preéent a metatheoretical framework in terms of which
theory and research on reasoning and problem solving can be understood. The
next two sections will present criticai reviews of the literatures on reasoning
and problem solving respectively. Although the division of literature is large-
ly arbitrary, it is nevertheless convenient. Because either of these reviews
Eould easily require a book-length volume to do justice to the breadth of
literature in each area, the emphasis in the reviews will be upon depth in the
coverage of a selective subset of each literature. No attempt will be made to
cover either literature in its full breadth and scope. The final section will
discuss how reasoning and problem solving relate to intelligence.

A METATHEORETICAL FRAMEWORK FOR THEORY AND RESEARCH ON

 REASONING AND PROBLEM SOLVING

This section proposes a metatheoretical framework for theory and research

‘on reasoning and problem solving. The section will be divided into two parts.

The first will discuss the basic psychological constructs constituting the
framewvork. The second will 1list and discuss questions that a theory
within this framework ought to be &able to answer.
Basic Psychological Constructs

The proposed metatheoretical framework is based upon the notion of the
component. A component is an elementary information process that operates
upon internal representations of objects or symbols (Stermberg, 1977, 197T9b;
see also Newell & Simon, 1972). The component may translate a sensory input
1nto'a conceptual representation, transform one conceptual representation into
another, or translate a conceptual representation into a motor output. Each

component has three important properties associated with it that may be measured
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by mathematically (or simulatively) estimated parameters: duration, difficulty,

* and probability of execution. In other words, a given component consumes &
certain amount of real time in its execution, has a certain probability of being
Correctly :
executed, and has a certain probability of being executed at all.
Components perform at least five kinds of functions (Sternberg, 1979a):

Metacomponents are higher-order control processes that are used for planning

a course of action, for making decisions regarding alternative courses of action

during reasoning or problem solving, and for monitoring the success of the chosen
course of action. Performsnce components are processes that are used in the

execution of & reasoning or problem-solving strategy. Acquisition components

are processes used in learning how to reason or to solve problems. Retenticn
components are processes used in retrieving previously stored knowledge, whether
it be knowledge needed during reasoning or problem solving, or knowledge regard=-

ing the reasoning or problem-solving algorithm itself. Transfer comoonents eare

processes used in generalization, that is, in carrying over knowledge from one
reasoning or problem-solving task to another.

Components performing each of the five kinds of functions named abcve
can be classified in terms of three levels of generality (Sternberg, 19792):
General components are required for performance of all tasks within a given
task wniverse; class components are required for performance of a proper subset
of tasks that includes at least two tasks within the task universe; and
specific components are required for the performance of single tasks within
the task universe. A component'’s level of generality will depend upon the
task universe under consideration: A component that is "general" in a very

narrow fanqe. of tasks may be "class" in a broader range of tasks.
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Questions Raised by this Framework

s e

This metatheoretical framework suggests a number of questions that a ‘

theory of reasoning or problem-solving performance ought to be able to answer:

e e

1. What kind or kinds _ggpro’blemé does the theory deal with? The enswer

to this question would seem to be evident from the name of a theory, but my read-

T
e

ing of the literatures on reasonivng and problem solving is that it is almost
never obvious. Theorists spécify only rarely either the full universe, or the
subsets of the universe that are and are not covered by their theories.

How might one go about selecting tasks that are worthy of theoreticel and
empirical analysis? Two ways seem commonly to have been used in the past.

I will summarize two ways here, show ways in which they are inadequate, and
propose a third way.

First, consider the task selection procedures used by differential
psychologists employing factor-analytic and other correlational techniques.
.Diifferential psychologists seem traditionally to have used either or both of
two means for deciding upon what tasks to include in psychometric assessment
batteries (Sternberg, 1979&).

The first means is to sample broadly from the universe of available tasks
purported to x;xeasure the construct or constructs of interest. The problem with

this task selection procedure is that it merely places the burden of task

' selection upon one's predecessors, who may have placed the burden on their

: predecessors, and so on. The second means of task selection used by differ- ;
[ o ential psychologists is to choose tasks on the basis of their correlations with

other tasks that are somehow related to the task of interest. If one selects

oy

; only tasks that are perfectly intercorrelated with each other (across subjects),

then the resulting tasks will probably differ from each other only trivially.
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At the other extreme, choosing tasks that are uncorrelated will result in
tasks having nothing in common. A more common practice in the differential
literature, especially when evaluating correlations of tests with factors, has
been to set an arbitrary lower limit, éuch as ,30. In addition to such a lover
limit being arbitrary, however, the limit seems to invite consideration of a
Plethora of tasks, some of which may be trivial variants of other tasks, and
of no theoretical or practical interest in their own right. More importantly,
this means of selecting tasks, and the one preceding it, lack any kind of
theoretical motivation. We started off seeking a way in which theory would
dictate or at least guide the selection of tasks. We have ended up with =
statistical but atheoretical means of task selection that will dictate the
scope of the theory. I do not wish to rule out correlational procedures en-
tirely as an aid to task selection. But their function should be to aid rather
than control task selection.

Second, consider the task-selection procedures used by information-
processing psychologists using computer simulation, response time, and related
procedures to understand reasoning or other psychological constructs. Newell
(1973) has pointed out the dismal state of task-selection procedures among
information-processing psychologists: Information-processing psychology has
Jeemed, at times, to bte more a psychology of cute tasks that have tantalized
researchers than of .mental phenomena in which tasks serve as a means toward
understanding rather than as the end to be understood. We develop a psychology
of "tasks" rather than of the mind. I do not wish to rule out tantalizing tasks
from the domain of psychological rese;rch any more than I wish to rule out

correlational procedures. Tasks usually maintain the interests of psychologists

at least in part because they can lead to theoretically fruitful lines of research.
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A task of no theoretical interest will probably last only a short time in the

psychologists' toy chest. But the functional autonomy of tasks from psycho-

log;cal theory seems to serve no constructive purpose, and when tantalization

dictates rather than aids task selection, it is serving an improper function.

Third, consider the means of task selection advocated here. 1In this
approach, tesks are selected on the basis of four criteria originally proposed
by Sternberg and Tulving (1977) in a different context: quentifiability,
reliability, construct validity, and empirical validity (Sternberg, 1979z).

The first criterion, quantifiability, assures the possibility of the
"assignment of numerals to objects or events according to rules" (Stevens, 1951,
P.l). Quantification is rarely a problem in research on reasoning. Occasion-
ally, psychologists are content to use subjects' introspective reports or
protocols as their final dependent variable. The protocols, used in and of
themselves, fail the test of quantification. If, however, aspects of the
brotocols are quantified (e.g., Newell & Simon, 1972) and thus rendered subject
to further analysis, the quantifications of the protocols can be acceptable
dependent variables so long as they meet the further criteria described below.

The second criterion, reliability, measures true-score variation relative
to total-score variation. In other words, it measures the extent to which a
given set of data is systematic. Reliability needs to be computed in two
different ways, across item types and across subjects. Since the two indices
are independent, a high value of one index provides no guarantee or even indica-
tion of a high value of the other index. Each of these two different types of
r;iidbility can be measured in two different wvays, at & given time or over time.

The third criterion, construct validity, assures that the task has been
chosen on the basis of some psychological theory. The theory thus dictates

the choice of tasks, rather than the other way around.
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The fourth criterion, empirical validity, assures that the task serves ;

the purpose in the theory that it is supposed to serve. Thus, whereas conctruct .
validity -guarantees that the selection of a task is motivated by theory, ermpiri-

cal validity tests the extent to which. the theory is empirically supportsable. i

The deteails of how empirical validation is accomplished are deferred until later. |

2. What performance components are posited by the theory? A theory of

reasoning or problem solving should state the perforimance components required for
or optionally used in the solution of items of the kinds accounted for by tae
theory. Investigators differ, of course, in where their ideas regarding the
components used come from. They may do an implicit task analysis by going
through a task themselves; they may use verbal reports supplied by subjecis efter
testing; they may use thinking-aloud protocols supplied by subjects during testing;
they may use their intuitions to expand or modify previous theories.

One of the first things an investigator will want to test is whether the i

-

performance components posited by the theory to be involved in task performance

are indeed used by subjects performing the reasoning or problem-solving tesk. 1
A methematical parameter can be assigned to each information—processing component

in a given theory. Parameters may be of three kinés: Latenc; parameters rep-

resent the dwwution of each component; error parameters represent the difficulty

of each component; probability parameters represent the probability that the

component will be executed in a given task situation. Combination of each of .
these k:}nds of parameters assumes & certain kind of additivity. This assumption

is testable, and to the extent it is incorrect, fits of models to data will

suffer (see Sternberg, 1977b).

Response time is hypothesized to equal the sum of the amounts of time spent

on each of the various components. Hence, a simple linear model predicts response
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time to be the sum across the various components of the number of times each
component is performed (as' an independent varisble) multiplied by the duration
of that component (as an estimated pargmeter) (Sternberg, 197Ta).

Proportion of response errors is l;ypothesized to equal the (appropriately
scaled) sum of the difficulties encountered in executing each component. A
simple linear model predicts proportion of errors to equal the sum across the
different componen;bs of the number of times each component is performed (as en
independent veriable) multiplied by the difficulty of that component (as an
estimated parameter). This additive combination rule is based upon the
assumption that each subject has a limit on processing capacity (or space; see
Osherson, 1974). Each execution of a component uses up capacity. Until the
limit is exceeded, performance is flawless except for constant sources of error
(such as motor confusion, carelessness, momentary distrection, etc.). Once the
limit is exceeded, however, performance is at a chance level (Sternberg, 1977a).

An elternative model of item difficulty is linear with respect to logarithrs
of item easiness values rather than with respect to the raw easiness (or difficulty)
values. In this model, the probability of answering an item correctly is equal
to the product of the probesbilities of performing each of the components cor-
rectly. For example, if there are two components that are theorized to be
involved in performance of a task, and the probabilities of executing the two
components correctly are .90 and .60 respectively, the probtebility of answer-
ing the problem correctly is (.90) (.60), or .54. Stated in another way, the
log of the probability of answering the problem correctly is equal to the sum
of the logs of the probabilities of performing each of the components correctly.

Although this model of item difficulty is probably the more widely used in inform=-

ation-processing research, I think it is often inappropriate in the domain of

) < A S+ v
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z-en.scn:lng, and probably in many other domains as well. The model assumes that
probadbilities of erroneous {or correct) executions of components are indepen-
dent across components. This assumption of independence seems rarely to be
Justified, however, beceause the probébility of meking en error in a component
executed later during solution of a reasoning (or other) problem will generally
be increased if an error was made during execution of an earlier component.
The provbability of choosing a particular one of the verious possible

responses to a problem is assumed to be equal to the sum of the probabilities
of using or combining components in each of the possible ways that can lead
to that response. Obviously, the probabilities for the various responses to
the problem must sum to unity.

- Informetion-processing components can be isolated through & number of
different techniques. Some of these techniques are described in Sternberg (197&:).

3. Upon what representation or representations do these components zct?

I doudbt that there is any known test that is reasonably conclusive in dis-
tinguishing one representation for information from another. Empirical tests

of alternative representations always make assumptions about info@tion
processing, since observable behavior is always the result of some set of
processes acting upon some representation or representations. An information-
processing model can be shown to be wrong, but can never be shown to be right,
since some other information-processing model may make the same empirical pre-
dictions as a model that is not falsified. If the information-processing
assumptions underlying a test of a representation are wrong, then the test of the
representation is of dubious validity. But if the information-processing

assumptions underlying a test are not falsified, it is still possible for the

repregsentation to be wrong, since the processing assumptions may not be correct,

%
_ o
et T

Sl i




Reasoning & Problea Solving

4
?.
&
Ll
&v.
¥
£
5
b
%
B
4
b
&
G

13
or an alternative representation may exist that performs as well or better
under the nonfalsified processing assumptions. At best, then, one can argue
for the glausibil:lw of a representation, but not for its ultimate correctness.

k. By what combination rule or rules are the components combined? By

conbination rule, I refer to the order in which components are combined, and
to the use of s.er:lal versus parallel processing, exhaustive versus self-
terminating processing, and independent versus nonindependent processes. The
items in these latter three distinctions can be referred to as the "mode" of
information processing. Order and mode apply to execution of different
components, and to multiple executions of the same component.

Consider first the combination of Adifferent component processes. Suppose
that two different component processes, x and y, are used in the solution of
a reasoniné or problem-solving item. These components may be executed in either
of two (2!) different orders. Moreover, the components mey be executed in
-various modes: First, the processes may be executed serially (x, then 1) or in
parallel (x and y simultaneous). If, for example, x is inference from A to B
in an analogy of the form, A is to B as C is to D, and y is mapping from A to C,
then either mapping may be executed immediately after inference is executed,
or the two operations may be done simultaneocusly. -When more than two proce.ses
are involved, some combination of serial and parallel processing may be used.
Second, the processes may be executed exhaustively (both x and y always per-
formed) or with self-termination (y executed only if execution of x fails to
yield a solution). For example, in the analogy HE is to SHE as HIM is to
(A, HERS, B. THEIRS), application of the rule that connects HE to SHE from HIM
to each answer option will probably fail to yield a solution, since neither

option is quite correct. But Justification of one option as preferable to the
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other but as nonideal vill yield "HERS" as the preferred solution. In this _
case, Justification is needed only .1‘»' application fails to solve the analogy.
Third, execution of each process may be independent of execution of each other
process (the use or amount of use of g' is uncorrelated across item types with
the use or amount of use of y) or nonindependent of execution of each other
process (the use or amownt of use of x is correlated across item types with
the use or amount of use of x). For example, if the number of attridutes to
be inferred from A to B of an analogy is correlated with the number of attributes
to be mapped from A to C, the amounts of use of inference and mapping will be
nonindependent: Larger numbers of inferences will be associated with larger
nunbers of mappings. Processes that are maximally nonindependent (perfectly
correlated) in occurrence will be completely confounded, and hence incapedle
of being disentangled experimentally. Optimal distinguishability between
processes occurs when their use is uncorrelated across item types. The same
.diltinctions that apply for executions of different component processes apply

as well for multiple executions of the same component process.

5. What are the durations, difficulties, and probabilities of component

execution? A complete theory of human reasoning or problem solving should be
able to specify not only the ccmponent processes used in reasoning or problem
solving, but also_ the AQurations, difficulties, and probabilities of execution
of these components. The absolute durations of various component processes
are of some interest in themselves, but are of less interest than the durations
of certain processes relative to certain other processes, and than the duration
of a given process under a variety of experimental conditions. Durations,

difficulties, and prodbabilities of component executions can all be estimated

as parameter values via mathematical modeling or computer simulation.
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6. W¥nat metacomponents are used in this form of reasoning? I have

identified six metacomponents used in reasoning and problem solving (Sternberg, in
press): ‘selection of performance compqnents for task solution, selection of

one Or more representations upon which'these components are to act, selection

of a itrateg for combining the components, decision as to whether or not to
maintain a given strategy, selection of a speed-accuracy tradeoff, and solutibn
monitoring (i.e., keeping track of progress being made toward solution).

Brown (1978) and Brown and DeLoache (1978) have suggested an overlapping 1list. .

Are metacomponents really needed in a theory of reasoning or problem solving?
Various kinds of "meta" have become fashionable in today's research, and one
might well wonder vhether they are anything more than a passing fashion. Severel
lines of evidence suggest that "metacomponents" really are needed (gee Stermberg, in
Ppress ). Methods for isolating metacomponents are described in Sternberg
.(19797)-

T. What ire the effects of (a) problem format, (b) problem content, and 5

(c) practice upon reasoning and problem solving? Effects of problem forrmat,

content, and practicg upon reasoning and problem solving can be inferred from

separate internal and external validation of data for different levels of each

of these variables.

Internal validation consists of the attempt to explain between-items

R R T —

stimulus variation in terms of an underlying model of task performance. The
internal validation procedure should be applied separately to each problem
format, content, and level of practice of interest. Use of these procedures
for each level of each varieble of interest enables one to determine specific
effects of each level, for example, whether the strategy used later in practice

is the same as the one used earlier during practice. External validation con- {
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sists of the attempt to explain between-subjecis variation in terms of per-
formance on previously validated measures that are outside the immediate

paradigm of interest.

The external validaticn procedure should be applied
such that separate correlations of various scores from the experimental task
end the reference tests are computed for each format, content, and level of

practice. If the ;esults of internal and external validation converge, one

has a strong case for the particular argument being made. If the results

diverge, alternative explanations of the obtained data must be considered.
8.

Vhat are sszlient sources of individual differences in reasoning or

problem solving at & given age level, and how do these sources of individuzl

di fferences manifest themselves? Again, there are two ways to answer this

5 question--from the standpoint of internal validation and from the standpoint

of external validation. Investigation of individual differences via internal

validation is facilitated if it is possible to model individual data in just
N the same way that one models group data. Such modeling is usually possible for
latency data if each individual contributes observations to each item data

point; it is usually not possible for error and response-choice data, simply

because the number of cobservations needed to obtain reliable probebility data
is prohibitive for individual subjects., If individual data are available and
sufficiently reliable, one treats each individual subject as a level of a
subjects variable, just as one might treat each individual item content as a
level of a content variable. It is thus possible to observe what aspects of

the modeling are salient sources of variation across subjects, such as the

components used; the representations upon which the components act; the
strategy or strategies by which‘ccupcnents are combined; the durations,

difficulties, or probabilities of execution; the consistency with which
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strategies are used, etc. Investigation of individual differences via external

validation involves the demonstration that identified sources of individual
differences are related to patterns of individual differences in external
criteria. Thus, vhereas 1nt.er'na_.1 va.lié.ation localizes the sources of variation,
external validation helps interpret them and test their generalizability beyond
the experimental task or tasks being investigated.

9. What are significant sources of cognitive development in reasoning or

The sources of cognitive development, or differences across age levels, are the
same as those within age levels, although the importance of various sources of _'.
individual-differerces variation may be different across age levels and within
age levels. In the present cese, one treéts the data of subjects at each age
as a level of an age variable. Instructions, and sometimes the task, must be
made suitable for the various age levels. For example, an analogigs test thet
.measures reasoning &t a higher age level \might well measure vocabulary at a
lower age level.

An understanding of the development of reasoning and problem.solving
requires an understanding of how acquisiticn, retention, and transfer components
operate in reasoning end problem solving tasks, and of how these kinds of
components and the various other kinds of components interrelate.

In general, acquisition (retention, or tramsfer) of a reasoning or problem-
solving skill viil be facilitated by factors such as increased need for the skill,
nriability of reasoning or problem-solving contexts in which the skill is
required, importance of the £kill to solving the reasoniné or problem-solving
item, recency of need for the skill, helpfulness of the reascning or problen-

solving context in which the skill is required £ofthe performance of the skill,
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snd helpfulness of previously stored information to the implementation of
the skill in the reasoning or problem-solving situation (see Sternberg, 1979z).
The importance of one or another factor will vary with the particular skill
and the particular context in which the skill is required.

10. VWhat is the relationship,bétween & given form of reasoning and

other forms of reasoning? The question posed here is one of how an inves-

tigator demonstrates communalities between tasks in the various kinds of
components, and in the representations and strategies used in reasoning end

problem solving. At least four tests of identity between pairs of constructs

can be employed. Outcomes of these tests can suggest, but not prove, iden-
tity. First, one can demonstrate that the same informaticn-processing zodel
applies across tasks. Second, one can test whether values of a given para-
meter differ significantly ascross tasks. If the values do not differ, the
Plausibility of the argument that the parameter is the same in each task is
increased. Third, one can show that any manipulation that has a certsin
effect upcn a given component in one task has a comparable effect upon a
given component in another task. Fourth, one could show that the correlaticn
across subJjects between two parameters in two tasks is close to perfect (or,
in theory, to the reliability of measurement of subjects' scores).

11. What is the relationship between a given form of reasoning or

e s e i et &

relationship between a particular form of reasoning or problem solving and
intelligence, one uses the external validation strategy described earlier

for relating one form of reasoning to another. One correlates'performance
on'the task, or the components-of the task, with general intelligence as

measured by some test or tests that satisfy the investigator's criteria for
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an acceptable index of intelligence. (See Stermberg, 197Tb, 1979a, 197%b,

1980a, for my own proposed conceptualization of intelligence.)

12. JWhat are the practical implications of what we know sbout &

particular kind of reasoning or problem solving? Some investigators would

argue that practicel implications aré of no interest to them. I believe
that a theory or task is of no interest if, ultimately, it bears no relation
at all to practical concerns. The reletion may be only tenuous at a given
time, or the practicaliimplications of a theory may be of the sort that will
becoue clear only after a long period of time. But I do not think the issue
of practical spplications should be ignored altogether, lest we find our-
selves studying arcane and obscure tasks that have no interest to anyone
except ourselves.

Consider how the metatheoretical framework described in this section

might be epplied to Qiagnostic and prescriptive problems in educational
.theory and practice.

Suppose we know that a certain child is a poor reasoner. We might know
this because of the child's low scores on psychometric tests of reasoning
ability or because the child performs poorly in school on problems reguiring
various kinds of reasoning. The kinds of analyses suggested here yield a
number of indices for each child (or adult) that can help localize the source
of difficulty. These sources correspond to the basic sources of individual
differences described above. One can discover whether certain components
needed to solve one or more kinds of reasoning problems are unavailaeble, or
available but not accessed when needed; whether the child is using a sub-
optimal strategy, that {s, one that is time-consuming, inaccurate, or unable

to yield any solution at all; vhether the child finds execution of certain
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components especially difficult or time-consuming; whether the child is incon-
sistent in his or her use of strategy; or whether the child fails in meta-
componential decision-making about problem solution.
In the prescriptive domain, the first question to be addressed is

whether a given information-processihg strategy can be taught. One c:n
find this out by teaching the strategy to a group of subjects, modeling the
sublects' data, and determining whether the pattern of response time or error-

rate data conforms to the predictions of the model. The data for each in-

dividual subject, as well as for the group, can be modeled on this basis.

This kind of quantitative modeling procedure makes it possible to perform

a very direct test of whether subjects have learned a particular model of
information processing, in that one actually assesses exact fit between
Predictions and data. The fit of the trained strategy mcdel to the date

can be assessed through external validation techniques as well as through
internal validation techniques. If, for example, subjects are taught to use
a model of reasoning that is essentially spatial in nature, certain component
scores should be theorized to correlate with scores on standard psychometric
tests of spatial ability. The second question to be addressed is whether a
particular model of information processing is more efficacious, on the
average, than alternative models. The question can be answered simply by coc-
paring response times and error rates under various trairing conditions that
have been demonstrated to have been successful in imparting the proposed
strategy model to the subjects. A third question is whether certain stra-
tegies ere more efficacious for people with certain patterns of sbilities,
vhgreas other strategies are more efficacious for people with different

patterns of abilities. This question can be answered either through cor-

VAT R AR SMP S 78 TPy -



‘

AR A vy e

Reasoning & Problem Solving
21

relational or analysis-of-variance methodology. In the former methodology,
task or component scores are correlated with scores on standard ability tests.
If scores obtained using one strategy show high correlations with one ¥ind of
ability, and scores obtained using another strategy show high correlations
with a different kind of ability, thén orie has evidence that the efficecy of
a given strategy depends upon the ability pattern of the subjects using that
strategy. In the latter methodology, one compares latency or error sccres
for subjects high and low in targeted abilities under various strategy
training conditions, searching for an interaction between the strategy and
aptitude patterns of the subjects. Interactions can be particularly strong
when there are reasonably large proportions of subjects who are high in a2
abllity called for by one strategy and low in an gbility called for by enother
strategy, and vice versa.

The twelve questions posed above are obviously not the only ones tnat
might be asked, nor are they necessarily the "right" ones that should be
asked. They do seem to provide, however, & reasonsble basis for testing the
completeness of a theory of reasoning or problem solving falling undsr the

general metatheoreticcal framework outlined in the first part of this section.

REASONING AND INTELLIGENCE
Reasoning may be characterized as an attempt to combine elements of o0ld
information to form new information. The old information may be external
(books, magazines, newspapers, television, etc.), internal (stored in remory),
or a combination of the two. The new information may be implicit but not
obvious in the o0ld information, as is the case when deductive reasoning is

performed, or it mey be nowhere contained in the old information, as is the
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case when inductive reasoning is performed. Although it can be shown that
fhe distinction between deduction (reasoning from given premises to a
logically certain conclusion) and induction (reasoning from given premises
to a reassonable but logically uncertain conclusion) is actually a fuzzy one

(Skyrms, 1975), we shall maintain the distinction here as a matter of con-
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venience, in much the same way that a distinetion is maintained between

reasoning and problem solving.

Inductive Reasoning

The Scope of Inductive Reasoning

In inductive reasoning, the information contained in the premises of &

§ _ problem is insufficient to reach a conclusion. As a result, one can reach
"inductively probable" conclusions, but not "deductively certain" ones. A

}! number of different kinds of inductive-reasoning problems have been stuiied,

among them:

’ - 1. Ansalogies, e.g., ‘"LAWYER is to CLIENT as DOCTOR is to ?" Analogies

can be composed from any of a number of different kinds of content (e.g.,

verbal, geometric, schematic-picture) and any of a number of different kinds

2 i

of formats (e.g., fill-in-the-blank, true-false, multiple-choice). Although
it is usuélly the last term that the subject has to induce, analogies can be
presented in formats where one of the other terms is missing, or even where

? several of the other terms are missing (e.g., Lunzer, 1965). Reviews of the
literature on analogical reasoning can be found in Dawis and Siojo (1972) ani
in Sternberg (1977b), as well as below. Among the original reports of theory
and research on analogical reasoning are those of Ace and Dawis (1973);
Achenbach (1970a, 1970b, 1971); Evans(1968); Feuerstein (1979); Gallagher

and Wright (1977, 1978); Gentile, Kessler, and Gentile (1969); Gentile,
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vi Tedesco-Stratton, Davis, Lund, and Agunanne (1977); Grudin (1980); Johnson
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(1962); Kling (1971); Levinson and Carpenter (197h); Lunzer (1965); Meer,
étein, end Geertsma (1955); : Mulholland, Pellegrino, and Gleser én -
press); Reitman (1965); Rips, Shoben, and Smith (1973); Rumelhart and Abrahaz-
son (1973); Shalom and Schlesinger (1972); Spearman (1923); Sternberg (1977e, ;
19TTb); Sternberg and Gardner (1979); Sternberg and Nigro (1980); Sterrberg 1
and Rifkin (1979); Tinsley and Dawis (1972); Whitely (1973, 1977, 1979e,
1979b); Whitely and Barnes (1979); Whitely and Dawis (1973, 1974);
Williams (1972); Willner (1964); and Winston (1970). This set of references
does not include those from the voluminous literature on matrix problers,
which are similar, but not identical, to analogies.

o 2. Series completions, e.g., 2, 5, 8, 11, ? Series completions, like

analogies, can be composed of a variety of contents (e.g., verbal, geometric,

numerical, schematic-picture), and can be stated in any of & number of dif-

ferent forms (e.g., fill-in-the-blank, true-false, multiple-choice). Ususlly,

bt e -

the subject's task is to fill in the term following the last given one

(extrapolation task), although one or more terms may be missing from the middle i

« o nd S Y-

rather than from the end of the series (interpolation task). A review of E
j ? the literature can be found in Jones (1974). Some of the original thecretical
f; and empirical reports on series completions include those of Egan and Greeno

(1974); Ernst and Rewell (1969); Gregg (1967); Holzmen, Glaser, and Pellegrino

(1976); Jones (1971); Klahr and Wallace (1970); Kotovsky and Simon (1973); i

i Lashley (1951); Leeuwenberg (1969); Pellegrino and Glaser (1980); Psotka
(1975, 197T); Restle (1967, 1970, 1972); Restle and Brown (1970a, 1970b);

Simon (1972); Simon and Kotovsky (1963); Simon and Lea (197u); Simon and

A R T

Newell (197L); Simon and Sumner (1968); Sternberg (1979b); Sternberg and
Gardner (1979); Thurstone (1938); Vitz and Todd (1969); end Williams (1972).

i 3. Classifications, e.g., "Which of the following words does not belong

with the others? CAT, ELEPHANT, UNICORN, WOLF" Classifications can be pre-

sented in verbeal form, or in any of the forms applicable to the other kinds of
b oW R Db
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induction problems considered ebove (numbers, geometric forms, schematic
pictures). Although the problems are usually presented in the "odd-man-out"
format used in the example, they are sometimes presented such that subjects
are required to find more than one ;tem that does not belong with the others
(e.g., Cattell & Cattell, 1963), or Such that subjects are required to in-
dicate which of several answer options fits best with a set of given itemns
(e.g., Sternberg & Gardner, 1979).

For whatever reason, the psychometric classification task has no: beer
subject to a great deal of experimental anelysis. This is surprising, since
its role in the psychometric tradition has been as prominent as that of series
completions, and since the processes involved in this kind of probler would
seem to be of equal interest. Although the problem in its psychoretric for:r
has not been widely studied, there hes been enormous interest in the psycho-
logical literature on cilessificatory and categorization behavior. Scze
perceptual approaches to this area are reviewed in Reed (1972 ) and scme cor.
ceptual approaches are reviewed in Rosch (1977).

Some original reports that deal with the psychometric classificaticn problen
are those of Pellegrino and Glaser (1980), Sternberg (1979b), Tternberg and
Gardner (1979), and Whitely (1979a, 1979b).

These three kinds of induction problems are not the only ones that have
been studied, of course. A large literature exists on matrix problers (e.g.,
Burke, 1958; Esher, Raven, & Earl, 1942; Gabriel, 1954; Hunt, 197L; Jacobs
& Vandeventer, 197la, 1971b, 1972; Linn, 1973), as well as on causal in-
ference (e.g., Ajzen, 197T; Carroll & Siegler, 1977; Chapman, 196T; Chepran
& Chapman, 1967, 1969; Fischhoff, 1976; Gollob, Rossman, & Abelson, 1973;

Kelley, 1967, 1972; Lyon & Slovic, 1976; Mill, 1843; Nisbett & Borgida, 1977;
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Nisbett,Crandall, & Reed, 1976; Nisbett & Ross, 1979 ; Scriven, 1976;

Smedslund, 1963; Taylor & Fiske, 1978; Tversky & Kahneman, 19T4, 19TT; Wason,

1968; Wason & Johnson-Laird, 1972). Other kinds of induction problems have

S AT T e R iy DeE NN

been and might be studied as well, some of which at first glance do not even
appear to be induction problems. Nbfaphorical comprehension, for exarple,
can be seen as a special case of inductive reasoning (Miller, 1979;

Sternberg, Tourangeau, & Nigro, 1979; Tourangeau & Sternberg,
in press). For the purposes of the present review it will be sufficient to
present a case study of Just one kind of inductive reasoning that psycholo-
Y glsts of all persuesions seem to agreé is a critical element of intelligence,
reasoning by analogy.

A Csase Study of Inductive Reasoning: The Analogy

1. Nature of the problem. An analogy is a problem of the form A is to

Bas CistoD (A : B :: C : D), vhere, in most instances, the last term is

! é omitted and must be filled in, selected from among answer options, cr con-
firmed in a true-false situation. An analogy can be made arbitrarily diffi-
cult by making the terms difficult to encode. For example, the analogy,
PHILOLOGY : LANGUAGES :: MYCOLOGY : (a. FLOWERING PLANTS, b. FERNS, c¢. WEEDS,
d. FUNGI) requires only minimal reasoning ability, but is difficult because
very few people know tbat mycology is the study of fungi. Analogies that
derive their difficulty from the complexity of the terms rather than from the
relations between terms or between relations do not necessarily measure in-
ductive reasoning sbility (see Sternberg, 197K . Our concern here will be
vith analogies that derive their difficulty from their reasoning aspects
rather than from their vocabulary aspects.

Performance on analogies satisfies the fowr criteria described in the
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preceding section of the chapter. First, performance can be quantified in
terms of either response latency, error rate, or distribution of responses
given among the possible responses that might be given. Second, performance
on analogical reasoning tasks can be measured teliably. Sternﬁerg (1977a)
reported reliabilities across items of .97 and .89 for People-Piece and
geometric analogies respectively, and standard psychometric tests including
sections measuring analogical reasoning typically report reliabilities across
subJects in the .80's and .90's (e.g., Miller Analogies Test Manual, 1970).
The construct validity of performance on tests of analogical reasoning is
unimpeachable. One of the first theorists of genersal intelligence, Spearmen
(1923), used analogies as the prototypes for intelligent performance.
Spearman exemplified his three basic principles of cognition through the uce
of the analogy. The ability to perceive second-order relations, or relaticns
between relations, has served as the touchstone marking the transition be-
tween concrete and formal operations in Piaget's (1950) theory of intelligence,
and analogies, since they require the ability to perceive relations between
relations for their solution, can serve as a useful measure for distinguishirg
concrete-operational from formal-operational children (Sternberg & Rifkin, 1979).
Fipnally, analogies have played a major role in information-processing thecries
of intelligence. Reitman (1965) and Sternberg (197Tb) have used analogies
as cornerstones for information-processing theories of intelligence, and other
investigators have also seen enalogies as fundamental to information-processing
notions of intelligence (e.g., Pellegrino & Glaser, 1980; Whitely, 1977,
1977b). Thus, analogies have played a central part in the theorizing of
differential, Piagetian, and information-processing theories of inteliigeunce.

Indeed, at least two books have been written that deal almost exclusively with

i,
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analogies and their relationship to intelliaenc;.(Piaget with Montungero &
Billeter, 197T; Sternberg, 1977b).

2. Performance components. A1l theorists seem to agree that analogical

reasoners must encode analogy terms, that is, translate them into internal
representations upon which further mental operations can be performed, and
that these reasoners must complete analogy solution by responding with an
answer to a given problem. Theorists have expressed their major disagree-
ment over the roles of three intermediate comparison operations, called

inference, mapping, and sgpplicetion, and over whether any additional operations

need to be added to this list. Consider first the disagreements revolving
around these three critical operations. We will use as an example anelcgy,
LAWYER : CLIENT :: DOCTOR : (a. PATIENT, b. MEDICINE).

A first theory claims that inference, mepping, and application, &s well
as encoding and response, are all used in analogy solution. The reasoner (a)
encodes the terms of the analogy, (b) infers the relation between LAWYER and
CLIENT (a lewyer renders professional services to a client), (c) maps the
higher-order relation between the first half of the enalogy and the second
(both deal with individuals who render professional services), (d) applies
a relation analogous to the inferred one from DOCTOR to each answer option,

choosing the correct option (a DOCTOR renders professional services to e

 PATIENT, not to a MEDICINE), and (e) responds (Stermberg, 197Ta, 197Tb). A

second theory claims that only inference and application, in addition to
encoding and response, are used in analogy solution. Mapping is not used
(Johnson, 1962; Shalom & Schlesinger, 1972; Spearman, 1923). The various

theorists use different labels for what are here called inference and applica-

tion. Johnson refers to the inductive operation and the deductive operation,
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Shalom and Schlesinger to the formation of the connection formula and the
spplication of the connection formula, and Spearman to the eduction of
relations and the eduction of correlates. A third theory claims that only
inferernce and mapping, but not application, are used in analogy solution.

In this théory, mapping of the higher-order re-
letion between the two halves of the analogy rather than application is used
as the final comparison operation that determines which answer correctly solves
the enalogy (Evens, 1968; Winston, 1970).

Whitely and Barnes (1979) have argued that application in fact needs to
be split into two subcomponents. In the first, which retains the name “appli-
cation," the subject uses the relation inferred in the domain (first hsalf) of
the antlogy as mepped to the range (second half) of the analogy to form a
conception of the jdeal solution. In the second, which Whitely and Barnes
cell "confirmation," the subject compares each of the answer options (in
anslogy formats where answer options are indeed presented) to the ideal
solution. This modification was originally proposed by Sternberg (1977,

Pp. 192-193) and rejected. Sternberg and Gardner (1979) have agreed with
Whitely and Barnes, however, that application should be subdivided. Like
Whitely and Barnes, they have referred to the construction of the ideal
solution as "application," they have referred to the comparison of each given
option to the other optionsas comparison, following Stermberg (197Tb).

Sternberg (1977b) has argued that an additional, optional operation needs
to be added in order to complete the theories described above. This operation
is one of justificetion. It is used vhen none of a set of presented arswer
options is perceived as strictly "correct.” In this event, the subject

Justifies one answer as supperior to the other(s), although nonideal.
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3. Representation of information. A wide variety of specific

representations of information in analogical reasoning have been proposed
by various theorists. One reascn for this is that analogy-solving computer
programs have been & favorite among those with interests in computer
simulation and artificial intelligence (e.g., Evans, 1968; Reitman, 1965;
Williams, 1972; Winston, 1970), and computer theories require a detailed
specification of representation. Each computer program, of course, uses

& representation that differs at least somewhat from that of other computer
programs. If we consider only general classes of representations rather
than specific examples of these classes, however, we find that two major
clesses of representations have been proposed: an attribute-value represent-
ation and a spatial representation. My current belief is that in solving
analogies, subjects probably draw to some extent upon both kinds of rep-
resentations and possibly other kinds of representations as well: The
subjects perceive their task as one of solving analogies, and will represent
information in vhatever way or ways elucidate relationships between terms

or between pairs of terms. If theorists of analogical reasoning can conceive
of alternative ways of representing information fof the solution of a given
analogy, there is no reason to believe that subjJects cannot do likewise.

An attribute-value representation of one kind or another has been used

by all of the computer theorists, and by Stermberg (1977a, 19TTb). Consider,
for example, how an attribute-value representation could account for the
representation of information during the solution of the analogy, WASHINGTON :

:: LINCOLN : (a. 10, b. 5) (Sternberg, 197Ta) :
WASHINGTON right be encoded as [(president (first)), (portrait on currency

(dollar)), (var hero(Revolutionary))]
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1 might be encoded as [(counting number (one)), (ordinal position (first)),

(amount (one unit))]

LINCOLN might be encoded as [(president (sixteenth)), (portrait on currency
(five dollars)), (war hero (Civil))]

10 might be encoded as [ (counting number (ten)), (ordinal position (tenth)),
(amount (ten units))] 1

5 might be encoded as [(counting number (five)), (ordinal position (fifth)),

(amount (five units))]

The attribute-value representation can be extended to pictorial as well

as verbal kinds of items. A black squere inside a white circle, for exarple,

might be represented as ((shape (square)), (position (surrounded)), ({colcr
(black))), ((shepe (circle)), (position (surrounding)), ((color (white))) .

The attribute-value representation can also be extended to continuous vealues.

Terms of animal-name analogies, for exampleJ such as TIGER in the analogy,

TIGER : CAT :: WOLF : (a. ZEBRA, b. DOG), can be represented in the fornm,
[(ssze (x)), (ferocity (y)), (humanness (2))] , where x, ¥y, aad z represent
amounts of size, ferocity, and humanness, respectively.

A spatial representation of information has been used by Rumelhart and

Abrshemson (1973); Rips, Shoben, and Smith (1973); and Sternberg and Gardner

(1979). In each cese, the domain of stimuli has consisted of animal names,

although Rumelhart and Abrahamson reported that they had formulated analogies
based upon terms of & color space, with equal success. The spatial represen-
tation assumes that for each term of an analogy problem, one can locate a point
in a multidimensional conceptual space, and that for any analogy problem of
the form A : B :: C : 7, there exists an ideal solution point in the multidi-

mensional space that serves as the optimal completion of the analogy. 1t has
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Deen found that a three-dimensional space, with dimensions of size, ferocity,
and humanness, well represents a large set of mammal names (Henley, 1969).

No one has directly tested the validities of these alternative represern=
tations for information, nor is it clear how their validity could be tested
directly: Representations have been assumed rather than tested.

L. Combination rules. Investigators have sought to test models pre-

dicting response latencies, response errors, and response choices. Since
different corbination rules have been used in each case, each will be considered
separately.

Consider first the prediction of response latencies via models of rezl-

time information processing. Sternberg (1977a) tested the three dbasic thecries
of anaslogical reasoning described earlier, using justification where appropriste.
Application had been split into the two subcomponents in model tests for cre
of three experiments (see Sternberg, 1977b), but because model performance with
-the additional parameter clearly did not warrant addition of the extra parameter,
use of comparison was discontinued. All models were assumed to be strictly
linear and additive. Sternberg's (1977a) data supported the theory with all of
inference, mappi ng, and application.

Sternberg (197Ta, 1977Tb) compared four variants of the proposed model
that differed in the order and mode of component execution. In each case,
information processing was assumed to be strictly serial (mostly as a matter
of convenience and simplicity), since parallel models were not tested, and
executions of the various processes demanded by the problems were manipulated
in order to remove significant dependencies, All variants of the basic model
assumed that encoding of all attridbute-values of a given term occurred in im-

mediate succession. Models differed in which of inference, mapping, and

application were exhaustive and which were self-terminating.
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The data were interpreted es giving sfrongest support to a variant in which

inference was exhaustive, and mapping and application were self-terminating.

Values of R2

were .92, .86, end .80 for People- Piece, verbel and geometric
analogies respectively. Slightly less .support went to a model in which
inference, mapping, and application were all self-terminating. Much less
support went to two other models. A subsequent experiment with People-Piece
stimuli confirmed this order of model fits (Sternberg & Rifkin, 1979).

Mulholland, Pellegrino, and Glaser (i¢r:Q) also tested fits of models to
latency data, in their case, for geometric analogies. Their model differed in
form from those discussed above in that it separated out only encoding, trans-
formation operations (e.g., inference), and response. A simple additive model
accounted for 95% of the variance in the latency data. When an interaction
term was added that multiplied the number of attribute-values to be encoded by
the number of attribute-values to be compared, model fit increased slightly but
.significantly. The investigators argued that the interaction should be taken
into account, at least for large numbers of subjects.

Sternberg and Nigro (1980) fit alternative models to latency data for
verbal analogies that were constructed from a wide variety of possible concep-
tual relations. These investigators were particularly interested in what role,
if any, word association plays in the solution of verbal analogies. With just
three parameters—--encoding, justification, and response (which were used for
consistency in numbers of parameters across the age levels that vere studied)-—
these investigators were able to account for 85% of the variance in their
adults' latency data. Vord association was found to play no significant role

in the solution processes of the adult subjects.
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Sternberg and Gardner (1979) fit a mathematical model to latency data
obtained from subjects solving animal-name analogies. These authors were
the first to use independent variables in prediction of latency data that
vere based upon & spatial representati;n (in contrast to the preceding studies,
vhich all assumed attribute-value representations). Their model, which in-
cluded only encoding, comparison, justification, and résponse (for comparebil-
ity to other induction tasks that were studied) accounted for TT% of the
variance in the latency data.

Consider next the prediction of error rates in analogy solution.
Several investigators have sought to predict the bases for differential
error rates across their various item types.

Sternberg (1977a, 197Tb) used the same basic additive model to predict

error rates that he had used to predict solution latencies. The only

difference was in the dependent varisble. Proportion of response errors

was hypothesized to equal the (appropriately scaled) sum of the difficulties
encountered in executing each component operation. A simple linear model
predicted proportion of errors to be the sum a&ross the different component
operations of the number of times each component operation is executed
(es an independent variable) multiplied by the difficulty of that component
operation (as an estimated parameter). The model was successful in account-
ing for error rates in People-Piece and geometric analogy experiments,
dut not in a verbal analogies experiment. Values of 32 wvere .59,.50, and .12
in the three respective experiments.

.Mulholland et al. (in¢rs) used a different model to account for their
error data. These investigators claimed that their data showed independence

and additivity of error probabilities associated with separately transformed
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élements. Error rates can thus be understood in terms of the simple
accumulation of independent, incorrect executions of information processes,
any one of which leads to an'error in response. The authors' logarithmic
model accounted for an impressive 93% .of the Qariance in their error data.
The one thing to keep in mind in using or evaluating a model such as this 4

one 1s that probabilities of errors due to different kinds of accumulated

¥ 1

operations must be independent. Such a model would not be tenable if
certain operations depended for their validity upon other earlier executed
operations, e.g., application depends upon inference, and both inference

and application depend upon encoding.

Consider finally the prediction of response choicés in analogy solution.

The first ones to predict response cholces were Rumelhart and Abrahamson
(1973). These authors used animal-name analogies, and had subjects rank-order

options. They assumed that information could be represented in a multidimen-

sional space. In order to predict response choices, Rumelhart and Abrahamson

adapted Luce's (1959) choice rule to the choice situation in the analogy.

The detalls of this choice rule need not concern us here. They further
specified that the monotone decrease in the likelihood of choosing a partic-
ular answer option Xy as best follows an exponential decay function with in-
creasing distance from the ideal point(best possible solution in a multidi-
mensional space) of the analogy. Finally, they specified that once subjects
have ranked a given alternative as first, they reapply the choice rule to

the remaining alternatives to choose an option as second ranked, and con-
tinue to reapply the rules until all options have been ranked-ordered.
Rumelhart and Abrahamson (1973) conducted three ingenious experiments designed
to test the validity of their model of response choice in analogical reason- Af

ing. In the first experiment, they set out to demonstrate that subjects

rank-order options in accordance
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with the assumptions described above. In a second experiment, they tested
the prediction of their model that the probability of choosing any particular
response alternative Xi as the best alternative depends upon the ideal
golution point and upon the alternativé set, but not upon the particuler
terms in the analogy itself. Thus, all possible analogies with a given
ideal point and alternative set should yield the same distribution of responses
over the alternatives, regardiess of the terms of the analogy. The data
from the second experiment were somewhat consistent with the prediction.
The third experiment used a concept-formation design in which subjects
were required to acquire concepts for three nev mammals, "bof," "dax," and
"2uk." Subjects were taught these new concepts by an anticipation method. j
Rumelhart and Abrshamson found that after about five learning trials, ?
subjects were able to use the imaginary mammal names in the same way that
they were sble to use regular mammal names in solving analogies.

Sternberg and Gardner (1979) replicated Rumelhart and Abrahamson's
Experiment 1 in the context of an experiment designed to show interrelationships

between various forms of inductive reasoning. Their model fits were highly

comparable to those of Rumelhart and Abrahamson, providing further support
for the validity of the response-choice model under the assumption of a
multidimensional representation of information.

5. Durations, difficulties, &and probebilities of component execution.

Consider first durations of component execution. For maximum interpret- ﬁ

ability, we shall consider durations in terms of the amounts of time spent

per component per problem, rather than per attribute or some other unit that
depends upon the form of representation used. Consider, for example, the
data of Sternberg (1977a, 197Tb). Sternberg estimated latency parameters

in each of his People-Piece, Verbal, and Geometric Analogy Experiments.
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Estimates were for the model found to provide the best fit to the data--the
one with inference, mapping,and epplication-—and for the model variant found
to provide the best fit--the one with inference exhaustive, and mapping and
application self-terminating. Several.aspects of the parameter estimates are
worth mentioning. First, as would be expected, performance components are of
longer durations for analogies with Successively greater overall latencies,
except for response, which is and should be approximately constant, regard-
less of the difficulty of the analogies. OSecond, encoding of analogy terms
takes the greatest proportion of time in every case, even though its absolute
time changes considerably with item content. Third, the amount of time spent
in analyzing relations between attributesw~s relatively short in the Pecple
Piece Experiment (30%) and in the Verbal Analogy Experiment (29%), where
simple obvious, attributes were used, but relatively long in the Geomeiric
Analogies Experiment (57%), where the attributes were much less cbvious.
finally, although the amount of time spent on response was about the same
in each case, the proportion of time decreased considerably &s analogy
difficulty increased.

Next, consider difficulties of component execution. Sternberg (19770)
found that only self-terminating components contributed significantly to the
prediction of error rates for the People-Piece analogies. in other words,
errors were due for the most part to incomplete processing in self-terminating
components.

Consider finally parameter estimates obtained in the prediction of the

probability distribution for response choices in analogical reasoning.

Rumelhart and Abrahamson (1973) on the one hand. and Sterrberg and Gardner

(1979), on the other, obtained similar values of ¢, the slope of an exponential

function, for the same analogies administered to different subjects.

!!
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6. Metacomponents. Consider again the six metacomponents of reasoning

and problem solving identified earlier, and what we know about each of them

in. the domain of analogical reasoning.

i.' Selection of performance components. All of the adults I have

studied in a number of experiments on analogical reasoning have been willing
and able to select components of analogical reasoning from the full set
described earlier. Although some subjects may select only a subset of the
components in the full model for use during analogical reasoning, thig
seems almost certainly a matter of choice rather than of component avail-
ability: The components required for analogical reasoning seem to be
readily accessible to all adults of normal mental capacity.

ii. Selection of representation(s). People seem to be able to use

alternative or even multiple representations for information in analogiczl

reasoning. Sternberg (1977b), for example, reported that an additive

.(overlapping) clustering representation actually provided & better fit to

the group error-rate data for mammal-name anglogies than did a spatial
representation. In an additive clustering representation, mammals are
grouped into clusters such as "rodent pests" (rat, mouse), "cat femily"

(cat, lion, tiger, leopard), "dog-like" (dog, wolf, fox), "wild predators"
(cat, lion, tiger, leopard, wolf, fox), etc. (Shepard & Aradie, 1979). In
the Sternberg (197Tb) data, the additive clustering model proposed accounted
for 56% of the variance in the error data, whereas the spatial model
proposed accounted for only 28%. Michael Gardner and I have replicated

this finding for the same analogies but for different subjects in unpublished

data we have collected. Nevertheless, the spatial representation fits

response-choice data extremely well, and it is not even clear how the
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additive clustering representation could be applied to data of this sort.
I am inclined to regard the two kinds of modeling as elucidating different
aspects of subjects' reasoning about the mammal names. If the results of
fitting both kinds of representations ére sensible, then it is quite poscible
that both are "correct": They elucidate different aspects of the ways in
which subjects conceive of relations between elements in a given data set.

iii. Selection of strategy for combining comvonents. Many of the most

important theoretical questions about analogical reasoning concern strategy
seléction, although very few of them have yet been answered. Consider, for
example, the question of whether subjects can use inherent properties of
analogies to simplify their processing of information when the need arises.
Consider, for example, the analogy, SNOW s BLOOD s: WHITE : RED., The models
described earlier would all call for inference of the relation between SOV
and BLOOD; some of these models would then call for mapping of the relation
between SNOW and BLOOD on the one hand, and between WHITE and RED on the other.
But one important property of analogies is that as proportions, they can bve
viewed as relating (A,C) to (B,D) as well as they can be viewed as relating
(A,B) to (C,D). In the above analogy, certainly it would be to the subject's
advantage to infer the relation between SNOW and WHITE, wué then to ey tae
relation between SNOW and WHITE on the one hand and between BLOOD and RED on
the other. Sternberg (1977b, pp. 232-233) tested this model variant for
verbal analogies, and found & slight imprcvement in fit over that obtained
for the standard strategy, suggesting that subjects might flexibly alter
their strategy such that if the semantic relation between the first and third
terms is closer than that between the first and second, then they infer the

relation between (A,C)--the first and third terms--and map the relation
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between (A,C) and (B,D). Grudin (1980) has presented even stronger data

arguing for this flexibility in strategy.

iv. - Decision as to whether to maintain a strategy. We currently have

no evidence that subjects change their strategy for analogy solution with
practice. Hence, as far as we know, subjects generally do decide to maintain
whatever strategy they have started with.

v. Selection of a speed-accuracy tradeoff. At the present time, we

know that & micro-tradeoff between speed 4and accuracy is found in anslogical
reasoning: Greater speed is attained at some cost in accuracy (Sternberg,
1977To). .Data currently being collected by Miriam Schustack and myself also
indicate that is is possible to induce a macro-tradeoff between speed and
accuracy, at least when the analogies are presented tachistoscopically. In
other words, different instructions regarding the relative importance of
speed and accuracy can result in differential speed-accuracy tradeoffs.

.Mbre interesting than the question of whether a tradeoff can be induced,
however, is the question of where the loci of the tradeoff reside. Schustack
and I seek to discover these loci in our experiment.

vi. Solution monitoring. We don't yet know just how subjects monitor

their solution of anelogy problems, but we know that they do monitor their
performance. This monitoring manifests itself through the execution of the
Justification component, which is executed wvhen none of the response options
fit the subject's ideal conception of what the answer to an analogy should

be. Justification seems to take the form of checking and possibly re-executing
previously executed operations. Subjects seek to find either errors of
commission (an operation was executed incorrectly) or errors of omission

(an operation was executed incompletely, resulting in failure to encode an

important attribute or to conceive of an important relation).
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T. Prcblem format, problem content, and practice. All three of these

variables have been found to affect analogical reasoning performance.

Consider Tirst the effects of problem formut.

Some investigations have been baséd upon true-false analogies (Ingram,
Pellegrino, & Glaser, 1976; Mulholland et al., « 7% Sternberg, 1977a, 197Tb).
The format Ais of questionable merit when the analogy attributes are
nonobvious and ill-defined, as in the verbal analogies of Ingrem et &l.
(1976) and of Sternberg (1977a, 197Tb). I now believe the format may be
inappropriate for such analogies, since it is not clear that for analogies
with ill-defined attributes, any one completion is strictly correct (at
least for the terms available in the English languesge). For example, is
the analogy, WHITE : BLACK :: BIG : SHORT true or false? In some senses
of the words "big" and "short," it is true; in others, it is false. Ingram
et al. found that analogies with completions that are "near misses" had
ionger latencies than analogies that were either "true" or obviously false,
and they proposed a model that could handle this finding. Other invest-
igators have used two-option forced-choice analogies (Stermberg, 1977e,
197Tv for geometric analogies; Sternberg & Rifkin, 1379). Sternberg (197Tb)
has described two "extreme" strategies that might be used in scanning
options in the forced-choice rormat. Still other investigators have used
four-option multiple-choice analogies (Rumelhart & Abrahamson, 1973;
Sternberg & Gardner, 1979; Whitely & Barnes, 1979). The strategies subjects
use in sclving problems of this nature seem to be very complex.

Lunzer (1965) presented analogies that had either just one term missing
(vhich could be either A, B, C, or D), or that had two terms missing (either C

and D, A and B, B and C, or A and D). As would be expected, analogies with a
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single term missing were easier to solve than analogies with two terms {
missing. Those with C and D missing or with A and B missing were found to
be less difficult than those with B and C missing or with A and D missing.
Presumably, this was because for the latter two kinds of problems, there
vas no single relation linking the missing pair: Each of the two missing :
terms was involved in a different relation within the analogy. ‘é
Levinson and Carpenter (19T4) presented verbal problems in two forms—- !
as analogies and as quasi-analogies. An analogy took the form exemplified
by "Bird is to air as fish is to ____." A quasi-analogy took the form
exemplified by "A bird uses air; a fish uses _____." ‘The quasi-analogies
| thus supplied the relationship, whereas the analogies did not. There were
no significant differences in performence on the two types of problems for
the oldest subjects tested, who were 15 years old (but see section on between- ;
age differences that follows).
. Sternberg and Nigro (1980) presented analogies to subjects in each

of the following three forms:

1. NARROW : WIDE :: QUESTION : (TRIAL, STATEMENT, ANSWER, ASK)

2. WIN : LOSE :: (DISLIKE : HATE), (EAR : HEAR), (ENJOY : LIKE), ;

(ABOVE : BELOW)

3. WEAK : (SICK :: CIRCLE : SHAPE), (STRONG :: POOR : RICH), (SMALL ::

: GARDEN : GROW), (HEALTH :: SOLID : FIRM) :

Numbers of answer options ranged from two to four. Adult subjects were fastest

on the first form and slowest on the last form (but see section on between-age

differences that follows). However, error rates were highest for the second |

form. Adult subjects solved the problems exhaustively, in the sense that
they passed through all of the answer options sequentially before selecting

£ © & response.
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Johnson (1962) used what he called a method of "serial analysis" in his

presentation of verbal analogies. Analogies were presented tachistoscopically,
with trials divided into two parts. In the first part, subjects received the
first half of the analogy. They had as.long as they wanted to view this half
of the problem, and when tﬁey were done studying it, they initiated the second
part of the triel. In this part of the trial, subjects received the second
half of the analogy. Subjects terminated this part of the trial by responding
to the analogy &s quickly as possible. Response latency was longer for the
second half of the trial (mean latency = 6.68 seconds) than for the first half
of the trial (mean latency = 3.33 seconds).

Sternberg (197Tb) extended Johnson's method of serial an;lysis in a
method of “precueing." Analogies were presented in two parts. The first part
could consist of either no terms, one term, two terms, or thré; terms. The
second part of the trial always consisted of the full analogy. Sternberg
found that cue times--latencies for the first part of the trial--increased
with greater amounts of precueing in the first part of the trial, and that
solution times--latencies for the second part of the trial--decreesed.

Consider now effects of problem content. Sternberg (1977a, 1977b) found

verbal analogies to be more difficult than People-Piece analogies, and geometric

analogies to be more difficult than verbal analogies. This ordering probably
said more sbout the particular instantiations of content Sternberg used than
sbout intrinsic properties of the content, since no attempt was made to equate
concepts in any way. As mentioned earlier, for example, verbal analogies can
be made arbitrarily difficult by using terms that pose vocabulary or gencral

information demands beyond the capacities of many subjects solving the problen:.

Tests such as the Miller Analogies Test are difficult largely because the vocab-

ulary and general information demands are 50 high (Sternberg, 197Tb, 1978).

i adisza
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Tinsley and Dawis (1972) did an experiment that specifically set out to

equate conceptual difficulty of items with two different kinds of content.
In their items, the same objects were presented verbally and figurally, so
that the only difference between the tw; sets of analogies they studied was
- in the content vehicle through which the objects were expressed. These
authors found no significant difference in difficulty between the two con-
tents, and they also found & correlation of .86 between the 30 items
constituting each form of the test. Unfortunately, all subjects received
both types of analogies in immediate succession, with the verbal analogies
always coming first. As a result, it is difficult to know to what extent the
results were affected by the fact that each subject received each item twice
in repid succession, and by the fact that order of presentation and item
content were confounded.

Johnson (1962) presented items that were intended to be difficult either
because of vocabulary demand in the first half of the analogy or because of
vocebulary demand in the second half of the analogy. For example, FELINE is
to CANINE as CAT is to ? was presumed to be difficult because of the vocabulary
@emend in the first half of the item, whereas LOSE is to WIN as LIABILITY is to
? was presumed to be difficult bechuse of the vocabulary demand in the
second half of the item. In all three item formets--response production,
multiple-choice, and multiple-choice with options containing only the first
letter of the option--items were more difficult (higher response latency and
higher error rate) if the greater vocabulary demand was in the first half of
the trial. (Recall that Johnson divided his trials into two parts, a part in
wvhich the first half was presented and a part in which the second half was

presented.) Johnson found that more time was spent on the first part of the
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trial for items where the vocabulary load was in the first part than for items
where the vocabulary load was in the second part; he found that more time was
spent on the second part of the trial for items where the vocabulary losd wes
in the second part than for items where the vocabulary load was in the first pert.
Consider finally the effects of practice upon analogy solution. Sternberg
(197Tb) compared performance during & first session of People-Piece anzlogy
solution to performance during a fourth (and final)session. As would be ex-
pected, latencies and error rates decreased from the first session to the
fourth. All components showed shorter latencies during the fourth sessic:
than during the first except for inference. There was no evidence of stratezy
change across sessions: Fits of the various models and variants of models were
almost identical in the two different sessions. The most interesting difference
in results showed up during external validation of scores: In the first
session, no correlations of latencies for the second (solution) part of the
érial with reasoning tests were significant; in the fourth session, more than
half of the correlations were significant, and many of them were of high
magnitude, reaching into the .60s and .T0s. Sternberg (1977b)noted that this
pattern of difference in the correlations is related to previous findings.
Noble, Noble, and Alcock (1958) used tests from the Thurstone Primary Mental
Abilities battery to predict individual differences in trial-and-error learning.
They found that prediction was higher for total correct scores than for initial
correct scores. These data suggested that the higher correlations resulted
from performance during later trials. Fleishman and Hempel (1955) and
Fleishman (1965) found that the percentage of variance accounted for in motor
tasks by traditional psychometric test:s increased with practice on the motor
tasks. These results led Glaser (1967) to conclude that psychometric test

scores are more highly correlated with performance after asymptote is reached

than with performance during initial trials of practice.
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Vygotsky (1962) noted that mental testing is usually based upon performance

on tesks for which no explicit training has been given. He suggested that it
might be more appropriate to measure performance after training and practice
rather than before, at the upper rather fhan at the lower threshold of performance,
because "instruction must be oriented toward the future, not the past" (p.10k).
The present data are consistent with Vygotsky's notions, and with Ferguson's

(195h) notion of intelligence as “performance at some crude limit of learning"

‘p. 110).

8. Individual differences within age level (adults). Sternberg (1977Db)

found substantial individual differences in the speeds at which the various
performance components of analogical reasoning are executed, and in the
degree to which subjects used any systematic strategy at 811l. No substan-
tial individual differences were found in components or forms of representa-
tion used, &and no one else has found such individual differences either.
S£erﬁberg also failed to find clearcut individual differences in strategies
for combining components, other than that some people appeared to use the
third variant of the model described earlier (inference exhaustive, mapping
and application self-terminating) and that other people appeared to use the
fourth variant (inference, mapping, and application self-terminating).
Whitely and Barnes (1979),‘on the other hand, have interpreted data
they have collected as evidencing important differences in strategy among
adults. These authors used a "simulation task" to study verbal analog-
ical reasoning. In this task, analogies were composed of pronounceable
nonvords, e.g., LYOMON : FIRMANI :: DULCIVER : (BANSHER, PONTO, NAX, SQUISH).

("Squish" is actually a word, although it vas one of their stimuli.) The terms

were supposed to refer to animals that could evolve on other planets. In the
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simulation task, subjects could request information about any of the analogy
terms in any order. Information consisted of a picture of the animal end
a list of five properties of the animal. Whitely and Barnes's results suggest
that substantial strategy differences ﬁay occur in analogical reasoning.
Some unpublished date monitoring subjects' eye movements during analogical
reasoning have been collected by Richard Snow at Stanford, and these data
also suggest strategy differences. The Whitely-Barnes data, however, are
still inconclusive. First, it is not yet clear whether what subjects do
during the simulation task actually “simulates" what they do during normel
solution of verbal analogies. Both Reitman (1965) and Sternberg (1977Tb)
found that subjects had only the foggiest idea of how they went about solv-
ing verbal analogies, and the fact that scores on Whitely and Barnes's
simulation task correlated only .20 (2,2 .05) with scores on a psychometric
verbal analogies test might lead one to question whether the two tasks do
indeed draw upon the szme strategies and other elements of reasoning.

In drastically reducing their rate of work, subjects may also be changing
their style of work. Second, the artificiality of the stimuli may lead

to specialized strategies not applicable to ordinary analogy problems.

The way information is encoded about a "squish" may or may not correspond
to the way in which it is encoded about a real animal. Whether or not the
simulation task measures the same kind of reasoning as the standard
analogical reasoning task, the form of reasoning it does measure seems to
be potentially interesting in its own right, combining as it does the need
for learning of concepts and for reasoning with those concepts.

9. Differences across age levels. A great deal of developmental work

has been done in the domain of analogical reasoning, and it is possible to

touch upon only a fraction of that work here.
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Piaget, with Montangero and Billeter (1977), has suggested three stages
in the development of reasoning by analogy. Understanding of these stages
requires some knowledge of the paradigm these investigators used to study
the development of analogical reasoniné. The investigators presented 29
children between the ages of 5 and 13 with sets of pictures. They asked
the children to arrange the pictures into pairs. The children were then
asked to put together those pairs that went well together, placing groups
of four pictures into 2 x 2 matrices that represented relations of analogy
esmong the four pictures. Children who had difficulty at any step of the
procedure were given prompts along the way. Children who finally succeeded
were presented with & countersuggesticn to their proposed sclution, ty whick
the investigators hoped to test the strength of the children's commitmernt .
to their proposec response. At all steps along the way, children were
asked to explain their reasons for grouping things as they did. In the
first proposed stage of Piaget's model, characterizing the performance
of children of ages 5 to 6, children can arrange pictures into pairs, but
the children ignore higher-order relstions between pairs. Thus, although
these children cen link A to B or C to D, they cannot link A-B to C-D. 1In
the second stage, characterizing the perfcrmance of children from about &
to 11 years of age, children can form analogies, but when challenged with
countersuggestions, they readily rescind their proposed analogies. Piaget
interprets this finding as evidence of only a weak or tentative level of
analogical reasoning ebility. In the third stage, characterizing the per-
formance of children of ages 11 and above, children form analogies, are
able to state explicitly the conceptual bases of these analogies, and

resist counter-suggestions from the experimenter.
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Lunzer (1965) presented children of ages 9 through 17+ with verbal

analogies teaking the various forms described earlier (e.g., just the A term
missing, Just the C term missing, the A and B terms missing, the A end D
terms missing). Lunzer found that children hac greet difficulty with even
the simplest analogies until about 9 yeers of age, and did not show highiy
successful performance until the age of 11. Lunzer concluded that even
the simplest analogies require recognition of higher-crder relations that
are not discernible to children who are not yet formel-operational. The
suggestion of three stages in Lunzer's work (before age 9, between ages 9
and 11, after sge 11) seems correspondent to the suggestion of Piaget
regarding three stages of reasoning by anslogy.

Gallagher and Wright (1977, 1978) have done research comparing the
relative ebilities of children in grades L to 6 to provide what these

investigators called "symmetrical or "asymmetrical" explaneticns of analogy

solutions. Syrmetricel explenations showed awareness of the higher-crder

relation linking A-B to C-D. Asymmetrical explanations ignored this relastion,
dealing either only with the C-D relation, or with both the A-B and C-D
relations, but ir isolaticn from eech other. Percentages of symmetrical
responses increased with age and were associated with higher level of
performance on the analogies.

Levinson and Carpenter (1974) presented verbal analogies (e.g., "BIRD :
AIR :: FISH : ?") and quasi-analogies (e.g., "A bird uses air; a fish uses ?")
to children of eges 9, 12, and 15 years of age. The standard anelogies
required reccgnition of the higher-order analogical relationship; the quesi-
analogies essentially supplied this relationship. The investigators found
that whereas nine-year-olds could answer significantly more quasi-analogies

than analogies correctly, twelve and fifteen-year-olds answered approximately
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equel numbers of each kind of item. Moreover, wheieas performance on the
standard analogies increased monotonically across age levels, performance
on the quasi-analogies did not increase. These results provide further
evidence for the ability of formal-operational children, but not concrete-
operational children, to use second-order reletions in the solution of
verbal analogies.

Sternberg and Rifkin (1979) investigated the development of analogicel
reasoning processes with two kinds of schematic-picture analogies. One
kind was the Pecple-Piece analogy used by Sternberg {197T7a, 1977b); the
other kind was also a schematic figure of a person. But whereas the
People Piece analogies were composed of perceptually integral attributes,
the schematic-figure analogies were composed of perceptually separable
attributes (see Garmer, 1974). In the perceptually integral ettributes,
the levels of one attribute depend upon levels of other attributes fcr their
existence. For example, in the Pecple Pieces, a level of height canroi t=e
represented without representing some level of weight (two of the attributes),
and vice versa. In the perceptually separable attributes, levels of attri-
butes are not dependent in this way. For example, in the schematic figures,
the color of a hat can be represented without representing the type of

For anralogieg waikh perufh.\\:’ inteage) oddrioudtes,
footwear a figure has on. ASubjects became more nearly exhaustive in their
information processing with increasing age. This tendency to become more
nearly exhaustive in information processing appears to be a general higher-

order strategy in cognitive development (Brown & DeLoache, 1978), end appears

to be associated with dramatic decreases in error rate over age (Sternberg,
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197Tb; Sternberg & Rifkin, 1979). Moreover, it was found that although
fourth-graders, sixth-graders, and adults solveJthe analogies by mapping the
higher-order relation between the two halves of the analogies, second-
graders did not. Once again, then, we have support for a late developing
ability to recognize and utilize hiéher-order reiations. For the analogie:
with perceptually separable attributes, subjects at all ages used the sars
fully self-terminating strategy, the same one that second-graders used for
the perceptually integral attributes. Mapping was not used, or was used
for & constant amount of time across item types. (The two outcomes are
experimentally indistinguishable.) Thus, it appears that for eanalogies wiwi
integral attributes, strategy changes with age, whereas for analogies wi-zk
separable attributes, it does not change.

Some investigators have been particularly interested in the role wcri
association plays in children's solution of analogies. The pioneering
studies in the role of association in analogy solution were done by Achenbech
(1970a, 19700, 1971), who found that children in the intermediate and early
secondary school grades differ widely in the extent to which they use word
association as a means of choosing one from among several response opiions.
Moreover, the extent to which children use word association serves es a
moderator variable in predicting classroom performance: Correlations between
performance on IQ tests and school achievement were subsiantially lower for
children who relied heavily on free association to solve analogies than for
children who relied primarily on reasoning processes. Gentile, Tedesco-
Stratton, Davis, Lund, and Agunanne (1977) further investigated children's

associative responding, using Achenbach's CART (Chilaren's Associative Respond-
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ing Test). They found that associative priming can have a marked effect on
test scores, leading children either toward or away from correct solutions.
Sternberg and Nigro (1980) found that third and sixth graders used word
association to a significant extent in the solution of verbal analogies,
but that ninth graders and adults did not.

Sternberg and Nigro (1980) were interested not only in whether children
use word association or not, but also in how they use it in analogy solution.
They found that in analogies with the three formats they used (described
earlier), word association is used to guide search among options, with
higher association responses being examined before lower association ones.
The ninth graders and adults, however, did not use word association in this

way, or in any other way that was discernible from their date.

10. Relationships between analogical reasoning and other kinds of reasonirnz,

Several investigators have asserted that the processes used in solving anszlcgles
are used as well in solving other kinds of induction problems, such as series
completions and classifications (Greeno, 1978; Pellegrino & Glaser, 1979,

1980; Sternberg, 1977b, 1979c, 1979d). Sternberg and Gardner (1979) conducted
two experiments designed to test this assertion. These experiments used
animal-name analogies (including those of Rumelhart & Abrahamson, 1973, e.g.,
TIGER : CHIMPANZEE :: WOLF : (a. RACCOON, b. CAMEL, c. MONKEY, d. LEOPARD));
series completions (e.g., SQUIRREL : CHIPMUNK : (a. RACCOON, b. HORSE, c¢. DOG,
4. CAMEL))where the subject's task was to indicate which of four completions
would follow next in a series; and classifications (e.g., ZEBRA, GIRAFFE, GOAT,
(a. DOG, b. COW, c. MOUSE, 4. DEER)),where the subject's task was to indicate

which of the options fit best with three terms in the item stem.
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In & first experiment, subjects were asked to rank-order each of four
ansver options in terms of goodness of fit. Correlations were .99 between
the data sets for analogies and series completions, .97 between the data
sets for analogies and classifications, and .98 between the data sets for
series completions and classifications. The fits of the exponential model
to each of the data sets were also very good: r = .97 for analogies,

r = .98 for series completioné, and r = .99 for classifications. Moreover,
parameter estimates were quite.similar across the three tasks. The results
suggest communalities in decision rules for response choice across the

three inductive reasoning tasks. The second experiment of Sternberg and
Gardner used the same items, except that the number of answer options was
reduced from four to two. Subjects were nonoverlapping with those in the
first experiment. The main dependent variasble in this experiment was solu-
tion latency rather than response choice. The authors fit & four-parameter
model tc data sets from each of the three tasks. The model fit the data for
each task reasonable well: r = .88 for analogies, r = .82 for series
completions, and r = .78 for classifications. Only the estimated value of
the Justification parameter differed significantly across tasks. These date
were interpreted as providing further support for a unified model of perforrance
in the three inductive reasoning tasks.

In a new and innovative approach to modeling cognitive abilities, Whitely
(1979b) fit a three-component latent trait model to data for a verbal analogy
and a verbal classification test (see also Whitely, 1979a). Whitely (1979c)
then used this latent trait model as a basis for covariance modeling (JSreskog,

1969, 1970; JBreskog & S8rbom, 1978) intended to account for individual dif-
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i ferences in analogy and classification performance, as well as differences
£
”E in jtem difficulties. The same basic model provided a good fit to data
&
©f

for both the verbal analogies and the verbal classifications tasks, although
parameter estimates differed.

Further support for the possiblé unity of performance components in &t %
least some induction tasks is provided by the success of computer programs
such as William's (1972) Aptitude-Test Taker and Simon and Lea's (197k)

- General Rule Inducer (GRI) program, both of which can solve induction problems

of a variety of types. The success of these program shows that a single

3 set of processes can be sufficient for solving various kinds of induction
problems, although of course it does not show that people actually use a %

single set of processes.

11. Relationship between analogical reasoning and intelligence. Theo- !

rists such as Spearman (1923), Piaget (1950, Piaget, with Montangero &
] _ Billeter, 1977), and Reitman (1965) have argued for many years that intelli- ;
{ gence and analogical reasoning are intimately connected. Spearman's three
principles of cognition were based upon three processes Spearman believed

to be involved in reasoning by analogy; Piaget's concrete- and formal-opera-

tional stages are differentiatzd in children by the children's ability to
golve analogies; and Reitman's theory of intellectual functioning is based
upon solution of analogies. Moreover, empirical data collected by these i
investigators and others have been consistent with the strong claims made

regarding the centrality of analogical reasoning in intelligent functioning.

:
3
i
!

Factor-analytic investigations such as those conducted by Spearman (190k,

1927), for example, have consistently shown analogy items to be among the
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highest in their loadings on g, or generel intelligence. Some recently col-
lected data have provided further insights into the information-processing
relationships between analogical reasoning and intelligence.
Sternberg (197Tb) found that each of the major "reasoning operations"

in analogical reasoning--inference, ﬁapping, epplication, Justificatic,~--
can correlate with performance on tests of general intelligence when the
attributes of - the analogies being solved are nonobvious.
As would be expected, faster component execution was associated with higher

sores on the psychometric tests. Sternberg also found an association
between encoding speed and measured intelligence, except that the association
went the opposite way: Slower encoding was associated with higher measured
intelligence. Sternberg interpreted this finding in metacomponential terms:
Brighter subjects spend relatively longer in encoding the stimuli in order
to facilitate their execution of subsequent performance components that
will draw upon the results of the encoding. Evidence from his studies sup-
ported this interpretation. Even the response constant shows a strong cor-
relation with measured intelligence: Faster speed of response was associated
with higher measured intelligence. This basic finding has since been repli-
cated in the analogies task (Mulholland et al., ~ ) and in other tasks a¢
wvell (Egan, 1977). This finding may have a metacomponential interpretation
@)S&c: The response constant includes confounded within it all sources
of response variation that are constant across items. Strategy planning, solu-
tion monitoring, and other metacomponents are likely to be con;tant in

duration across item types, and hence to be confounded with the response

constant. These sources of variation may be responsible for the correlation
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of the response constant with IQ. Sternberg (1979c) has gone so far as to
suggest that the metacomponents underlying the variation are the most im-
portant elements to be reckoned with in a theory of intelligence. Finally,
Sternberg (197Tb) found that for verbal analogies, at least, greater systeme-
ticity in use of a strategy in solving analogies was associated with higher
intelligence. All of these findings have received developmental confirmation
to support the data obtained with adults. All component latencies show a
generai decrease with age, except for encoding, which after an initial de-~
crease (due, presumsbly, to cognitive development in encoding skills) shows

a subsequent increase in latency (Stermberg & Rifkin, 1979); and systematicity
in strategy utilization also increases with age, at least for some types of
analogies (Sternberg & Nigro, 1980; Sternberg & Rifkin, 1979).

Whitely (1976, 1977) has also shown significant relationships between
measured intelligence and performance in analogical reasoning. In her 1976
study, she found significant multiple correlations (in the .30s, .4Os, and
.50s) between scores on verbal analogies expressing different semantic re-
lations and scores on standard measures of mental ability. In her 1977 study,
she found correlations ranging up to the .60s between numbers correct on an
anslogies test and scores on the Differential Aptitude Test and the Lorge-
Thorndike Intelligence Test. Correlations for latencies of analogy solution ;
were somewhat lower, but still statistically significant for items that were
answered correctly.

To summarize, the history of theory and research on relationships

between analogical reasoning end intelligence shows the two to be strongly

related. Indeed, according to some theorists, an understanding of intelli-
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gence requires an understanding of analogical reasoning: Spearman (1923),
ris of
Reitman (1965), and Sternberg (1977b) all basedatheir theories of intelli-

gence on their theories of reasoning by analogy.

12. Practical relevance. Sternberg (1977b) has argued that reesoning

by analogy is pervasive in everyday experience. "We reason analogically

vhenever we make a decision about something new in our experience by

drawing a parallel to something old in our experience. When we buy & new
pet haﬁster because we liked our o0ld one or when we listen to a friend's
advice because it was correct once before, we are reasoning analogiczll;y"
(p. 99).

Oppenheimer (1956) has pointed out the signal importance of anelogy in
scientific reasoning of the kind done by scientists and even nonscientists

on an everyday basis:

Whether or not we talk of discovery or of invention,

' analogy is inevitable in human thought, because we
come to nev things in science with what equipment we
heve, which is how we have learned to think, and sbove
all how we have learned to think about the relatedness
of things. We cannot, coming into something new, deal ;
with it excepl on the basis of the familiar and old-

fashioned. The conservatism of scientific enquiry is not

an arbitrary thing; it is the freight with which we
operate; it is the only equipment we have. (pp. 129-130)
Analogical reasoning also plays an important role in legal thinking,

vhere it may be called "reasoning by example" (Levi, 1949):
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The basic pattern of legal reasonirg is reasoning by example. q
It is reasoning from case to case. It is a three-step process :
described by the doctrine of precedent in which a proposition !
descriptive of the first case is made into & rule of law and
then epplied to a next similar situation. The steps are these:
similarity is seen between cases; next the rule of law inherent
in the first case is announced; then the rule of law is made
applicable to the second case. This is a method of reasoning
necessary for the law, but it has characteristics which under
other circumstances might be considered imperfections. (pp. 1-2)
Analogical reasoning can be successfully trained. Feuwerstein,
Schlesinger, Shalom, and Narrol (1972) and Feuerstein (1979) have presented
the results of an extensive training program for verbal and figural anzlo-

gles that constitute part of Feuerstein's Learning Potential Assessment

A

Device (LPAD). Feuerstein and his colleagues have used two basic kinds of

training, which might be termed "performance-componential" and "metacompo-
nential." In an experiment involving 551 children (including urban, upper-
middle class school children; urban, lower-class school children; and edu-

cable mentally retarded children), Feuerstein (1979) found significant

effects of verbal and figural training of both kinds. The largest gains
were made, however, by children receiving both kinds of training together.

Whitely and Dawis (1973 ) described a "cognitive intervention for im-

' and

proving the estimate of latent ability measured from analogy items,'
Whitely and Dawis (1974 ) tested this and other interventions on high school

students. There were six conditions varying amount of practice, instruction,

-
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and feedback. The "practice" groups did not perform better than the con-
trols, but the "instruction" groups did perform better. Experimental
groups receiving feedback did not perform better than groups not receiving
it, but the group receiving semantic.category instruction in eddition to
feedback performed significantly bettér than the comparsble group not re-
ceiving category instruction. These and other results suggested that the
category instruction was critical to improved performance.

Sternberg and Ketron (1980) have found that it is possible to train
many subjects to use the variants of the models described earlier. Sub-
Jects are shown how to use the strategies to solve analogies composed of
schematic pictures, and left to their own devices, the subjects can con-
tinue to use these strategies. Instruction was successful for analogies with
integral attributes, but not for analogies with separable attributes.

Are certain strategies better for some people and other strategies
better for others? There is some evidence that is at least suggestive that
this is the case. Sternberg and Rifkin (1979) and Sternberg and Nigro
(1980) have found that older subjects tend to be more nearly exhaustive in
their information processing. More nearly exhaustive strategies tend to
increase accuracy, but at the expense of requiring & greater memory load
during analogy solution. The data suggest that subjects should be encouraged
t0 use a strategy that is maximally exhaustive but that does not exceed the
capacity of their working memory in its demands. With developments in
technology for measuring working memory capacity (see Case, 19780719783,
it may be possible eventually to individualize instruction in analogy

solution in a way that maximizes individual analogy performance.

gy~ = o e e
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To recapitulate, the proposed metatheoretical framework can be and has
been applied to the understanding of one form of inductive reasoning, reason-
ing by analogy. We now turn to a consideration of how the framework can be

applied to the study and understanding of deductive reasoning.

Deductive Reasoning

The Scope of Deductive Reasoning

In deductive reasoning, the information contained in the premises of a
problem is logically (although not necessarily psychologically) sufficient
to reach a valid conclusion. A number of different kinds of deductive-
reasoning problems have been studied, among them:

1. Linear syllogisms, e.g., "John is taller than Pete; Pete is taller

than Bill; who is tallest?" In these problems, a logically velid conclusion
is implied by the premises only if it is assumed that the relations linking
the terms are transitive. For example, the relation "taller than" would
satisfy transitivity, whereas the relation "plays better tennis than" might
not. The problems may be presented in either verbal or nonverbal form, and
in either case, may be embellished by the addition of negatives (e.g., "John
is not as tall as Pete") or even additional premises. When premises are
added, the problems are usually referred to as linear ordering or transitive
inference problems, and indeed, linear syllogisms may be viewed, strictly
speaking, as one of many possible kinds of linear ordering problem. Reviews
of the literature on linear syllogistic reasoning can be found in Johnson-
Laird (1972) and in Sternberg (1980b), as well as below. Some of the original

sources include Clark (1969a, 1969b, 1971, 1972§; DeSoto, London, and Handel
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(1965); Donaldson (1963); Handel, DeSoto, and London (1968); Hunter (1957);
Huttenlocher (1968); Huttenlocher and Higgins (1971, 1972); Huttenlocher,
Higgins, Milligan, and Kauffman (1970); Huttenlocher and Strauss (1968);
Keating and Caramazza (1975); Lutkus and Trabesso (197h4); Piaget (1921,
1928, 1955, 1970); Potts (1972, 1974); Potts and Scholz (1975); Riley and
Trabasso (19T4); Shaver, Pierson, and Lang (1974); Sternberg (1980a, 1980b,
1980¢); Trabasso (1975); Trabasso and Riley (1975); Trabasso, Riley, and
Wilson (1975); and Wood, Shotter, and Godden (19Th).

2. Categorical syllogisms, e.g., "All dorfles are dingbets. Sore

dunkits are dorfles. Can one conclude that some dunkits are dingheiz?"
Premises of categorical syllogisms, like those of linear syllogisms, can be
presented in either affirmative or negative form (e.g., "No dorfles are
dingbats" or "Some dunkits are not dorfles"). Premises of categoriczl
syllogisms, unlike those of linear syllogisms, however, are glmost never
presented in pictorial form, and as & result, the syllogisms have not been
presented to very young (preoperational) children. The syllogisms may be
presented with more than two premises, in which case they are called "sorites,"
or "set inclusion problems." Reviews of the literature on categoricel syllo-
gistic reasoning can be found in Guyote and Stermberg (1978) and in Vasen

and Johnson-Laird (1972). Some of the original sources include Begg and

Denny (1969); Ceraso and Provitera (1971); Chapman and Crapman (1959);
Dickstein (1975, 1976, 1978); Erickson (197k, 1978); Frase (1966a, 1966b, 1968);
Gilson and Abelson (1965); Griggs (1976, 1978); Henle (1962); Henle and
Mchael (1956); Janis and Frick (1943); Johnson-Laird (1975); Johnson-Leird

and Steedman (1978); Kaufman and Goldstein (1967); Lefford (19L46); Lippman
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(1972); McGuire (1960); Morgan and Morton (19L44); Revlin and Leirer (1978);
Revlis (1975a, 1975b); Richter (1957); Roberge and Paulus (1971); Sells
(1936); Simpson and Johnson (1966); Sternberg and Turner (ir p#; Wason and
Johnson-Laird (1972); Wilkins (1928); Wilson (1965); and Woodworth and
Sells (1935).

3. Conditional syllogisms, e.g., "If Conrad the Clown performs, people

laugh; Conrad the Clown performs; can on?conclude that people laugh?" As is
the case with categorical syllogisms, premises may be negated (e.g., "If
Conrad the Clown performs, people do not laugh," or "Conrad the Clown does
not perform"). The premises may also be strung together to form an arbitrary
nurber of items. Problems are almost always presented verbally. Reviews
of the literature can be found in Guyote and Sternberg (1978) and in Wason
and Johnson-Laird (1972). Some of the original sources include Guyote and
Sternberg (1978); Kodroff and Roberge (1975); Mercus and Rips (1979); Osher-
son (1974, 1975); Paris (1973); Rips and Marcus (1977); Roberge and Paulus
(1971); Staudenmeyer (1975); Staudenmayer and Bourne (1977); Teplin (19T1);
Taplin and Staudenmayer (19732); Taplin, Staudenmayer, and Taddonio (197k);
Wason and Johnson-Laird (1972).

These three kinds of sylliogistic reasoning are not, of course, the
only kinds of deductive reasoning that have been or might be studied, but
they account for a fairly large proportion of the literature on deduction.
Other kinds of deduction problems are considered by Wason and Johnson-Laird
(1972), and a good logic text such as Copi (1978) reviews a wide range of

types of deduction problems. Rather than attempting to survey this entire

literature here within the framework proposed in the preceding section, we
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shall review just one literature--that on linear syllogistic reasoning--as
an example of the form such a review takes. Opace considerations ané¢ the
scope of this chepter simply do not permit a review of the entire rarrce of

literature on deductive reasoning.

A Case Study of Deductive Reesonipr: The Linesar Syllogism

1. Nature of the prrotlem. In a linear syllogism, an individual is

presented with two premises, each describing a relation between two iters,
one of which overlaps between premises. The individual's task is to use the
overlap to determine the relation between the two items not oceurring in
the seme prex=ise, and then to answer a question requiring knowledge of this
relation. In the item, "Sue is older than Lil; Lil is older than Ann; who
is oldest?" the individual must deduce that Sue is Older than Ann, z~.3 hence,
that Sue is oldest of the three girls.

The standard domain of lineer syllogisms consists of 25, or 32 item
types, gotten by allowing each of the three adjectives in the problem (one
in each premise and one in the conclusion) to be at either‘one pole (e.g.,
o0ld) or at the other pole (e.g., young); by allowing the premises to be either
affirmative (as ebove) or negative equative (e.g., "Lil is not as old as
Sue"); and by allowing the correct answer to the item to be in either the
first premise (as above) or in the second premise (as would be gotten by
reversing the order of the premises). The premise adjectives are usually
not psychologically symmetrical. One form (in this case, glg) is simpler in

certain senses to be described than the other form (in this case, young).

The simpler form is the one that constitutes the name of the scale (in this
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case, oldness rather than zoungnéss, or in a similar case, tallness rzcther
than shortness). The simpler form is referred to as unmarked, whereas the
more complex form is referred to as marked.

Although the 32 items formed in the above way constitute the standeard
domain of linear syllogisrms, they are not the only possible lineer syllcgicrz.
Additional items may be formed by allowing just one or the other prerise %o
be negated, cr by allowing problems to be indeterminate, i.e., specifying cnly
a partisl rather than a full ordering, e.g., "Sue is older then Lil; Sue :c
older than Ann; who is oldest?" The theories to be described belcw rness
augmentation in order to deal with the additional complexities created by itezs
of these kinds,

Performance on linear syllogisrs satisfies the four criteria for a
"worthwhile" measure described in the preceding section. First, performerce
can be gquantified by measurexent of either response latency or error rate.
Second, it can be measured reliably: Relisbilities of latencies (across itex
types) are generslly in the high .80's or low .90's (Sternberg, 198(=, 195043).
Third, construct validity has been demonstrated mumerous times in varicus wgis:
The linear syllogism plays an important part in Piaget's (1921, 1928, 1955)
developmental theory of intelligence, since the ability to perform transitive
inferences is alleged to differentiate precperational from concrete-operaticneal

children; the problem plays an important role in DeSoto's theory of people's
predilectiorns for linear orderings (DeSoto, 1961; DeSoto, London, & Handel, 19€5),

in that the problem permits formation of a single, linear ordering; the prcblex

plays an equally important role in Clark's (1969b, 1973) theory of linguistic

processes in verbal comprehension, im that the processes alleged to be used

‘
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in solving linear syllogisms are alleged also to be used in a large variety
of verbal-comprehension tasks; and the problem plays & central role in ry
own unified componential theory of human reasoning(Sternberg, 1978a, 14779%),
in that the processes used are alleged to be used in a variety of deductior
tasks, and the task itself falls into the task hierarchy that constitutes
the organization of the theory. Finally, the empirical validity of inéividuzic'
performance on the problem has been demonsirated repeatedly. Burt (1912)
used the problem in measuring the intelligence of schcol children, and
performance on the problem has been found to be highly correlated with
perforrance on verbal, spatial, and abstract reasoning ability tests ({(Shaver,
Pierson, & Lang, 19Th; Sternberg, 1980c; Sternberg & Weil, 1980): Correlaticrs

with such tests generally fall in the range from .30 to .60.

2. Performance compcnents. Theorists differ in their views regarding
the performance components used in solving linear syllogisms. Three views
&ill be discussed here, based upon three different models of linear syllogistic
reasoning. The three models are a spatial model based upon the DeSoto et al.
(1965) and Huttenlocher (Huttenlocher, 1968; Huttenlocher & Higgins, 1971)
models, & linguistic model based upon the Clark (1969b) model, and a linguistic-
spatial mixed model described by Sternberg (1980d). Although the first two
information~processing models are based upon previous models, they are not
isomorphic to these previous models, in that the first two models were not
presented by their original formulators in "“componential" terms. The
present nodels do seem to capture the major intuitions of the models as
originally proposed.

The models all agree that there are certain encoding, negation, mark-
ing, and response operations that contribute to the latency with which a

subject solves a linear syllogism. All full linear syllogisms contain
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certain terms and relations to be encoded, and require a response. Only scoze
linear syllogisms contain premises with negations and marked adjectives.
Although the models agree on the presence of these performance components,
they disagree as to which of these comfonents are spatial and which are
linguistic. The three models of linear syllogistic reasoning will be pre-
sented with reference to an example of a relatively difficult linear cyllogism:
L is not as tall as B; A is not as short as B; who is shortest? The correct
answer is C, and by convention, A will always refer to the extreme item at ihe
unmarked end of the continuum, and C to the extreme item at the marked end of
the continuum. Each of these models can be represented in flow=-chart form, arc
detailed descriptions of the various models are presented elsewhere (Sterrberg,
1980d ). Johnson-Laird (1972) has proposed slightly different flow charts for
two of the models, the spatial and the linguistic ones. I describe here in

detail only the mixed model, which is best supported by the available data

(Sternberg, 1980¢, 1980d).

In the linguistic-spatial mixed model, linguistic decoding of the prob-
lem is followed by its spatial recoding. The subject begins solution by
reading the first premise. In order for the premise to be understood, it
must be formulated in terms of the kind of deep-structural propositions
proposed by the linguistic model. Encoding a marked adjective into this
deep-structural format takes longer than encoding an urmarked one. Also,
the presence of & negation requires a reformulation of the deep-structural
proposition. Thus, "C is not es tall as B" is originally formulated as (C is
tall+; B is tall), and is then reformulated as (B is tall+; C is tall), s&s

in the linguistic model. Once the deep-structural propositions for the

premise are in final linguistic form, the terms of the propositions are
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seriated spatially. If there is a marked adjective, the subject teake:
additional time in seriating the relation spatially in the nonpreferrc:
(usually bottom-up) direction. If the adjective is not marked, then tlLe
premise is seriated in the preferred (usually top-down) direction. Noic
that whereas a negation is processed linguistically, a marked adjective is
processed first linguistically (in comprehension) and later spatially (i=a
seriation). After seriating the first premise, the subject repeats the stzus
described above for the second premise.

In order for the subject to combine the terms of the premises into a
single spatial array, the subject needs the pivot available. The pivcti it
either immediately available from the linguistic encoding of the premisez,
or else it must be found spatially. According to the mixed model, there zre
two ways in which the pivot can become availsble immediately: (a) It is
the single repeated term from all previous linguistic encodings; or (t) it is
£he last term to have been linguistically encoded. These rules have diflerent

implications for affirmative and negative premises.

P o A o 1 ndmi A

In problems with two affirmative premises, the pivot is always irmeci- }

ately available, since each premise has been linguistically encoded jus+

once. One term, the pivot, is distinctive from the others in that more than
one relational tag has been associated with it, one from its encoding in
the first premise, and one from its encoding in the second premise. The
other two terms each have Just a single relational tag associated with then.

The second principle therefore need not even be applied. Indeed, it is

applied only if the first principle faiis.

The use of distinctiveness as & cue to the identity of the pivot fails in '!

1 problems with at least one negative premise. In these problems, each prenmise
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containing a negation is encoded in two different ways--in jits original encod-
ing and in its reformulated encoding in which the roles of their terms hzve
been reversed. The pivot is therefore no longer the only term with more
than one relational tag associated with it, and it thus loses its distinctive-
ness. The subject must therefore search for the term with the largest nurber
of relationesl tegs, unless he or she can &apply the second principle.
When the distinctiveness principle feils, the subject attempts to link
the first premise to the last term to have been encoded in working memory.
If this term of the second premise heppens to be the pivot, the link is
successful, and the subject can proceed with problem solution. Pivot search T
can thus be avoided if the last term to have been encoded is the pivot. But i
if this term is not the pivot, the link cannot be made, and the subject
must search for the pivot--the term with the largest number of relaticnal j
tags. This search for the pivot takes additional time.
. Once the pivot has been located, the subject seriates the terms from
the two spatial arrays into & single spatial array. In forming the array,
the subject starts with the terms of the first premise, and ends with those
of the second premise. The subject's mental location after seriation,
therefore, is in that half of the array described by the second premise.
The subject next reads the question. If there is a marked adjective in the
question, the subject will take longer to encode the adjective, and to
seek the response at the nonpreferred (usually bottom) end of the array.
The response may or may not be immediately available. If the correct answer
is in the half of the array where the subject Just completed seriation
(his or her active location in the array), then the response will be avail=

gble immediately. If the question requires an answer from the other half of
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the arrey, however, the subject will have to search for the response, mentally
traversing the array from one half to the other and thereby consuming ad-—
ditional time.
One final search operation is used optionally under special circums<ances.
If the subject has constructed a sharp spatiel encoding, then he or she is now
ready to respond with the correct enswer. If the subject's encoding is fuzcy,
however, the subject may find that he or she is unable to respond with a
reasonable degree of certainty. The subject therefore checks his or her
tentative response as determined by the spatial representation with the
encoding of that response term in the linguistic representation. If the
question and response are congruent, the check is successful, and the subject
reformulates the question to ascertain whether it can be made congruent with
the response. Only then does he or she respond.
To sunrarize, the performance components needed for solution of linear

syllogisms according to the linguistic-spatial mixed model are premise read-

2

ing, encoding of terms in the preferred relation, encoding of terms in the

nonpreferred relation (which may be viewed as an augmentation of the preced-
q ing component), reversal of terms in the encoded relation for negated
premises, seriation of terms in the preferred direction, seriation of terms
in the nonpreferred direction (which may be viewed as an augmentation of the

preceding component), pivot search, seriation of terms for the combined

premises, question reading, response search, establishment of congruence
between question and response (optional), and response.

All of the models are rather detailed, and it is easy to lose the forest

<5t gl S0’ L gt

among the trees. Thus, some overall comparison among the three models may

help put them into perspective. The models all agree that marked adjectives

sttt

and negations should increase solution latency. They disagree, however, as
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to why solution latency is increased. According to the spatial model,
solution latency is increesed because processing of negetions and marked
edjectives requires & more complex encoding of information into a visualized
spatial array. According to the linguistic model, the additional time
results from increased difficulty in a linguistic encoding process. Aeccord-
ing to the mixed model, negations require a more complex linguistic encoding
process, whereas marked adjectives require first more complex linguistic
encoding and then more complex spatial encoding.

The models also agree that some form of pivot search (for the middle
term in the arrzy) is needed under special circumstances. The models dis-
agree, however, as to what these circumstances are. In the spatial model,
pivot search is required for premises that are not end-anchored, that is,
for premises in which the first term is the middle rather than an end of a

spatial array. Absence of end-anchoring necessitates a search through the

visualized spatial array. In the linguistic model, pivot search results

from compression of the first premise in the deep-structural encoding (i.e.,
the first term of the first premise, but not the second, is stored in work-
ing memory). If the term that was dropped from working memory in compression
happens to be the pivot term, then the subject has to retrieve that term
back from long-term memory. In the mixed model, pivot search is required

if the reformuleted deep-structural version of a negative second premise does

not have the pivot in its latter (and hence most recently available) proposition.

The spatial and mixed models agree that the terms of the two premises
are combined into a single, unified representation. This combination is

asccomplished through a seriation operation in which each of two partial
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spatial arrays is unified into a single array. The linguistic model disagrees:
Functional relations from the two premises are stored separately.

The linguistic and mixed models agree in the need for an operation to
establish congruence between question and answer, but in the mixed model,
the establishment of congruence is optional. It is used only when the spatial
encoding of terms is of insufficient quality to permit the subject to respecnd
to the problem with a reasonsble degree of certainty. No operation for the
establishment of congruence exists in the spatial model.

In the spatisl model, subjects are hypothesized to prefer working in a
certain direction (usually top-down) between as well as within prenmises.
Generally, this preference means that extra time will be spent in seriastion if
the term at the preferred end of the array does not occur in the first premise.
No corresponding "additional latency" exists in either the linguistic or mixed
model.

In the linguistic model, subjects search the deep-structural propositions
for the term that answers the question. In a spatial array, it is obvious
which term corresponds to which gquestion adjective. For example, the tallest
term might be at the top, the shortest term at the bottom. In linguistic
propositions, there is no such obvious correspondence, so that the subject
must check both extreme terms relative to the pivot, seeking the correct
ansver.

In the mixed model, subJects have to search for the response to the

problem if their active location in their final spatial array is not in the

half of the array containing the response. Subjects mentally traverse the
array to the other half, looking for the response. No corresponding opera-

tion exists in either the spatial or linguistic model.

W L o

P IVPRIETU R >



.4,“,

essel

Reasoning & Problem Solving

[P}

Firially, the models agree that the final operation is a response process,
whereby the subject selects his or her answer.

These are not the only models of linear syllogistic reasoning that have
been or might be proposed. Hunter (1957) and Quinton and Fellows (1975), for
example, have presented alternative models that can also be cast in "compenen-
tial" terms. The three models presented seem to be the major models of current
interest, however, and are probably the ones worthy of the closest attention,
at least at the present time.

In order to compare the relative abilities of the models to account for
performance of human subjects on linear syllogisms, it is necessary first to
postulate & corbination rule. Discussion of the relative merits of the modlels
will therefore be postponed until combination rules are discussed below.

3. Revresentztion of information. Theorists disagree as to the form of

representetion subjects use for information stored, manipulated, and retrieved

in the course of linear syllogistic reasoning. The basic controversy has been
over whether information is represented spatially, linguistically, or both
spatiall??ginguistically. Spatial theorists argue that information is
represented in the form of a spatial array that functions as an internal
analogue to a physically realized or realizable array. Linguistic theorists
argue that information is represented in the form of linguistic, deep-
structure propositions of the type originally proposed by Chomsky (1965).
Mixed model theorists argue that both forms of representation are used, with
the linguistic form of representation serving its primary function during
initial decoding of the problem, and with the spatial form of representation

serving its primary function during later recoding of the problem. A reso-
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lution of this controversy would not only enlighten us with regard to
transiiive inference, but might further shed light on the kinds of argumc:nte
that are valuable in distinguishing between subjects' use of spatiel or
imagerial representations on the one hand, and linguistic or propositionul
representations on the other (see Andersorn, 1976; Kosslyn & Pomerantz, 1977;
Pylyshyn, 1973).

Let us first consider evidence in favor of & spatial revpresentatic:.

Eight principal kinds of evidence have been adduced in favor of a spatial
representation for information.

i. Introsvective reports. Many subjects in various experiments heave

reported using spetial imagery to solve transitive inference problems such
as linear syllogisms (Clark, 1969a; DeSoto et al., 1965; Huttenlocher &
Higgins, 1971).

ii. Need for spatial array to combine premise information. At some

point during the course of problem solution, subjects must comprehend the
higher-order relation between the two lower-order relations expressed in the
individual premises. Such comprehension is tantamount to making the tran-
sitive inference needed to solve the problem. Spatial imagery theorists have
specified at a reasonsble level of detsil how such comprehension can take
place (see Huttenlocher, 1968; Huttenlocher & Higgins, 197i). Linguistic
theorists, however, have not specified in reasonsble detail how the transitive
inference is actually made. Clark (1971) has admitted that the "linguistic

theory is not complete. For one thing, it does not fully specify how

information from the two premises are [sic) combined" (p. 513).
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111. Comparability of data patterns for purported imaginal arrays to

those for physical arrays. One of Huttenlocher's main arguments in favor of

spatial imagery has been that "the difficulty of solving different forms of
[linear] syllogisms parallels the difficulty of arranging real objects
according to comparable instructions" (Huttenlocher et al., 1970). A series
of experiments has shown that the two types of items do indeed show parallel
patterns of data (Huttenlocher, Eisenberg, & Strauss, 1968; Huttenlocher

et al., 1970; Euttenlocher & Strauss, 1968).

iv. Symbolic distance effects. Data reported by Potts (1972, 197k)

and by Trabasso and his colleagues (Trabasso & Riley, 1975; Trabasso, Riley,
& Wilson, 1975) seem strongly to implicate some kind of spatial process in
linear ordering problems. In a typical experiment, subjects are taught a
linear ordering of items that tekes the form (A, B, C, D, E, F). Subjects

are trained only on adjacent pairs of items. Subjects are able to judge the

untrained relation between B and E more rapidly than they are able to judge

the trained relation between C and D. The further apart the two items are,
the easier the judgment turns out to be. This symbolic distance effect is
compatible with the kind of "internal psychophysics" proposed by Moyer (1973)
and by Moyer and Bayer (1976), whereby a spatial analogue representation is
constructed for the array, and elements of this analogue representation are

compared to one another.

v. Serial position effects. In the linear-ordering experiments

described above, subjects are trained on all adjacent pairs of items in the

linear ordering. Trabasso and his colleagues (Lutkus & Trabasso, 197h4;

o
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Riley & Trabasso, 197k; Trebasso et al., 1975) have found that errors made
during training and retraining exhibit a serial-position effect with respect
to position of the pairs in the linear ordering: Maximum errors occur on
middle pairs, and fewer errors occur on pairs neerer the ends of the order-
ing. This serial-position effect is interpreted as prima facie evidence for
an underlying spatial array (see Bower, 1971).

vi. Directional preferences within linear orderines. In many of the

adjective pairs used in linear syllogism problems, one adjective of a bipolar
pair results in more rapid or more accurate solution than the other. For

example, use of the adjectives taller and better results in facilitated

performance relative to the adjectives shorter and worse (Handel et al., 1968).

These authors have proposed that faster solution for the adjectives taller and

better can be accounted for by the facts that (a) taller-shorter is represented

elong a continuum proceeding from top to bottom and better-worse is represented
‘along a continuum proceeding from right to left, and (b) pecple proceed more
readily in & downward direction than in an upward direction, and in a rightward
thar in a leftward direction (p.513).

vll. End-anchoring effects. Investigators of transitive inference have

repeatedly found end-anchoring effects in their data (see DeSota et al., 1965;
Huttenlocher, 1968). End-anchoring effects are ocbserved when it is easier to
solve a transitive inference problem presented from the ends of an array inward
than it is to solve the problem presented from the middle of the array outward.
Such effects are consistent with a spatial representation of information.

viii. Correlations with spatial visualization tests. Shaver, Pierson,

and Lang (1974) have reported correlations across subjects between errors in

the solution of linear syllogisms and scores on tests of spatial visualization.
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These correlations varied in magnitude, but an impressive number of them
reached statistical significance. These correlations were interpreted as
evidence that spatial imagery is used in the solution of linear syllogisms.

With eight kinds of evidence converging on the same conclusion, one is
tempted to accept the conclusion without further adc. Yet, none of the eight
kinds of evidence proves to be conclusive considered either by itself or in
conjunction with the remaining kinds of evidence.

Consider first introspective reports. Inirospective reports of the use

of imagery are common, and are acknowledged even by the most prominent
linguistic theorist (Clark, 1969b). A long-standing question in psychology,

however, has been whether such reports can be accepted at face value (see, for

exauple, Nisbett & Wilson, 1977). Although such reports are certainly sugsestiive,

they are certainly not conclusive. Consider next combineticn of premice inform-

ation, symbolic distance effects, serial position effects, and end-aznchoring

‘effects. Can a linguistic representation account for any or all of these
effects? The answer appears tobe affirmative: A small modification and
extension of a linguistic representation suggested by Holyoak (1976) will

predict all of these effects, . . Consider pext comparebility

of data patterns for imaginal and physical arrays. Huttenlocher's argument

that data patterns for reason’ng with purported imaginal arrays are very
similar to those for placement with actual physical arrays presents a reason-
gble case for the analogy between the two kinds of arrays. The correspondence
does not always hold, however (Clark, 1969b, 1972a). Consider now directional
preferences. In general, adjectives that encourage top-down or right-left
processing are also those that are linguistically unmarked. Thus, linguistic
theory also predicts facilitated processing for these adjectives. Consider

finally correlations with spatiml tests. Available correlational evidence
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from the Shaver et al. (19?4) study provides convergent validation for the
spatial hypothesis, but does not provide discriminant validation with respect
to one or more alternative hypotheses. In other words, errors on the linear
syllogisns task might well have correlated with tests of spatial visualization
ability because of a general factor that pervades performance on both spatial
and linguistic ability tests. In order to provide a stronger test of the
spatial hypothesis, one would have to show high correlations between linear
syllogism and spatial test performance coupled with low correlations between
linear syllogism performance and linguistic test performance.

Consider now evidence favoring a linguistic representation of infor-

mation in linear syllogistic reasoning. Three principal kinds of evidernce have

been adduced in its favor.

The first, the principle of primacy of functional relations, states that

*functicnal relations, like those of subject, verb, and direct object, are

stored, immediately after comprehension, in a more read ly available form

" than other kinds of information, like that of theme" (Clark, 1969b, p. 388).

This principle forms the basis for the linguistic representation of informa-
tion in terms of base strings and underlying deep-structural transformatliorns
on these base strings. Clark has not offered any direct experimental evidence
t0 support the principle, although he does claim indirect support from several
sources (Donaldson, 1963; Piaget, 1928).

The second kind of evidence is the principle of lexical marking. Accord-
ing to Clark's (1949b) lexical marking principle, "the senses of certain

‘positive’ adjectives, like pood and long, are stored in memory in a less

conplex form than the senses of their opposites" (p. 389). The "positive"
adjectives are the unmarked ones, and their opposites are the marked ones. 1f,

as Clark claims, marked adjectives are stored in memory in a more linguistic-

ally complex form than 1s needed for unmarked adjectives, then one might well
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expect the encoding of marked adjectives to be more time-consuming than the
encoding of unmarked adjentives, and indeed, all studies of linear syllo-
gistic reasoning that have investigated both marked and unmarked adjectives
have found longer latencies or more errors associated with items containing
marked adjectives than have been found with items containing unmarked adjec-
tives. This evidence therefore seems on its face to support the principle
of lexical marking.

The third kind of evidence is the principle of congruence. According to

Clark (1969b), "information cannot be retrieved from a sentence unless it is
congruent in its functional relations with the information that is being
sought" (p. 392). 1If information from the premises is not congruent with the
information being sought, then additional time will be needed to establish
congruence between the question and response. Suppose, for example, the ques-
tion is "Who is best?" and the answer is A. If A were encoded from a premise

such as'A is better than B," then solution should be relatively rapid, since

A was encoded in terms of the comparative better and the question asks who is

best. Suppose that instead, the relevant premise were "B is worse than A,"
which, according to Clark, can be expanded to "B is worse than A is bad." This
premise does not contain information congruent with the question. The ques-
tion can be answered only if it is reformulated to read, "Who is least bad?"
Evidence in favor of a linguistic representation of information is at
least as flimsy as that in favor of a spatial representation. First, the ob-

servational evidence to support the principle of primacy of functiounal relations

is suggestive at best, and certainly no stronger than subjects' direct intro-
spective reports of spatial imagery. At present, the principle seems to stand
more as a presupposition for the remaining two principles than as a principle

that is testable in its own right. Second, the mere existence of a marking
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effect as predicted by the principle of lexical marking does not in itself

argue for a linguistic representation for information. As noted earlier, a
number of investigators have noticed that the unmarked form of a bipolar
sdjective pair is generally the form that would be expected to appear at the
top of a spatial array (DeSoto et al., 1965; Huttenlocher & Higgins, 1971).
If en adjective pair could be found in which the marked form suggested the
top of a spatial array and the unmarked form suggested the bottom of a
spatial array, then, according to Clark (1969b), it would be possible to
disentangle the spatial and linguistic accounts of the marking effect. Such
an adjective pair is found in deep~shzllow, where deep, the unmarked adjective
in fhe pair, suggests the lower end of a spatial array. Clark (1969t) has
reported that when subJjects are presented with linear syllogisms containing

the adjective pair, deep-shallow, the standard marking effect is obtained.

Another critical adjective pair, early-late, is reported by Clark (1969b),

however, to show results opposite to those predicted by lexical marking.

Finally, consider again the principle of consruence. Spatisl theorists are

skeptical that the available data provide adequate support for the principle

of congruence. In a series of recent experiments, Potts and Scholz {(1975)
obtained a congruence effect under some circumstances but not under others.
Clark's (1969b) data provide only weak support for the principle of congruence.
My own data (Sternberg, 1980c) suggest that the "principle of congruence"

holds when items are presented in standard form, but not when they are presented
premise~dy-premise, with subjects pacing the rate of premise presentation.

I believe the reason for the difference can be found in the relative quality

of encodings in the two kinds of experimental situations (see description or

processes in mixed model presented earlier).
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Finally, let us consider evidence in favor of a dual linguistic-sntz<<=l

representation. In a series of studies (Sternmberg, 1980c, 1980d; Steril. .z &

Weil, 1980), we have administered to subjects linear syllogisms plus psycho-

oS T

metric tests of verbal and spatial abilities. The psychometric tests wers
factor analyzed in order to yield two orthogonal factors of measured verbzl
and spatial abilities. Overall response latencies and latencies for inii-
vidual components of information processing (determined according to the
linguistic-spatial mixed model) were then correlated with the factor scorzcs.
In every one of six experiments, overal] latencies were significantly corre-
lated with both verbal and spatial factors. The absolute and relative ro-ni-
tudes of the correlations with the two factors differed across experimenis,
but were all in the .30 to .60 range. Moreover, latency parameters hypothe-
sized to represent the durations of processes operating upon a linguistiic dats
base generally correlated with verbal but not spatial ability; latency pcrem-
‘eters hypothesized to represent the durations of processes operating upon a
:% spatial data base generally correlated with spatial but not verbal ability;

and confounded latency parameters that represented components operating upon

both kinds of data bases generally correlated with both abilities. These
results se~m consistent with the notion that subjects use both linguistic and
spatial representations in their solution of linear syllogisms.

To conclude, there is some evidence that subjects use a spatial represen-
tation, and some evidence that subjects use a linguistic representation. 1In

each case, the evidence argues in favor of the use of one kind of representation,

but not in opposition to the use of the other kind of representation. The

entire body of evidence in favor of one or the other kind of representation
is thus fully consistent with the use of both kinds of representation, and the

reiults from the Sternberg studies seem to argue that subjects do indeed use both
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linguistic and spatial representations in their solution of linear syllogisms.
The Sternberg results provide further evidence regarding which performance
components of the mixed model operate upon which kind of representation. In
general, "linguistic" parameters show correlations with linguistic but not
spatial ability -Yests, "spatial" parameters show the reverse pattern, and
confounded parameters show correlations with both.

4. Combinstion rule. All components were assumed to be executed in the

order specified in the earlier description of models. All of the models were
tested with an additive combination rule, i.e., a rule assuming strictly
serial information processing. In a series of six experiments comparing the
three alternative models for untrained adult subjects (Sternberg, 198Cc,
1980&; Sternberg & Weil, 1980), the mixed moael wes best in each case. Values
of R2 between predicted and observed latency data ranged from .T4 to .88 for
the mixed model, with a median of .83. The range for the spatial model was
..57 to .66, with a median of .58. The range for the linguistic model wes

from .59 to .69, with a median of .62. Averaged acreoss the four experiments
of Sternberg (1980d), the root-mean-square deviations (RMSD) of observed from
predicted values were 28 centiseconds for the mixed model, 55 centiseconds for
the spatial model, and 52 centiseconds for the linguistic model. All param-
eters of the mixed model were statistically significant in each of the six
experiments (except for negation in one experiment), although many parameters
of the other models were nonsignificant across the varicus experiments. Over-
all, then, these data can be interpreted as providing rather strong support
for the mixed model. Unfortunately, mine are the only data comparing the

three models, since the mixed model has only very recently been proposed for

the first time.
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5. Durations, difficulties, and probebilities of component execution.

Parameter estimates for the mixed model were relatively stable across experi-
ments (providing further support for the tenability of the mixed model), al-
though mcst of the estimates of latency could be reduced by giving subjects
instructions that encouraged speedy solution (Sternberg, 1980¢).

There turned out to be unexpected complexities in the mcdeling of error
rates, the explanation of which would be beyond the scope of this chapter.
Estimates of parameters for predicting error rates are presented in Stern-
berg (1980¢c). Response probabilities were not modeled, because under
standard instructions telling subjects to respond as quickly as possible
without making errors, error rates ran only about 1%.

6. Metacomponents. Consider the six metacomponents of reasoning and

problem solving identified in the previous section, and what we know about

each one.

i. Selection of performance components for task solution. Analyses

of individual model fits indicate that about T0-75% of subjects spontaneously
choose the components of the mixed model, about 10-15% spontaneously choose
those of the linguistic model, and about 10-20% spontaneously choose those

of the spatial model. Some subjects, of course, use none of these models.
Individual differences in the strategy components subjects spontaneously
choose to use in solving linear syllogisms do not correspond in a systematic
way to ability patterns (Sternberg & Weil, 1980).

ii. Selection of representation(s). When correlations of latency scores

with ebility factor scores are analyzed for subjects using each of the various

models, it is found that scores for subjects -'sing the linguistic-model com-




Reasoning & Problem Solving
82

ponents correlate with verbal ability scores but not with spatiel ability
scores; scores for subjects using the spatial-model components correlate
with spatial ability scores but not with verbal ability scores; and scores
for subjects using mixed-model components correlate with both verbal and
spatial ability scores. Thus, subjécts seem able to choose a representetion
of information compatible with their selection of performance componentis
(Sternberg & Weil, 1980).

iii. Belection of strategy for combining components. The linear

models that have been tested all assume serial processing for combining
components. These models provide a good, alihough imperfect fit to the
data. Since nonlinear (and hence nonserial) models have not been tested,
we really don't know how many subjects are strictly serial, and how many
use at least some parallel processing in their solution of the problems.

iv. Decision as to vhether to maintain a strategy. Data to dbe

described shortly suggest that subjects generally stick with the strategy
they start with. It is interesting to note that when a change in strategy

is induced through experimental instructions, subjects react in different

vays as a function of their initial success with the strategy they are using.
The probability of their adopting a trained strategy that differs from the
mixed strategy most of them use appears to be inversely related to the sub-
Jects' prior success with the mixed strategy. In other words, subjects who
find themselves performing effectively ("winning") with the mixed strategy
are less likely to switch to the trained alternative strategy, despite in-

structions to do so. They seem to know that they have a winning strategy,

and to decide on this basis to stick with it (Sternberg & Weil, 1980).
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v. Belection of a speed-accuracy tradeoff. Subjects can be instrucici

to alter their speed-accuracy tradeoff function in order to increase rate c¢*
information processing at the expense of accuracy of information processir,-.
In one experiment, speed-emphasis instructions reduced mean latency of re-
sponse from the typical 7 to T 1/2 éeconds to a faster 6 seconds, &t the
cost of an increase in error rate from 1% to T%. The distribution of model
use was unaltered by the speed instructions, even though no explicit menticn
was made of the use of any one model or another. When subjects speed up,
most of the increase in rate of response is isolated in encoding operaticrc.
Pivot search, response search, and response also show some decreese in
latency. Negation, marking, and noncongruence are only minimally affected
(Sternberg, 198Cz).

vi. Solution monitoring. The extent to which subjects monitor their

performence during linear syllogistic reasoning is unknown. In general,
subjects are able to give only a very vague account of how they went atou?
solving the problems. Most subjects can report on whether or not they used
imagery, but not much more. Their inability to describe their solution
processeé does not mean they do not monitor their performance, however,
since solution monitoring can be conducted below the level of consciousnecsc.

T. Effects of problem format, problem content, and practice. Each of

these variables has received at least some study, so that we are in a positicn
to assert at least tentatively some effects of these variables on performence
in a linear syllogistic reasoning task.

Consider first problem format. Two basic procedures have been used in

timing of performance. The most common procedure is to present the problens

At
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for as long as subjects take to solve them. The subject's response to a
problem terminates presentation of the problem (Clark, 1969b; Hunter, 1957;
Huttenlocher, 1968; Sternberg, 1980a, 1980b, 1980c). An alternative and
less conmion procedure is to present the linear syllogism for a pericd of
10 seconds. If a subject is able té solve the problem correctly in this amcunt
of time, his or her response is counted as correct; otherwise, it is counted
as an error (Clark, 1969a; DeSoto et al., 1965; Keating & Caramazza, 1975).
The difference in procedure has a major effect upon inferences sbout subjects'
processing strategies (Sternberg, 1980b). The former procedure tends to
favor interpretation of results in terms of the mixed model, whereas the
latter procedure tends tc favor interpretation of results in terms of the
linguistic rpodel. If, however, the time limit at the deadline is changed,
the results may favor the mixed model. Thus, the deadline determines what
the results look like, for reasons discussed elsewhere (Sternberg, 1980c).

Two basic procedures have also been used with regard to presentation
of the premises and question. Some investigators have presented both prerises
Plus the question simultaneocusly (e.g. Clark, 1969a, 1969b; Hunter, 1957).
Other investigators have presented the premises separately, or else have

presented the premises together, but the question separately (e.g., Hutten-

-

ocher, 1968; Potts & Scholz, 1975). Still other investigators have used both
procedures (Sternberg, 1980d), and even presented the question before the
premises. The mixed model was always best. It seems that establishment of
congruence is required only for the former procedure, where premise encoding

tends to be less thorough and thus more in need of later verification

(Sternberg, 1980d).
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Consider next problem content. The effects of relational terms (usually

adjectives) have been most thoroughly investigated by DeSoto et al. (1965)
and Handel et al. (1968). Two characteristics of the relational terms have
received the most attention: differences in directional preference between
and within bipolar pairs, and differences in difficulty between and within
bipolar pairs.

With regard to directional preferences, the research of DeSoto et al.
and of Handel et al. has suggested that subjects tend to order certeain

relationzl pairs, such as better-worse, father-son, and more-less, verticelly

in spatial arrays. Better, father, and more are generally represented at

the upper end of each array. Other relational pairs, such as earlier-

later and faster-slower, tended to evoke horizontal spatiel arrays, with

earlier and slower at the left end of each array. In still other relationzl

pairs, such as cause-effect, ferther-nearer, and lighter-darker, most subjects

are inconsistent in their directional preferences.

With regerd to directional difficulties, Handel et al. (1968) tested
subjects with problems containing a number of different relational pairs.
Although these investigators did not explicitly test differences in item
'difficulty as a function of spatial direction, it is cleer from their data
that relational terms for which subjects were inconsistent in their sp{:pial
directions were more difficult to process than were relational terms for
which subjects were cohsistent. Within relational pairs, DeSoto et al. (1965)
and others have found that items are easier when presented with the adjective

05 a puir that encourages top-down rather than bottom-up processing, or

left-right rather than right-left processing.

iadbain, -
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Consider finally effects of practice. Most theorists seem to assume
that subjects are constant in their strategy. Not all theorists meke this
assumption, however. Citing the theory and data of Wood (19€9), Weson end
Johnson-Laird (1972) have proposed that

the inexperienced subJect.represents the premises in a

unified form (with or without imagery) because this is

likely to be the normal practical mode of dealing with f

the relational information. But by dint of sheer

repetition this epproach is likely to give way to a

purer and more formal strategy geared to the specific

constraints of the problem. . . . In short, subjects

seern likely to pess from an approach analogous to the

IMAGE theory to one analogous to the LINGUISTIC theory.

(p. 122)
According to this hypothesis, one would expect subjects to follow a spatia.
model early during their experience with linear syllogisms, and to switch
later to a linguistic model.

Shaver et al. (197h) have proposed a strategy change hypothesis thizt
reverses the sequence described sbove. They noted that Johmnson-Laird (1972) é

hypothesized that imagery is abandoned in favor of a
linguistic stratezy after practice with three-term
series problems. The opposite temporal sequence is
indicated by our results, sugggsting that in this case
at least, imagery provided the “more economical and

specialized" strategy. (p. 373)
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According to this hypothesis, then, subJects are assumed to follow & spatial
strategy early during their experience with linear syllogisms, and to switch
later to a linguistic strategy.

Sternberg (1989&)'t;sted these strategy change hypotheses in two ways.
The first was to compare fits of the verious models for earlier sessions of
practice versus later sessions of practice. It was found that the mixed
model was superior to the altermative models, without regard to session of

practice, and that it wes superior by roughly the same amount in each case.

The second way of testing the hypothesis was to compare correlations of

latency scores with verbal and spatial scores for early versus late sessicns

of practice. If a strategy change were occurring, one might expect tkre

R

megnitudes of the correlations with spatial { or verbal) ability to decrezse
over sessions, and those of the correlations with verbal (or spatial) ability
to increase over sessions. In fact, the relative magnitudes of the cor-
relations remained about the same over sessions, again providing no eviderce
consistent with a strategy shift.

8. Individuzl differences within age level (adults). The general

componential framework we have been using reveals a number of sources of
individual differences. First, subjects differ in the corponents they use
for solving linear syllogisms., The large majority of subjects appear to
use the components of the nrixed model, but nontrivial numbers use the com-
ponents of either the spatial or linguistic models. These models, it must
be remembered, are only approximations to subjects' actual strategies. The
data or virtually all the subJects have reliable variance not accounted for

by any of the models (Sternberg, 19803). Second, subjects differ in <their

representations of information: Some appear to use only & linguistic
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representation, others only a spatial representation; most appear to use
both kinds of representation (Sternberg & Veil, 1980). Third, subjects
appear to differ in the consistency with which they emplOy any stratery at
all: The internal consistency reliability of individual data sets variec
widely across subJects. Thus, subjects differ not only in the modzl whrich
best fits their individual data sets, but in the extent to which &ry -

can and does fit their data set at all. Fourth, subjects differ widely ir
the rates at which they execute the various performance cozponentc, with the
largest individual differences occurring in the encoding and response cpera=-
tions (Sternberg, 19803). Finally, subjects differ in their accuracy of
component execution (Shaver et al., 197L4).

9. Differences across age levels. Investigators hav~ differed in

their claims regarding what model children of varicus ages use in sclving
linear syllogisms or other kinds of transitive inference problems, but with
the exception of Piaget (1921, 1928, 1955), they have been remarkably
consistent in their claims that there is no evidence of strategy change
across ages (Bryant & Trabasso, 1971; Hunter, 1957; Keating & Ceresmzz:zs,
1975; Riley, 1976; Riley & Trabasso, 19TlL; Siernberg, 19805; Trabasso,
1975). And even Piaget makes no claims of changes in strategies for chiléren
at or above the level of concrete operations. Sternberg's (1980k) data are
the only ones that compare “he spatial, linguistic, and mixed models across
age levels, as well as the algorithmic model of Quinton and Fellows (1975).
The mixed model outperforms the others at the grade 3, 5, 7, and 11 levels.
At grade 9, there is an inversion, with the linguistic model outperforming

the mixed model. This inversion, however, can be localized to the first
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session of practice; in the second session, the mixed model performs better.

Whether this represents a true phenomenon or a quirk in the data cannot te

known, although this one inversion seems to fit into no particular pziterr.
As one might expect, both soluticn latencies and error rates decrease

with increasing age: Mean latencies (in seconds) for the 32 standarc lircer

syllogisms are 14.51, 11.98, 10.02, 9.88, and 7.54 in grades 3, 5, 7, 9, &néd
11 respectively; mean error rates are .40, .25, .23, .18, and .16 for the
respective grades. The largest decrease in letency across grade levels Is
in the response component. The other comporents also show generelly de-
creasing trends, although the rates of decrease are much slower than that

of the response corpomen:t (Sternberg, 1980n).

10. Relstionship between linear syllogistic reasoning gnd other kinis

of reasoning. As would be expected, performance on linear syllogisis Is

significently correlated with performance on other kinds of reasoning tesks.

Sternberg (19804d) reported a correlation of -.52 between latencies for linear

syllogisms and scores on tests of abstract reasoning ability. (Negative
correlations result from correlating latencies, where lower scores indicszte
superior performance, with test or factor scores, where lLiigher scores indicate
superior performance.) Although we have not correlated performance on linear
and categorical syllogisms directly, the fact that both show high correlations
with spatial ability tests would suggest that they would show high correlations
with each other as well (Guyote & Sternberg, 1978; Sternberg, 1980d).

These high correlations can be explained at least in part within the
present componentialvmetatheoretical framework. First, linear syllogisms

require at least some of the same performance components as do related ki:ndc
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of problems, such as categorical syllogisms: Both require encodirg of prerise
information, decoding of negations, combination of information from pairs of

premises, and response. . Second, linear syllcricrs

are like categorical syllogisms and certain other kinds of reasoning problems
in their reguirement of a spatisl representation of information for scluticn
(at least for most people). Third, the problems share many of the same meta-
components with other kinds of reasoning problems. Regardless of whether

or not the performance components are the same, in each case, the decisicn
must be made as 10 what performance coxzponents to use, and similarly, dz-
cisions must be made regarding combination rule, representation, speed-
accureacy tradeeff, etc. Thus, even if the content of the decisicns céifflers,
the acts of deciding are reguired in each case. Finally, the acquisiticn,
retention, and transfer components used to learn, remember, and generalize
perforrance c¢n various kinds of reasoning tasks are probebly highly over-
lapping, leading tc increesed correlations between tasks due to the similer
psychological histories of the tasks.

11. Releationship between linear syllogistic reasoning ard intellicsnce.

Since 811 of the various kinds of reasoning tests mentioned above have been
used in standard batteries for the assessment of intelligence, and since
performance on linear syllogisms is rather highly correlated with performance
on these other reasoning tasks, there is empirical eviderce of the usefulness
of linear syllogisms as psychometric measures of intelligence. Linear syllo=-

gisms have also played major roles in the two other major traditions of theory

and research on intelligence, the Piagetian tradition and the information-

processing tradition. In the Pisgetian tradition, as mentioned earlier,
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linear syllogisms have served as a basis for distinguishing preopersticna
children from concrete-operational ones. In the information-processirg tra-
dition, theorists have argued that the processes used in linear syllosistic
reasoning are central to intelligent language comprehension (Clark, 16735,
imeginal representation of linear orderings (DeSoto et al., 1965), an<
deductive reasoning in general (Sternberg, . 1980d), which is an im-

portant aspect of intelligence.

12. Practical relevance. Virtually all of the theorists whc have

studied linear syllogisms have done so at least in part because of the
practical importance of the processes underlying linear syllogistic rezscning,
whether for everyday language comprehension, or whatever. Sternberg (19803)
has given an example of how transitive inference is used in many of ihe
mundene situations of everyday life. Consider the plight of & cusicrmer
eating at a restaurant. He or she is faced with what may be a bewillering
choice of meals. Since the customer has neither the time nor the patience
to compare very possible meal in order to determine which he or she prefers
most, the customer relies upon a strategy of transitive inference, deciding
that if, for example, pizza is preferred to an omelette, and an cmelette is
preferred to a garden salad, then pizza is preferred to the garden salead.
Without transitive inference, every possible paired comparison would have
to be done in order to be sure that one's preferred meal is being ordered.
Consider another example, the task college admissions officers face 1in
filling a small number of slots in the entering class from a large number

of applications for those slots. Were the admissions officers not to make

transitive inferences, the number of paired comparisons that would be
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required to compare each candidate against each other candidate wculd be
way beyond all reasonable bounds.

Sternberg and Weil (1980) were interested in whether particular
strategies for solving linear syllogisms could be trained, and in whether
an aptitude-strategy interaction existis in linear syllogistic reascrnins
vhereby.the efficacy of a particular strategy depends upon a perscn's
pattern of verbal and spatial abilities. If the ancwers toc both of trece
questions were affirmative, then it might be possible to train peorle to
use a strategy that is cpiimal for their pattern of abilities. In fzct
answers to both questions were affirmative.

To reczpiiulate, the p:-posed metatheoretical frameworr can be and heas
been applied to the understanding of one form of deductive reasoning, lirnecor
syllogistic reasoning. Similar analyses héve been performed for oiher forrs
of deductive reasoning (e.g., categorical ard conditional syllogistic
reasonirz), but the purpose of this chapter is to show how the francwork can
te applied to a variety of problems, and so we will now turn to a con-

sideration of rather different kinds of prcblems,

PROBLEM SOLVING AND INTELLIGENCE

Problem situations--the buzses for problem-solving benavior--have teen

characterized in & number of different ways. Johnson (1955) Les surgested
that e protlem situation existe when an individual's first goal-directec
response is unrewarding. Kbhler (1925) has suggested that a problerm c.:1. -

tion exists when an individual must take an "Umweg," or detour, to r«.

goal. Vinacke (1952) has taken a similar position, claiming thu:
situation exists when there is an "obstacle" to overcome. Woodw

Schlosberg (1954) have argued that a problem situation exists wi. -
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vidual has a goal, but no clear or well-learned route to the goal. Still
other definitions have been proposed by Humphrey (1951), Maltzman (1955),
Ray (1955), Russell (1956), Underwood (1952), and van de Geer (1957). Ac-

. cording to Duncan (1959), who reviewed what was once "recent research on
human problem solving," "the defining characteristics most frequently men-
tioned are the integration and organization of past experience when the
definition refers to all of thinking, and the dimension of discovery of

correct response when reference is made to problem solving specifically"

(p. 397).

The definition I prefer is one offered by Raaheim (197L4), which finds
its historical roots in an earlier definition by Morgan (1941). Morgen sug-
gested that a problem situation exists when there are some elements or con-
ditions that are known. some other elements or conditions that are unknown,
end when the solution depends upon a discovery of how to deal with the un-
known factors of the situation. 1In Razheim's words, a problem situstion is
& "deviant member of a series of earlier situations of the same sort" (p. 22).
Thus , one always has some basis for dealing with the problem on the basis
of past experience, but not enough of a besis to provide an immediate
solution.

Problems may be subdivided in any of a number of ﬁays. A convenient
way of subdividing them, and the one that I will use for the present purpose,
is in terms of "well-defined" and "ill-defined" problem spaces (see Newell &
Simon, 1972). A problem with a well-defined problem space is ome for which
the steps to solution can be clearly specified by the experimenter, and,

ultimately, by the problem solver. Problems of this kind often require a
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series of small transformations on the problem input to yield the problem
output. The particular difficulty is usually not in achieving any one step,
dut in echieving & coordinated set of steps that will yield the desired oui-
come., A problem with an ill-defined problem space is one for which the stegps
to solution cannot be clearly specified by either the experimenter or the
problem solver. Problems of this kind usually require one or two mejor in-
sights about the problem input to yield the problem output. The particular
difficulty is usually in achieving these insights. Once they are achieved,
solution of the problem hecomes nmore or less automatic. As is true for so
many distinctions, "well-defined" and "ill-defined" problem spaces are
better conceived of as representing directions of a continuum rather than

as representing & crisply conceived dichotony. Solution of the former kind
of problem will almost always be facilitated by one or more insights about
the problem or about certain steps of the problem; solution of the latter

kind of problem usually require some small steps as well as the large ones.

Problems with Well-Defined Problem Spaces

The Scope of Problems with Well-Defined Problem Spaces

In problems of this kind, it is possible to specify in some deteil a
problem space the traversal of which will result in a correct solution. A
number of different kinds of problems with well-defined problem spaces have
been studied, among them: '

1. Missionaries and Cannibals Probiem. The Missionaries and Cannibals
Problem is one of a number of "river-crossing problems" in which a group of
travele: s must be transported across a river from one bank to another. What

mekes the task problematical is that the boat can hold only a limited number
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of travelers, and that certain combinations of travelers are not permitted:
In the Missionaries and Cannibals version, for example, the number of can-
nidbals cannot be aliowed to exceed the number of missionaries, since when the
cannibals cutnumber the missionaries, the cannibals eat the missionauries.

An essentially identical problem has been studied using "hobbits" and "orcs,"
and very similar problems have been studied using men and elves, and silver
and gold talismans. A closely related problem uses Jjealous husbends and
wives. Problems of this general kind have been studied by Ernst and

Newell (1969); Greeno (1974k); Jeffries, Polson, Razran, and Atwood (1977);
Reed and Abramson (1976); Reed, Ernst, and Banerji (197hk); Simon end Reed
(1976); eand Thomas (197L). A selective review of this literature appears
below.

2. Weater Jugs Problem. The Wgter Jugs Problem can take various forms,
but in all forms, the goal of problem solving is to transfer water between
or among & set of Jugs so as to accomplish some desired goal state. For
example, one might be given a five-gallon jug and an eight-gallon jug, and
be asked how it is possible to put precisely two gallons in the five-gallon
Jug. Either jug can bde filled from a neardby sink, and water can be poured
from one Jug to another, but the jugs do not have gradations o. measurement
marked on them, and no measuring devices are available except the Jugs them-
selves (Ernst & Newell, 1969). In a slightly different version, a mother
sends her boy to the river to bring back exactly three pints of water. She
gives the boy a seven-pint can and a four-pint can. The subject's task is
to show how the boy can measure exactly three pints of water (Terman &
Merrill, 1937). In & more aifficult version of the same kind of problem,

& subject is told to consider three Jugs of varying capacity, e.g., Jugs
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A, B, and C, and is told that A will hold eight units, B will hold five

e i i Wt

wmits, and C will hold three units. Initially, A is full and B and C are j
empty. The subJect's tesk is to determine how it is possidle to divide the

‘ contents of the largest jug equally between the largest and middle-sized
Jugs (see Atwood & Polson, 1976; Luchins, 1942). Problems of this general .
kind have been studied by Atwood and Polson (1976), Ernst and Newell (1969),

Luchins (1942), and Mortensen (1973).

3. Tower of Henoi Problem. In the Tower of Hanoi Problem, the sub-

Ject is presented with three pegs arranged in a linear order and n disks i
(with p usually about % or 5). The n disks are graded in size, and are
initially stacked on the left peg, with successively larger disks closer 4o
the bottom of the peg. The subject's task is to transfer the disks from
the left-hand peg to the ri.ght—hand one. The basic constraints are that
disks can be transferred one at a time from any peg (left, middle, right)

to any other, that one can remove a disk only from the top position on a

given peg, and that one can never place a larger disk on top of a smaller 1
one. Various isomorphs of the basic problem have also been studied, using

1 { such vehicles as & tea ceremony and three five-handed monsters holding three

crystal globes. In every case, the goal is to transfer objects in a minimum

number of moves. The Tower of Hanoi Problem and its isomorphs have been 1

studied by Egan and Greeno (1974), Ernst and Newell (1969), Hayes and Simon

(1974, 1976a, 1976b), and Simon (1975).

The above list is obviously far from complete, end deals with only a
limited class of problems with well-defined problem state spaces. Nevertheless,
it constitutes a reascnable sampling of the kinds of problems with well-defined

state spaces that have dbeen studied.
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A Case Study of Problem Solving in a Well-Defined Problem Space: The Missica-

aries and Cannibals Problem

l. Nature of the ;gfoblem. In 8 typical version of the Missionaries anid
Cannidbals problem, the subjJect must figure cut how to transport three mission-
aries and three cannibals across a river. A boat is aveilable for trans~
portation, but it will hold only two individuals at a time. It is also
possible to use the boat to transport Just a single individual et & time.
The number of cannibals on either side of the river can never be allowed
to exceed the number of missionaries, since, in this event, the cennibals
will eat the missionaries. A somewhat more difficult version of the problen
uses five missionaries and five cannibals, plus a boat that will hold up to
three persons at a time. Several variants of the problem have been used,
all of which pose essentially the same problem to the subjects: hobbits and
orcs, elves and men, and silver and gold talismans.

Performance on the Missionaries and Cannibals problem has not yet been

shown to satisfy all of the criteria proposed earlier, although the means

for doing so are readily available. Let us consider each criterion for
task selection in turn.

Performance on the task is certainly quantifiable, and in & number of
different ways. One overall measure of performance is simply the total
number of moves needed to solve the problem; another overall measure is total
amount of time spent in solving the problem. Each of these overall measures

| E can be broken down further. Total number of moves can be dbroken down into

numbers of legal and illegal moves; and number of legal moves can be further

broken down into number of correct moves (those that move the subject closer
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to solution) end number of incorrect moves (those that do not move the sub-
Ject closer to solution). For each of these numbers of moves, one can also
measure total amount of time spent on moves of that kind. Another way of
quantifying performance is in terms of the nunmber of times a given state is
entered, vhere a state is defined 'by.t.he nunber of missionaries and cannibels
on each of the two sides of the river and by the position of the boat with
respect to these two sides. Similarly, one can measure total amount of
time spent in each state. These states can be subdivided, of course, in
terms of whether they are legal or illegal (e.g., more cannibals than
missionaries on one side of the river), end measurements can be done
separately for legal and illegal states. More refined meesures are also
possible for particular kinds of analyses, but it should be clear at this
point that quantification of performance on these problems can be done in
several different ways.

No one has explicitly tested the reliability of performance in the
Missionaries and Cennibals Problem. Indirect tests, however, have indicated
high alternate-forms reliabilities ecross isomorphs (Jeffries et al., 1977)
and instructional conditions (Simon & Reed, 1976).

Construct validity of performance on the Missionaries and Cannidals
Problem can be inferred from a number of different sources. These sources
all lead to the conclusion that performance on this task can and should be
accounted for by a general theory of problem solving. Ernst and Newell (1969)
showed that their General Problem Solver (GPS) program, which they took to be
a theory of problem solving, was capadble of solving the Missionaries and

Cannibals Problem using the same dasic strategies as were used in the soluticn

Lo
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of other kinds of well=-structured problems.

The construct validity of performance on the Missionaries and Camnibals
Problem is also supported by the analyses of Jeffries et al. (1977), who
have argued that the strategy subjects use in solving the Missionaries and
Cannibals Problem is a special case éf 8 more general strategy that can be
used in solving other problems of this general kind (sometimes called MOVE
problems), such as the water-jugs problem.

The one criterion for task selection on which evidence is conspicuously
missing is that of empirical validity. We don't know, at this time, whether
any of the indices of performence on the Missionaries and Cannibals Problenm
are correlated with indices of performance on other tesks of interest thet
are not trivially different. For example, it would be of interest to know
vhether Missionaries and Cannibals performance is related to IQ or to plenning
ability of some sort (e.g., construction of flow charts in computer progrerw=ing).
As has been shown earlier, empirical validity cannot be taken for granted:
Tasks that one would expect to be empirically valid (e.g., animal-name
analogies) sometimes show disappointing correlations with external measures.

2. Performance components. Three complete models of performance on the
Missionaries and Cannibals Problem have been proposed: the GPS model of Ernst
and Newell (1969), a modification of the GPS model that seems better able to
account for strategies used by human subjects (Simon & Reed, 1976), and the
model of Jeffries et al. (1977), which also shares certain features with GPS,
but is less closely derived from GPS than is the model of Simon and Reed. I
shall describe in detail here only the Simon-Reed model.

According to Simon and Reed's (1976) model, subjects may use either or
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both of two basic strategies in the solution of the Missionaries snd Cannibals
Problem. If they use both strategies, then they do so sequentially, with
strategy chax;ge occurring either suddenly (strategy shift) or gradually
(strategy learning). A given strategy msy incorporate both systematic and
random elements. In other words, & subject may choose among alternative
courses of action on the basis of a preference ordering determined by the
strategy, or the subject may select one of the alternatives at random (with
equal probabilities assigned to all alternatives considered). So-called
"random behavior" may be interpreted as its name implies--as genuinely randcn
behavior——or as behavior based on a mixture of other strategies not incorporeted
into the proposed model. The authors opt for the second interpretation, al~
though the preferred interpretation does not affect the outcome of applying
the model to data. Subjects are also assumed to seek to avoid, to a
specifisble extent, reversing a move they have just made, i.e., going back-
ward so that the problem state is what it was prior to the move that led to
the current state.

The first strategy is a balance strategy. In this strategy, subjects
select that legal move which balances the number of missionaries with the
nunber of cannibals on each side of the river. The authors suggest that use
of such a strategy is motivated by subjects' swareness that the number of
cannibals cannot be fermitted to exceed the number of missionaries on a
given side. Subjects soon also realize as an implication of this rule that
the nunber of missionaries cennot exceed the number of cannibals on either
side, unless the opposing side has no missionaries at all (to be eaten by
the cannibals).
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The second strategy is a means-ends strategy. Use of this strategy %?
entails d subject's preferring that move which takes the maximum number of %f
persons across the river on odd-numbered moves, or the minimum number of |
persons back across the river on even-numbered moves. This strategy seeks

to reduce as much as possible the difference between the goal state (all

it ¢ e MY

persons across the river) and the current state of problem solving.

t 3. Representation of information. Investigators studying the Missionaries

and Cannibals Problem have all represented information needed and used during

problem sclving in terms of a problem state space. This particular state
space is for a problem with three missionaries, three cannibals, and a boat
that can hold a meximum of two persons. Slightly more complicated state
spaces are needed for more difficult versions of the problem (e.g., five

. missionaries, five cannibals, and & boat holding & maximum of three persons).

In Thomas's (1974) notation, each state is specified by a three-digit code,

it

where the first digit represents the number of missionaries on the starting

side, the second digit represents the number of cannibals on the starting
side, and the third digit represents the location of the boat {1 if it is on -
the starting side, O if it is on the opposite side). One interesting and

surprising feature of the space is its near “linearity:" at all but two

; states, only two legal moves exist, the correct move and a move tham will

!
result in the subject's retreating to the previous state. A branching exists b

. at the other two states, but either branch can lead to the correct next state.

The state space becomes somewhat more complicated if illegal states are added ]

(see, e.g., Jeffries et al., p. 41k), but such states are cul de sacs from
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which subjects have no choice but to retreat immediately (lest they fail to

solve the problem). The state space becomes more complicated in versions of
the problem using more missionaries and cannibals (see, e.g., Simon & Reed, p. 88).‘
All investigators studying the Missionaries and Cannibals Problem have
made it clear that representations of-the sort they have used are "formal"
representations that may or may not correspond to what subjects have in their
heads. Certainly subjects are not aware of this form of representation, since
they are almost never aware of the linearity of the space, and since it would
not be possible for them to hold the entire space in their working memories.
Thomas (1974) was interested in testing whether subjects' actual repre-
sentations corresponded to the formal representation shown above. He noted
that GPS, Ernst and Newell's (1969) theory of problem solving, did in fact
use the formal state space as the basis for problem-solving performance. Two
separate tests of the hypothesis were made. The results indicated that the

formal state space is insufficiently rich as a representation of subjects'

knowledge. The information available to a subject in a given state excecds the

three items of information characterizing that state (i.e., number of mission-
aries and cannibals on the original side plus position of boat). Whatever the
states of the problem space may represent, they are not representative of
separate stages of information processing. Subjects have some kind of higher-
order representation that integrates or cross-cuts stages.

Greeno (1974) reached the same conclusion as Thomas, although for a
different reason. Two of Greeno's experimential conditions were a "correction
condition,” in which subjects were given corrective feedback if they made an
error, and a "noncorrection prevent backward" condition, in which subjects

;'\ which
were not given corrective feedback when they made errors, butathey were
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immediately informed if they made a move that took them backward in the
state space. Greeno found that although performance in these two conditions
was identical in the two hardest states (321 and 110), performance was worse
in the former condition than in the latter in the two relatively easy states
that foliow the two hardest states. Greeno interpreted this result as indi-
cating that subjects in the noncorrection condition do some looking ahead from
the difficult states, but that subjects in the correction condition are not
able to do this because of disruption from the corrective feedback. Thus,
subjects in the noncorrection condition, at least, seemed to be organizing
their responses at a level beyond that of individual states of the space.

4. Combination rules. Consider first how the basic components of

problem solving in the Simon-Reed model are combined. In this model, it is
hypothesized that all subjects begin solution using the balance strategy plus
a '"random element," and at some point switch to the means-ends strategy plus

a random element. There is a certain probability of switching strategy at

‘each move through the state space. At each move there is also a probability

that a given subject will guard against returning to a previous state (which
Simon & Reed refer to as an anti-léop strategy), and this probability increascs
over time. The probability that a subject will select his or her move accor-
ding to the selected strategy rather than according to the "random element"
also increases over time. Differences in problem-solving btehavior as a func-
tion of experimental condition (e.g., prior practice with the Missionaries and
Cannibals Problem or receipt of a hint as to how the problem should be solved)
are produced by effects of the parameters of the model, namely, change in
strategy-switching probability, initial probabilities of moving according to

strategy rather than at random, probability of testing for a loop back to a
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previous state, and the rates st which these letter two probabilities change.

There are thus five parameters to be combined in the model.

Simon end Reed tested this model in two experiments. In one experiment,
subjects were either given a subgoal (information regarding the placement of )
the boat and the numbers of missionaries and cannibals across the river) or
no subgoal; in a second experiment, performance was measured on a first trial
of performance and on a second trial (replication) of performance. Predic-
tions of the model were determined through a computer simulation. The proposed
model accounted for 90%, 887, Ti%, and T9% of the variance in the legal-move
data in the four respective experimental conditions. The authors interpreied
these data as providing a reasonsble level of support for the model.

In the final peragraphs of their article, Jeffries et al. compare their
model to that of Simon end Reed, and this comparison is obviously of interest
here. The two models have in common their claims that people do not plan
.multistep sequences, that people use means~ends analysis and memory for
states previously entered, and that when all else fails, people choose a move
et random. The most striking difference between the models is that the Simon-
Reed model assumes that sublJects change strategies at some point during their
experience with the problem, whereas the Jeffries et al. model assumes that a
single, more complex strategy can account for problem solving throughout the
course of a subject's experience with the problem. The Jeffries et al. model
seems to say more about and place greater demands on memory for the problem-
solving process, and it also assumes that subjects engage in later steps

(i.e., stages of problem solving) only if earlier steps fail to yield a next

move. Jeffries et al. note that both models account quite well for obtained !
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data, but that neither their data set nor that of Simon and Reed provides
sufficient data to distinguish between models. Since both models seem to be
eccounting for the same kinds of data,.it is not clear to me why this is the
case. In terms of values of R2, or percentage of vériance accounted for in
the data, the Jeffries et al. model does better on Jeffries et al.'s data set
than Simon and Reed's model does on Simon and Reed's data set. Comparison of
R2 across experiments, however, and often even within experiments, is fraught
with difficulties, and the greater predictive efficacy of the Jeffries et al.
model might be due in part to its seemingly greater complication. At present,
therefore, there seems to be no basis for distinguishing between the two models.

5. Durations, difficulties, and probsbilities of component execution.

No one has attempted to account for latencies of problem solving during
solution of the Missionaries and Cannibals Problem, and hence no latency
parameters hzve been estimated or even proposed. The parameters that have
ﬁeen estimated address aspects of problem solving that make various moves
more or less difficult, and that effect probabilities of entering various
states.

In the Simon-Reed model fitting, there were "no known systematic procedures
for finding best estimates of the model's parameters in order to fit it to a
set of data" (Simon & Reed, 1976, p. 90). Hence, Simon and Reed "tuned" the
parameter estimates with the aid of data from the control condition of their
first experiment, where subjects were asked simply to solve the Missionaries
and Cannibals Problem without any hints or prior experience with the problem.
"Tuning” consisted of adjusting parameters until the data from human subjects

and from the simulation were almost perfectly congruent. Parameter estimates

were psychologically plausible.

e e -
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6. Metacomponents.

Our understanding of the metacomponents of problem

solving in the solution of the Missionaries and Cannibals Problem is rather
minimal, ‘and there are some metacomponents about which we know nothing.

i. BSelection of performsnce components. The selection of performance

components is motivated by several considerations on the part of the subjects.

The first is the subjects' desire to attain balance between the number of

missionaries and cannibals on a given side. If the numbers are not monitoread,

one runs the risk of creating a situation where the cannibals can eat the
missionaries. In the Simon-Reed model, it is this consideration that leads
to the use of a "balance" strategy early during problem solving. A second
consideration is the subjects' desire to attain the final state as quickly as
possible. Subjects presumably have the (cor.rect) intuition that the
Missionaries and Cannibals Problem is one that can lead to infinite looping
whereby a solution is never attained, and that one way of counteracting this
.possibility is to keep pursuing moves that lead to closer approximations to
the end state. In the Simon-Reed model, this consideration leads to the use

of a "means-ends" strategy later during problem solving.

ii. Selection of representation(s). We know that subjects do not

represent information about the Missionaries and Cannibals Problem solely in

terms of the formal state space (Greeno, 19T4; Thomas, 197hk). But we do not

know how subjects do represent information, nor even into what kinds of units

the representation is parsed. There are some pragmatic considerations that,

from the subject's point of view, would seem to place constraints upon the

kind of representation that might be used. First, subjects could never hola

the entire formal state-space or any analogue of it in working memory. The

representation that subjects use must somehow chunk information in a way that

it
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permits subjects to retain a local context and some sense of where they &are
in the global scheme of things, but that does not require retention of large

numbers of states in working memory. Second, the representetion muct be one

e S T A e T A

that is easily retrievable and modifiable. The Missionaries and Camnnibels
- Problem requires frequent access of processes to the representation(s} upon
which these processes act, and since subjects almost certeinly do not heve
the full psychological state space represented when they steart problem solving,
they must be able to add to and delete from their representation on a fuirly

regular basis as they glean new information sbout the problem. Third, the

A A T

representation must be one that somehow permits unitization of several pieces
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of information, some of which are different in kind. Obviocusly, the subject

must be able somehow to unitize information about the number of missicnaries ‘
é and cannibals on a given side, and about the position of the boat. But the

1 subject will also need some integration of this information with his or her

;emory of the previous state, lest the subJect reenter the previous state;

also, the subject must be eble to hold in working memory the present and at

kgt T

least partial information about the previous state at the same time that the

! subject performs tests on the legality of the proposed state to be entered;
finally, the subject must be able to remember which of the next possible states 3
have already been tested for legality, lest the same state be tested again
and again.

i1i3. Selection of a strategy for combining components. The balance
strategy and the means-ends strategy can at best be viewed as substrategies
or components embedded in the context of an overall strategy for the solution

of the Missionaries and Cannibals Problem. This overall strategy includes
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different elements, depending upon the model to which the subject adheres
(Simon & Reed's, Jeffries et al.'s, or some other). One question that in-
evitably arises is that of how a subject is able to put together such a
complex package of information in the ;bsence of prior experience (for most
subjects) with problems of this kind. The data of Greeno and of Thomas sug-
gest perhaps three or four stages of information processing in solving the
Missionaries end Cannidbaels Problem, and the models we have considered actually
postulate numbers of stages at this level. It seems plausible that sudbjects
consciously plan only three or four aspects of their information processing.
The other aspects of processing thet are necessary for solution of the problem

may be immediate concomitants or consequents of these three or four basic

aspects of planning combined with the structure of the problem. In other words,

the basic decisions needed to solve the problem plus the inherent nature of
the problem guide the subject into making & fairly large number of decisiors
ﬁat the subject may not even be aware of, or of the need for. Were this not
the case, the complexity of the models, and particularly of the Jeffries et al.
model, would be difficult to accept in a "performance model" of information
processing. What might be the basic decisions that, once made, could lead
almost automatically to the need for the remaining decisions?

First, the subject needs to decide upon an implicit "evaluation function,”
vhich in turn leads to selection of a strategy and a way of implementing that
strategy. Second, the subject must decide what information is needed to start
moving forward and to keep moving forward, namely, knowledge of numbers and
positions of missionaries and cannibals, and of the position of the dboat, for

the present and the immediately preceding move. Third, the subject must decide

B
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to check for illegality, and he or she must work out a system for doing 8o,
this decision leads in turn to a means for selecting a next move from among
the available alternatives. These basic decisions seem to force the need for
all of the other decisions that will have to be made during the course of

prodlem solving.

iv. Decision as to whether to maintain 2 strategy. It is obviously a
matter of theoretical debate (between Simon & Reed on the one hand and Jeffries
et al. on the other)as to whether subjects decide to change strategy midwey
through their solving of the Missionaries and Cannibals Problem. What is a
clearcut decision in the Simon-Reed model, however, is & fuzzy one in the
Jeffries et al. model, because of the continuous nature of the evaluation function
in the latter model.

v. Selection of a speed-accuracy tradeoff. There is no evidence et all
regarding speed-accuracy tradeoff. Reed (Reed & Abramson, 1976; Reed, Ernst,

; Banerji, 19Thk) has collected latency data, but not speed-accuracy tradeoff data.

vi. Solution monitoring. It is difficult for subjects to monitor their

solution processes in the Missionaries and Cannibals Problem, because they do

not have the total state-space available to them, and because later states do

not always resemble the final state more closely than do earlier states. At best,
subjects can infer whether the drift of the states they are entering is toward
the goal state, even if individual states do not always appear to be in this
direction. The two most difficult states--110 and 321-—appear to be ones in
vhich extensive solution monitoring occur (Greeno, 1974; Thomas, 197&). These

are the states with the maximum number of possible alternative responses (5).

In the case of state 321, it is the single state in the problem (for three

o
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missionaries and three cannibals) where it is possible to make a backward move

that does not return one to the state just left. Hence, subjects seem more

likely to assess at these points whether they are indeed progressing toward
their goal. Thomas found that when he informed subjects at statc 110 that they
vere "on the right track," and that the problem was "solvable from here," it
improved their performance considerably. In effect, the experimenter performed

the solution mcnitoring for the subject.

T. Problem format, problem content, and practice. Consider first the

effects of problem format. The standard format for presentation of the
Missionaries and Cannibals Problem has been to present subjects with the basic
information required for solving the problem, and then to ask them to trace
through the steps that are needed to go from ;che initial state to the goal
state. There have been several basic variations on this format.
Thomas (1974) provided one group of subjects with feed}ack at state 110
:uut told the subjects that they were on the right track. This feedback
‘ increased the proportion of correct moves out of this state from .L9 in a
i control group without feedback to .64 in the experimental (feedback) group,
and decreased the number of backvard and restarting moves from .26 to .15.
Although these effects were in the predicted directions, they were not statis-
ticeally significant.
Greeno (1974) had three different feedback conditions. In a first group,
subjects vere informed after errors that allowed orcs (the analogues to can-
nidals) to eat hobbits (ihe analogues to missionaries). In a second group;

" subjects were informed after errors that allowed orcs to eat hobbits, and also

after moves that would produce backtracking through the state space. A third
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group consisted of subjects who were also informed after both kinds of errors,
but who were further informed of which response was correct. These subjects
differed from the other subjects, then, in not having to experiment with other
moves., Greeno found that the mean number of errors allowing orcs to eat hobbits
vas 9.6 in the first group, 9.9 in the second group, and 6.6 in the third group.
The difference among groups was not significant, and the reduction in "eating"
errors in the third group was attributed by Greeno to the subjects' being
told the correct move and thereby being prevented from making more than one
error in a given trial. The totel number of backward moves was 12.7 in the
first group, 6.7 in the second group, and 4.7 in the third group. The value
for the first group differed significantly from the values for the other
two groups, but the values for the other two groups did not differ significantly
from each other.

Reed and Abramson (1976) performed two experiments that varied information
;.bOut problem states across groups of subjects. In their first experiment,
they used three missionaries and three cannibals for the test problem. Subjects
received either no subgoal information, subgoal information about a subgoal that
would be reached early during problem solution, or subgoal information about a
subgoal that would be reached late during problem solution. The numbers of legal
and illegal moves did not vary across groups, nor did solution time. Subjects
given the earlier subgoal did reach that subgoal in significantly fewer moves

and with significantly shorter latency than did subjects given the later subgoal;

- but overall performance on the problem was unaffected. Thus, the differential

effect of subgoal location was limited to performance before that early subgoal

wvas reached, and the difference was washed out vhen indices of performance for
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the total problem were considered. In their second experiment, using five

missionaries and five cannibals, subjects were given an early subgoal or no

subgoal at all. The subgoal significantly reduced the mean number of legal moves

from 27.6 to 20.3, significantly reduced the number of illegal moves from 5.5 to
3.7, and significantly reduced mean solution time from 883 seconds to just L37
seconds. The mean number of legal moves to the subgoal state and the time to
reach that state were also significantly reduced. The authors suggested thsat
the subgoal faciliteted overallperformance in the second experiment dut not in
the first experiment because it caused a greater reduction in the size of the
state space for the second problem. Although the minimum number of moves needed
to achieve a solution is the same in both versions, the number of "false" moves
is far greater in the larger version of the problem, making it a more difficult
problem. Thus, providing subgoal information in the larger version of the
Problem provides more information about moves the subject should not meke. The
authors conclude that a subgoal is probably not very effective in a problem
space consisting of many states in which there is only one legal forward move
that can be made.

As mentioned earlier, severel types of problem content have been used in
studies of the Missionaries and Cannibals Problem. There have been two bdbasic
kinds of manipulations. The first concerns the kinds of individuals to be

transported--missionaries and cannibals, hobbits and orcs, elves and men, or

silver and gold talismen. Jealous husbands and wives have been used in a problem

that is similar (homomorphic) but not identical (isomorphic) to the Missionaries
and Cannibals Problem, and so this variant of the problem will not be considered
here. The second kind of manipulation concerns the numbers of individuals to

be transported, which has been either three of each kind or five of each kind.
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The data of Jeffries et al. (1977) directly address the relative difficulties
of the various content isomorphs. These authors used hobbits and orcs, two
variants -of elves and men, and silver and gold talismen. They found no sigz:;-
ficant differences in numbers of legal .moves across isomorphs. They did find
significant differences in numbers of illegal moves and in numbers of errors,
hovever. In particular, the numbers of illegal moves and errors were lowest
in the hodbbits-orcs condition, and highest in the silver-gold talisman condition.
The two variants of the elves-men problem showed almost identical patterns of
datas for illegal moves and errors. The authors were able to localize the
differences to the two problem states with the highest numbers of illegal moves.

The data of Reed and Abramson (1976) permit a direct comparison between
the difficulty of the Missionaries and Cannibals Problem for three versus five
individuals of each kind. For their control groups (standard problem present-
ation format), the mean pumber of legal moves was 20.0 in the "3MC" (three
x;ﬁssionaries and three cannibals) group and 27.6 in the "SMC" (five missionaries
and five cannibals) group; the comparable means for illegal moves were L.l and
5.5; the comparable means for solution time were 361 seconds and 883 seconds.
Clearly, the SMC condition was considerably more difficult than the 3MC condition.

Quite a bit of research has been done on the effects of practice upon
efficacy of problem solving in the Missionaries and Cannibals Problem. Thomas
(197k) was interested in part-whole transfer in problem solving. In one group,
subjects simply solved the Missionaries and Cannibals Problem as presented in

standard format. In a second group, subjects first solved the problem from the

halfway point until the end; they then resolved the problem, except that this




Reasoning & Problem Solving

14

second time they started the problem at its beginning. Thomas made two unexpected
findings. First, initial practice on the latter half of the problem did not
facilitate later performance on that part of the problem (when the second group
resolved the problem), but this initial practice did facilitate later performance
on the first part of the problem, that part on which the subject had not received
prior practice. Second, the control group (the one that received the problem
in the standard format) showed negative transfer with respect to the "part-whole"
group from the first part of the problem to the second, i.e., they required more
moves to solve the second part of the problem (15.5) than did the subjects who
solved the second part of the problem without yet having solved the first part
(12.0). Thomas's explanations of these findings were in terms of "context effects,”
state-specific effects, and a psychological state space that did not correspond
to the formal state space. But the explanations proposed by Thomas 4id not go a
}ong way toward removing the mystery surrounding these two surprising findings.

Greeno (1974) had subjects solve the hobbits-orcs problem repeatedly until
subjects made no errors on two successive trials. Groups differed in feedback
they received for their performance (as described earlier). Greeno found that
subjects learned from positive information indicating which response was correct,
rather than from elimination of errors in performance o; from sampling of new
strategles after commission of errors. Analysis of acquisition data wes con-
sistent with an hypothesis of all-or-none learning at individual states in the
problem space, except for one state. Greeno also used an elves and men version
of the problem as well as the hobbits and orcs version, and obtained essentially

parallel results.
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Reed, Ernst, and Banerji (197h) investigated effects of practice, although
their particular focus was upon transfer between the Missionaries and Cannibals
Problem and the Jealous Husbands and Wives problem. The formal state space for
the problem is the same as that for the Missionaries and Cannibals Problem, if
husbands are substituted for missionaries, and wives for cannibals. There is a
critical difference between problems, however (which incidentally points out how
the formal state space cannot capture all aspects of a problem needed in actuzl
problem solving). In the Jealous Husbands and Wives Problem, husbands and wives
are paired, such that they must always be with their own husbands, if they are
with any men at all. In the Missionaries and Cannibals Problem, there is no such
vairing. Reed et al. refer to the two problems as "homomorphic," meaning that
there is a many-to-one mapping from the Missiéna.ries and Cannibals Problem | i
(vhere any pairing is possible) to the Jealous Husbands and Wives Problem (where
only one pairing is possible). The authors sought to discover whether there
;ould be significant transfer between problems, i.e., whether practice with one
would facilitate performance with the other.

The authors conductéd three experiments. In the first experiment, subjects
were required to solve both problems, with half of the subjects starting with
the Missionaries and Cannibals Prcblem and the other half starting with the
Jealous Husbands and Wives Problem. In the second experiment, subjects solved
the same problem twice; thus, this experiment investigated transfer within
rather than across problems. In the third experiment, the procedure was identical
to the first, except that the authors inserted an additional paragraph into the
instructions that informed subjects of just how the two problems were related.
In the first experiment, there was virtually no transfer from solution of the

first problem to solution of the second problem. The second experiment was an
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attempt to find out why the results of the first experiment were so disappointing.

Reed et al. figured that for transfer to occur across problem types, it would
have at least to occur within problem type. They therefore set out to find out
if such transfer within problem type occurred. Averaged across problems, the
authors found that there was a significant decrease in solution latency and in
mumber of illegal moves, but not in total number of moves. Follow-up tests
revealed that the effect was highly significant for practice on the Jealous
Husbands and Wives Problem, but was only marginally significant for the Missionaries
and Cannibals Problem. The second experiment showed that at least some within-
problem trensfer took place, and so did not isolate the reason for the failure

of transfer to occur in the first experiment. The third experiment provided &
way of testing whether the reason for the failure was subjects' inability to see
how the two problems ere related. In this experiment, the authors found that with

solution latency and number of illegal moves as the dependent variables, there

was significant and substantial transfer from the Jealous Husbands and Wives

Problem to the Missionaries and Cannibals Problem, but not vice versa. With

total number of moves as the dependent variable, there was no evidence of

transfer. This experiment thus suggested that for transfer to occur, it was

necessary for the more difficult problem to be presented first, and for subjects

to be informed of the relationship between this problem and the less difficult ore.
In an attempt to find out how transfer occurred, Reed et al. asked subjects

to indicate which of four strategies best described the relationship between

their strategies in solving the first and the second problem. Most subjects

indicated that they "occasionally" used their memory for the first problem as

& dasis for solving the second problem, dbut that they usually attempted to solve




P R

<Gy

Reasoning & Problem Solving
117

the second problem independently of the first. Some subjects indicated that 9
they did not use their memory for the first problem at all, but rather solved

the second problem independently of the first. Only a handful of subjects

it i

remembered "most" of their earlier moves and none remembered all.

Simon and Reed (1976), of course, were very interested in practice effects
on performance, and had one set of conditions where subjects solved the
Missionaries and Cannibals Prcblem twice in succession. They found a substantizl
decrease in number of legal moves from the first trial of solution to the second.

8. Individual differences within age level (adults). None of the investi-

gators who have studied the Missionaries and Cannibals Problem have been parti-
cularly concerned with individual differences. Nevertheless, the data of Reed

et al. (1974) are strongly suggestive of the existence of individual differences,
at least when more than one trial is given: Subjects indicated several different
levels of use of the first problem in solving the second problem. As always,
individual differences may be responsible for differences in findings across the

various studies that have been done.

9. Differences across age levels. The Missionaries and Cannibals Problem |

has not been studied developmentally, so there is no information available on
developmental differences. The problem does seem susceptible to developmental
investigation, however, perhaps from the secondary-school age level, upward.

10. Relationships between solution of the Missionaries and Cannibals Problen

T

and solution of other kinds of protlems. The apparent lack of interest in indi- ' é j
vidual differences on the part of investigators who have studied the Missionaries

and Cannidbals Problem has led to a virtual absence of data regarding relationships

across subjects in their ability to solve the Missionaries and Cannibals Problex
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in comparison to other kinds of problems. Such individual-differences analyses
would be motivated by at least two theories--those of Ernst and Newell (1969)
and of Jeffries et al. (1977)-- that claim that the processes used in solving
the Missionaries and Cannibals Problembare highly overlapping with the processes
used to solve other kinds of problems.

Jeffries et al., for example, claim that people working on transformation
(MOVE) problems such as the Missionaries and Cannibals Problem or the Water

Jugs Problem

consider only single-step move sequences, using two criteria for
selecting successors: (i) select moves that lead to "better"
states, where better is defined in terms of a means-ends evalua-
tion, and (ii) avoid moves that lead to states recognized as pre-
'viously visited. The details of how states are evaluated and the
order in which moves are considered are specific to a particular
task. (p. 436)

In the Jeffries et al. model, the memory processes &are identi;al to those
proposed by Atwood and Polson (1976) in their model of performance in the
Water Jugs Problem, and the move selection process (stage model) is also very
similar to that of Atwood and Polson. To the extent that there are differerces
between models, they are in the specifics (as opposed to the form) of the
evaluation function. Such specifics would necessarily be different, since
different items of information necessarily require different specific means of
evaluation. Jeffries et al. compared parameters estimated from performance in
their Missionaries and Cannibals iscmorphs to performance obtained on the Water
Jugs Problem (Atwood & Po.lson, 1976). Values of parameters were quite close.
There is thus least tentative evidence of generality of processes across two

menbers of the class of MOVE problems, namely, the Missionaries and Cannibals i
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Problem and the Water Jugs Problem. The work of Ernst and Newell (1969)
suggests that the generality in methods of problem solving might extend
even further. At least some correlational investigation ought to be done
to determine whether petterns of individual differences, as well as parazeter
values, are similar across the various kinds of MOVE problems. An obvious
next step in a program of research investigating the Missionaries and
Cannibals Problem would be to study individual differences, and to relste
them across this task, the Water Jugs task, and, perhaps, the Tower of Hanoi
task.

11. Relationship between performance on the Missionaries and Cannibals

Problem and intelligence, Perhaps because of the lack of interest in indivicduel

differences on the part of investigators studying the Missionaries and Cannibals
Prdﬁlem, no one has attempted to correlate scores for various aspects of
performance on the problem with scores on any kind of general intelligence
£est. I believe this to be unfortunate, because there seems .to be an implicit
assumption in the work that performance on the Missionaries and Cannibels
Problem taps at least some fundamental aspects of prcblem solving, and
presumably, such fundamental aspects of problem solving would be important

in any well-conceived notion of intelligence. An investigation of the
relationship between Missionaries and Cannibals performance and measured
intelligence could be an obvious part of the kind of individual-differences
research mentioned above.

12. Practical relevance. The question of practical relevance has also

received short shrift in the literature on the Missionaries and Cannibals

Problem. I am unable to find any discussion at all in the literature
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regarding what practical relevance performance on the problem might have.
On the one hand, certain easpects of performance on the problem would seem
to be called for in everyday problem sqlving: the setting of subgoals,
the need to represent informetion in a way that moves one forward end not
backward in problem solving, the use of some kind of evaluation function
to choose among alternative next moves in problem solving, and so on. On the
other hand, the problem seems artificial in at least some important ways:
in the contrived nature of the task (regardless of which isomorph is used);
in the seemingly arbitrary constraints that are placed upon accomplishment
of the tesk (cannibals eating missionaries if they outnumber the missionaries;
a boat that only holds two individuals); in the simple nature of the probiem
state space, in which for most moves (in the 3MC problem), there is only one
legal move that can move one forward and one legal move that can move one
backward; and in the clarity with which "legal" and "illegal" moves are
defined. These limitations may or may not reduce or even undermine the
ecological validity of the task as a representative case of real-world
problem solving. Investigation of the task's ecological validity, or at
least external validity of some kind, is sorely needed.

To recapitulate, the proposed metatheoretical framework can be and has
been applied to the understanding of one kind of protlem solving, a kind in
which the problem state space is well defined. We now turn to a consideration
of how the framework can be applied to the study and understanding of problem

solving in an ill-defined state space. ) ;
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Problems with Ill-Defined Problem Spaces

The Scope of Problems with Ill-Defined Problem Spaces.

In problems of this kind, it is difficult (at least in our present
state of knowledge about problem solving) to specify in any detail a problem
space the traversal of which will result 1x.\ an adequate solution. Several
different kinds of problems with ill-defined problem spaces have been studied,
among them: ‘

1. Hatrack Problem. In the original form of this problem (Maier, 1933),
subjects are asked to construgt a hatrack in an experimental room. The room
(es described by Hoffman, Burke, & Maier, 1963) is eight-feet high in most
Places, and contains various items such as electrical conduits, lighting
fixtures, fuse-boxes, beams, and minor irregularities in floor and ceiling.
The only equipment explicitly made available to subjects consists of two
one-inch by two-inch poles, one six feet in length and the other seven feet
in length, and & three-inch C-clamp. Subjects are told that the hatrack
they construct must be sturdy encugh to support a heavy coat and a hat.

In the more difficult version of the prodblem, subjects are told that they

must construct the hatrack in a specified location (near the center) g§- the
room. The solution is achieved by using the C-clamp to wedge the two

poles firmly against the floo» and ceiling. The two poles are allowed to
overlap Just enough so that they will stay firmly in place vhen clamped
together. The clamp not only holds the poles together, but also serves

as the hook on which the hat and coat cs.. e hu ,. In the easier version

of the problem, subjects are allowed to construct the hatrack anywhere in

the room. In this case, various elements of the room can be used in fashioning

e solution. Hoffmsn et al. (1963) classified solutions as being of five types:
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Base: one board is used as a support to hold the second one
vertically, with the clamp Joininé them at the floor level;
Balance: the boards are leaned on each other in an "X" or "T"
shape with the clamp joining ‘them;
Support: any solution using a part of the room (walls, pipes,
ceiling beams, etc.) to hold up the construction (limited
to the use of the ceiling pipes and beams during the test
prodblem);
Ceiling Suspension: boards are wedged between ceiling and
ceiling pipes or ceiling beam, with clamp joining them
or appended to the Joined ends;
~Floor=Ceiling: the correct solution in which the boards are
wedged between floor anc; ceiling and joined tightly by
the clamp. |
This problem (in its two versions as well as minor variants of them) has been
studied by Burke and Maier (1965);.Burke, Maier, and Hofmm (1966); Hoffman,
Burke, and Maier (1963); Judson, Cofer, and Gelfand (1956); Maier (1933, 1945,
1970); Maier and Burke (1966); Raasheim (197k); and Saugstad (1955).
2. Two-String Problem. In the original form of this problem (Maier,

1931), subjects are brought into a large room containing many objects, such
a8 poles, ringstands, clamps, pliers, extension cords, tables, and chairs.
The experimenter hangs two cords from the ceiling. One hangs near the center
of the roam, the other near a wall. The cords are of sufficient length to
retch. the floor. Subjects are told that their task is to tie the ends of

the two strings together. It soon becomes apparent to subjects that the cords
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are far enough epart so thst‘it is not possidle to hold both cords in one's
hands simltaneocusly. Subjects must therefore use the materials in the room
to attain a solution to the problem. This problem and its variants ha®®been
studied by Duncker (1945), Maier (1930, 1931, 1933, 1945, 1970), Maier and
Burke (1966), Maier and Janzen (1968), Raaheim (19Tk), and Saugstad (1955,
1957, 1958).

3. Radiation Problem. This problem, originally proposed by Duncker
(1926), is usually posed in the following form:

Given a human being with an inoperable stomach tumor, and rays vhich
destroy organic tissue at sufficient intensity, by what procedure

. can one free him of the tumor by these rays and at the same time
avoid destroying the healthy tissue which surrounds it? (Duncker,
945, p. 1)

Proposals for solving this problem are usually of three basic kinds (Duncker,
1945). One kind attempts to avoid contact between the rays and the healthy
tissue. For example, subjects might suggest that the rays be sent down a

free path to the stomach, such as the escphagus; that healthy tissue de removed
from the path of the rays, as by inserting a cannula; that a protective wall
be inserted between the rays and the healthy tissue; or that the tumor somehow

be displaced toward the surface, as by pressure. A second kind of solution

attempts to desensitize the healthy tissue. For example, subjects might
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suggest that a desensitizing chemical be injected into the tumor victim; or
that the victim be immnized by adaptation to weak rays. The third kind of
solution ettempts to lower the intensity of the rays on their wvay through
healthy tissue. The preferred answer 18 of this kind, namely, that weakened
rays originating fra_n several different sources be sent through the body such
that the rays all converge upon the tumor. At this point, and only at this
point, will the rays be of sufficient intensity to destroy tissue, which in
this case will be tumor tissue. The radiation problem has been studied by
Duncker (1926, 1945) and by Gick and Holyoak (in press).

These three examples of problems with ill-defined problem spaces provide

only a minimal sampling of the problems of this kind that have been studied.

They are sufficient, however, to permit a contrast to the kind of problem
{ considered earlier, that with a well-defined problem space. There are several
- salient differences between the two kinds of problems. First, problems with
-ill-deﬁned problem spaces seem to depend for their solution upon the attain-
ment of a single major insight. Indeed, problems of this sort are often
referred to as "i.ns‘idlt problems.” Problems with vell-defined problem spaces
seem to depend for their solution upon the attainment of a sequence of
i relatively more minor insights. No one striking realization marks the
difference between success and failure in problem solving, as it can in
insight problems. Second, in problems with well-defined problem spaces, it
is possible to represent the problem space in terms of a sequence of discrete
and well-articulated states. It i{s this property that leads to the problems
being referred to as having "well-defined problem spaces." In problems with
411-defined problem spaces, it is not possible to represent the problem
space in terms of a sequence of discrete and vell-srticulated states. This
property is the one that leads to the problems being referred to as having
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"ill-defined problem spaces.” Third, in problems with well-defined problem

spaces, the end-etate is similar or identical in kind to the starting state. H

For example, in the Missionaries and Cannibals Problem, both the starting and
end states specify numbers of missionﬁes and cannidals on each side of a
river bank. The two states differ only in the number of each kind of individual
on each side. In problems with ill-defined problem spaces, the end-state
is different in kind from the starting state. For example, in the Hatrack Prob-
lem, the end-state posits the existence of a hatrack. The hatrack does not yet
exist in the starting state, nor is it clear how the input in the starting
state can be transformed to create a hatrack.

"Insight" problems were a popular subject of study for Gestalt psycholo-
gists, whose major concerns (such as the specification of the circumstances
under which "insight" occurs) differed in many respects from those of modern-

day information-processing psychologists. As a result, much of the research

o >

that was done on insight problems was addressed to questions that no longer

seem terribly interesting today; and many of the questions that do seem

interesting were simply never addressed. Since the reviews presented in this

work are guided by theoretical questions purported to be of interest to : 3
g modern-day psychologists, much of the discussion presented below will propose
| vhat needs to de studied, ratker than reviewing wvhat has already been studied

L
that is not of contemporary interest. ;

A Case Study of Problem Solving in an Ill-Defined Problem Space: The Hatrack

Problem
1. Nature of the problem. The Hatrack Problem requires experimental
subjects to construct a hatrack out of two poles of unequal length and a

C-clamp. In the easier version of the problem, subjects are allowed to use
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various structural features in the experimental room (ceiling beams, light-
ing fixtures, fuse-boxes .. etc.) to aid in construction of the hatrack. In
the harder version of thé problem, nothing can be used except the given el-
ements. In this case, the solution is attained by connecting the poles with
the C~clamp and vedging them ngt:lns't the floor and ceiling. The C-clamp is
used as the hook on which to hang a hat and coat. :
Consider how performance on the Hatrack Problem meets the various cri-
teria proposed earlier. First, performance on the problem can be quantified

in a number of different ways. These include time to solution, proportion of

solutions that meet the constraints originally set out by the problem, prob- ]
ability distribution of various solutions, and proportion of subjects pro-
posing any solution at all.

Becond, it is unfortunately difficult or impossible to measure the
reliability of most, dbut not all, indices of performance on the Hatrack 1
Problem. Test-retest reliability cannot be feasibly measured, because once
& person has solved the Hatrack Problem, it is spoiled as a future measure
of problem solving skill. In this problem, once the solution is obtained,
it 18 trivially easy to obtain the solution in sudbsequent trials on the problen.
It is also unclear as to how, if at all, internal consistency reliability

could be measured, since, in general, measures of performance are available

only for performance in the final state. It would be possible to measure re-
1iability for performance on insight problems in general, as opposed to one
specific insight problem, by constructing a test that consisted of multiple
prodblems of this kind, and by computing internal consistency of performance

on such a test.

Third, there are data supporting a favorable assessment of the con-
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struct validity of performance on the Hatrack Problem. Investigations of
the problem have served several theoretical purposes:

l. The problem ha; been used in investigations of whether problenm
solving of the kind required by the Hatrack Problem can be understood solely
in terms of reproductive thinking, .or vhether it must be understood in temms
of productive thinking as well. A major advocate of the former position,
Saugstad (1955), would argue that individual differences in problem solving
can be understood solely in terms of past learning of the elements or
functions needed for solving a given problem. Availability of these functions
is sufficient for problem solving in the new situation. In effect, the
problem is solved by a "mechanism of equivalent stimuli." A major advocate
of the latter position, Maier (Hoffman, Burke, & Maier, 1963; Maier, 1933, 19k5;
Maier & Burke, 1966), would argue that individual differences in problem
solving must be understood in terms of reasoning with past learning as well
as in terms of the learning itself. The ability to combine previously learned
elements is critical to solution of a given problem. Raaheim (1974) has taken
a position intermediate between these two, although closer to Maier's. Ac-
cording to Rasheim, problem solving is an activity in which an individual
attempts to dispense with deviating elements in a problem situation in order
to make the new problem situation equivalent to situations encountered in
the past.

2. Hoffman, Burke, and Maier (1963) used the Hatrack Problem to in-
vestigate vhether an experimenter's (positive or negative) evaluations of
subjecis' performance on an earlier and easier problem affects their per-
formance on a later and more difficut prodlem. The easier prodlem va: the

easier version of the Hatrack Problem and the more difficult prodlem prodblem

was the harder version of the Hatrack Problem.
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3. Burke, Maier, and Hoffman (1966) used the Hatrack Problem to study

the question of what makes for a good hint in problem solving. Hints varied

in vhether they were given before or after problem solving began. A major

purpose of the investigation was to discover and clessify the various func-
tions hints can serve in facilitating and impeding problem solving.

4. Maier (1933) used the Hatrack Problem to test whether instructions
on overcoming ingrained sets and hebits could facilitate problem solving.

A Experimental subjects were given instructions urging them to do things such
as "keep your mind open for new combinations and do not waste time on un-
successful attempts" and "do not be a creature of habit and stey in a rut.
Keep your mind open for new meanings." Control subjects were not given in-
structions of this kind.

Fourth, we need to consider the empirical validity of performance on the
Hatrack Problem. Evidence (to be presented later) is scanty and only modestly
encouraging. But the tests of empirical validity that have been per-
formed (Burke & Maier, 1965) have been so weak that one must be hesitant to
drav any conclusions solely on the basis of the previously established
results.

To conclude this section, there is at least some justification for the
study of the Hatrack Problem as an index of prodblem-solving ability or skill.
T™he evidence supporting the usefulness of the problem as an object of study
is weaker than that for other kinds of problems {or reasoning items) we have
considered. The wesker evidence must be viewed in the context of the fact
that most investigations of the problem were done a mumber of years ago, vwhen

different theoretical questions wvere of primary interest fram those that are
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of primary interest today. I would view the evidence as incomplete rather
than as unfavorable. The major questions one might today like to have answered
remain unanswered and for the most part unasked.

2. Performance components. There is no research identifying components
of information processing in the Hai;rack Problem. I am prepared to speculate,
however, that the performance components involved in solution of this problem
are highly overlapping with, if not identical to, those involved in certain
. forms of inductive reasoning, such as reasoning by enalogy. Indeed, Maier's
view of problenm solvihg in insight problems might be viewed as one of problem
solving by analogy. The major difference between insight problems and
standard analogy problems would seem to be that the components are much more
difficult to apply to insight problems than they are to standard analogy
problems. In the analogies, the structure of the problems is clearly de-
fined, wvhereas in the insight problems it is not.

The subject must first encode the problem as it is posed, and the
materials that are presented to the subject as means to solve the problem.
These materials include the two poles and the C-clamp. Many, if not most
subjects will not initially encode as relevant two critical elements of the
prodblem solution, namely, the floor and the ceiling of the experimental room.
Next, the subject must infer how elements of hatracks with which he or she
has been familiar have functioned in these previously kncwn hatracks. These
elements must then be mapped onto the elements of the present situation. If
no mapping is immediately availeble, as will most likely be the case, then
it will be necessary for the subject to map elements of hatrack-like structures

onto the current situation in an attempt to find elements from analogous struc-
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tures (flag poles, pole lamps, etc.) that can be mapped onto the elements
6f the current situation. Once the mapping is completed (and this is almost
certainly the most aifricult operation to complete), the subject must figure
out how tc apply the current elements in a way that is analogous to that in-
ferred for past elements so that tl;e present elements can also be combined
into a hatrack. In the event that the subject generates multiple possible
solutions, the subject must compare them and decide which is most viable.
The subject must then attempt to Jjustify the best (or only) solution as
close enough to an ideal to be minimally acceptable. If the solution is
acceptable, the subject responds with it. Otherwise, the subject must try
to find another solution, repeating earlier problem-solving operations.

This view of problem so;l.ving during solution of the Hatrack Problem
contains within it both a theoretical implication and a practical implication.

The theoretical implication is that problem solving in insight problems (i.e.,

filinia

problems with ill-defined problem spaces) is primarily analogical. The prob-
must
lems are particularly difficult to solve because the subJectA perceive some

very nonobvious relationships. The basic terms of the analogy are ELEMENTS

OF HATRACKS AND HATRACK-LIKE STRUCTURES I HAVE KNOWN : HATRACKS AND HATRACK-
LIKE STRUCTURES I HAVE KNOWN :: ELEMENTS OF THE PRESENT SITUATION : A NEW
HATRACK (the nature of which has to be figured out). The practical impli-
cation is that problem solving in insight problems can be studied in ways
comparable to those used for studying reasoning by analogy. The method of
precueing, in particular, would seem to be relevant. Subjects could be
precued with information sufficient for performing various operations (en-

coding, inference, mapping, application, comparison, Justification) and
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combinations of operations, and the effects of these precues on ease or

d:lfficulty of problem solving can then be assessed. The method could be
used with precueing information providing needed knowledge for performing
each of the successive operations (as has been done in reasoning by analogy),
or it could be used with precueing 'information providing needed knowledge i
for performing combinations of operations that are not necessarily successive |
in information processing.

3. Representation of information. None of the research that has been

done on the Hatrack Problem has explicitly addressed the question of how in-
formation is represented in memory. Some form of representation is needed
that can account for people's ability to draw analogies to past experiences
in order to figure out how the elements of the experimental situ;tion can be
combined into a hatrack. In particular, the representation must be able to

account for the fact that the elements of the present situation have never

been combined in this particular way before, and no previous hatrack hes

ever been encountered that was constructed of Just these elements.

Schank (1979) has proposed a kind of memory structure that expands upon

earlier ideas from organization theory (Bower, 1971; Tulving, 1966) and that
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'seems suitable for the present purpose. In this structure, information is

stored in the form of "memory organization packets," or MOPs. "The purpose

of a MOP is to provide expectations that enable the prediction of future

events on the basis of previously encountered structurally similar events. . . .

The ability of MOPs to make useful predictions in somewhat novel situations

for vhich there are no specific expectations but for which there are relevant

experiences from which generalized information is available, is crucial to
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our ability to understand" (Schank, 1979, p. U6).

. A MOP might be expected to exist for the hanging of a hat on a hatrack.
According to Schank, a 5i;ren MOP will usually have "strands" corresponding

to (a) reasons for the MOP existing if it's a state, or reasons for doing the
MP if it's an action; (b) enabliné conditions for the state or action; (c)
results of doing the MOP if it's an action; (4d) normative methods of achieving
or satisfying a given state; (e) what goals the state or action relates to
and which it affects; (f) associated states; and (g) associated actions.
Accessing the MOP for "hanging a hat on a hatrack" will probably not enstle
one to solve the Hatrack Problem. The subject presumably must enter a MOP
for some associated state or action in order to access the elements necessary
for creating a hatrack. For example, a likely associated state is a flag
pole or pole lamp, the latter of which is supported by its tight fit to both
floor and ceiling. The analogy to the present situation might provide the
clue for solution of the problem.

L. Combination rules. Specific alternative strategies for solving the

Hatrack Problem have not been explicitly investigated in previous research.
An analysis of the task situation, however, suggests at least several plausible
approaches to the problem, any one or cambination or which might be used in

solving the Hatrack Problem.

1. Focusing upon elements of present situation. In this strategy,

the subject focuses upon the elements of the present situation, and tries to i
conceive of how these elements might somehow be combined to create a hatrack.

The subject would thus think about what uses a C-clamp and a peir of poles . ]

might have in creating a hatrack.
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2. Focusing upon elements of previously encountered hatracks.

This strategy entails the subject's focusing upon elements of previously en-
countered hatracks. Théigtrategy is in some respects the opposite of the
first one. In the first strategy, the suPJect tries to relate the nev ele-
ments to elements of old hatracks. .In this second strategy, the subject
tries to relate 0ld elements of previously known hatracks to elements of the
new hatrack. The subject may reflect upon hatracks he or she has known,
trying to find one that is of a construction that might be roughly suitable
in the present instance.

3. Focusing upon elements of prototypical hatracks and their
variants. In this strategy, one frees oneself from specific past instantia-
tions of hatracks, and tries to construct one or more hatracks that are proto-
typical, but that do not correspond to any specific hatracks one hss previously

seen. {

. Focusing upon a receptive state of mind. A fourth strategy
is to try to clear one's mind of any particulars at all, and to atteain a re-

ceptive state of mind. In this strategy, the subject essentially waits for
a flash of insight to strike. Information processing, to the extent that it
exists at all during this strategy, is below consciousness and not subject i
to introspective report.

Strategy usage and effectiveness might be inferred in at least two
different ways. One way would be to have subjects think aloud as they solve
the Hatrack Problem, and attempt to classify their strategy usage on the ;
basis of the protocols thereby obtained. Effectiveness of the strategies

could be inferred by noting how often each strategy leads to an acceptable
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solution. A second way would be to train subjects to use particular
strategies or combinations of strategies, and to compare rates of success in
problem solving with th;ase for subjects who are untrained. Presumably,
training subjects to use the strategy they are already using should have no
differential effect upon success rate, whereas training subjects to use
alternative strategies presumebly is likely to have some differential effect.
This paradigm also permits a direct comparison of the effectiveness of the
various strategies that have been trained,

5. Durations, difficulties, and probabilities of component execution.
No one has tested any information-processing models of performance on the
hatrack problem, and, to my knowledge, the sketchy model proposed earlier (in
items 2-l4) is the only model that has been proposed. Maier (19L45; Hoffman,
Burke, & Maier, 1963) has analyzed problem difficulty in more global respects,
however. Maier (1945) found that 12 of 25 subjects with no prior experience
on the hatrack problem or similar problems were able to solve the hatrack
problem in 30 minutes. Hoffman et al. (1963) also studied subjects with no
prior experience, and broke down performance by time to solution. They.
found that of 30 subjects given 30 minutes to solve the hatrack problem, 8
s0lved the problem within 5 minutes, 13 solved it within 10 minutes, 14
solved it within 15 minutes, 15 within 20 minutes, 15 within 25 minutes, and
15 within 30 minutes. Thus, almost all .subjects who reached a satisfactory
solution d4id so within 10 minutes.

6. Metacomponents. Hoffman et al. examined numbers of subjects who
proposed each of five q:lfferent solﬁtions (presumably reflecting different

strategies) during the first 10 minutes of experience with the problem. The
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first four strategies for making a hatrack were deemed to be incorrect; the

last vaé deemed to be correct. Since subjects could attempt more thean one

solution, the sum of the number of attempts exceeds 30 (the number of sub-

Jects). Of the 30 subjects, 16 proposed a "base" solution, in which one

board was used as a support to hold the second one vertically, with the clamp

Joining the boards at the floor level; 16 proposed a "balance" solution, in ‘

vhich the boards were leaned on each other in an "X" or "T" shape with the

" clamp jJoining them; T proposed a "support" solution, in which a part of the

room (e.g., walls, pipes, ceiling beams, et=.) Lsas used to hold up the con-
struction; 8 proposed a "ceiling suspension" solution, in which boards were
wedged between ceiling and ceiling pipes or ceiling beam, witl; the clamp
Joining them or appended to the joined ends; and 13 proposed a "floor-ceiling"

solution—-the correct solution=-in which the boards were wedged between floor

and ceiling and joined tightly by the clamp. '
Rasheim (1974) examined numbers of subjects who repeated unsuccessful !

attempts at solution various numbers of times. He found that of 37 subjects

vho never reached a solution (out of a total of 60 subjects), 9 subjects re-

peated unsuccessful attempts from 1 to 4 times, 19 subjects repeated unsuccess-

ful attempts from -5 to 8 times, and 9 subjects repeated unsuccessful attempts

from 9 to 14 times. Rasheim queried as to why presumably intelligent uni-

versity students would repeat time and again solutions that had been designated

by the experimenter, "unsuccessful." He concluded that "the most likely answer

is that they are trying to solve a task other than the one intenled by the experi-

menter. While the instructions aim at some construction, a nameless, unususl,

dut sturdy and quite ingenious sort of thing, the subjects nearly all very in-
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tensively try to find a way of replacing the type of hatrack they know of
from their past experience" (p. 49). Thus, these subjects fail in their

. T

3 initial definition or e.o:':-ceptua.lization of the problem task.

: T. ZProblem format, problem content, and practice. 1Two major varia-
tions have been attempted in problem format. One variation is vhere in the
room the hatrack must be comstructed. In the easier variant, the hatrack

can be constructed anywhere in the room, so that the subject can make use of

various features of the room to facilitate construction. In the harder
variant, the hatrack must be constructed in the center of the room, so that
only the clamp and the two poles are available. A second variation is in
whether the problem is presented with the actual nw:l:eri.a.ll.sT or in written form.
) Rasheim (1974) found that the proportion of subjects writing down the correct
solution (L4/6L4) was about the same as the proportion of subjects choosing

the correct solution first when using the actual materials (4/60).

Since the hatrack problem is content-bound (i.e., it is about a hat-
rack), no alternative contents have been explored.

Practice effects of various types have been widely studied in the
literature on the hatrack problem. Research on practice effects has taken
several different forms. Most of this research has . dealt not with
3 practice effects per se, but with whether "availability of functions" necessary
# for solution of a problem such as the hatrack problem is sufficient to guarantee
’ solution of that iaroblem. On the one hand, Saugstad (1955) has suggested that
| if a subject has available all of the functions (items of knowledge) necessary '
to solve a problem, then solution will be more or less automatic. On the

other hand, Maier (Hoffman, Burke, & Maier, 1963) has argued that availability
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of the necessary functions for solving a problem is not sufficient to guaran-
tee solution of the problem: The subject may or may not be able to put to-
gether these functions i!;to & workable strategy for solution.

One way of exploring this 1ssug has been through a transfer paradignm.
Hoffman et al. assigned 90 subjects at random to one of three conditions.
In a no experience condition; sub)ects were given the difficult version of
the hatrack problem (construct it in the center of the room) immediately
upon entering the experimental room. In two prior experience conditions
(varying in type of reinforcement), subjects were given the easy version of
the problem first (comstruct it anywhere in the room), end were encouraged
to construct as many different types of hatracks as they could. Subjects
with prior experience on the easier version of the problem performed signifi~
cantly worse than subjects with no prior experience: Whereas only 25% of the
subjects in the former groups solved the problem, 50% of the subjects in the
latter group did. Hoffman et al. interpreted these results as showing that
providing subjects with a great variety of functions cen inhibit problem-
solving performance by establishing misleading problem-solving sets. Thus,
vhereas the prior-experience groups must have had at least as many functions
as the group with no prior experience, they performed more podrly because
the correct functions were not automatically utilizead. ' '

Maier (1945) used a sumevhat different transfer paredigm. In his ex-
periment, 75 subjects were equally divided into three groups, all of vhich
vere asked to solve the hatrack problem. In one group (e control group),

subjects tried to solve the hatrack problem as soon as they entered the ex-

perimental room. In a second group, subjects were asked to help duild two

= M.
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structures that could be used in the twvo-string problem and that could each
be used as & hatracks Subjects were told that the purpose of building this
structure vas to get them adjusted to the real problem gituation. Bubjects

were taken to another end of the experimental room, and were asked to con-

struct a hatrack in a certain spot. The "two-string" structures were left

standing. In the third group, procedures were the same as in the second group,

except that the "two-string" structures were disassembled before the subject
was asked to build the hatrack. Performance was best in the group in which
subjects were shown tpe twvo-string structure and in wvhich the structure wvas
left standing (18/25 reached solution). Performance was intermediate in the
group in vhich subjects were shown the two~string structure and in which the
structure wvas disassembled (12/25 reached solution). Performance was worst

in the group in vhich subjects were not shown the two-string structure (6/25 J

reached solution). Thus, in this experiment, prior experience helped, but
vas clearly not sufficient for solution of the hatrack problem. There were
still substantial numbers of subjects who 4id not reach a solution, despite
prior experience that made available to them all of the functions needed
for solution of the hatrack problem.

Another pa.ra.dign‘ for studying effects of availability of functions is
one that employs hints toward problem solution. Maier and Burke (1966) used
one such paradigm. Subjects (135 male college students) were initially given
15 minutes to solve the hatrack problem. Those failing to solve the problem
vere given one of two hints. One hint informed the subjects that the ceiling

of. the room was part of the solution; the other hint informed the subjects

that the clamp must serve as the hat (or coat) hook. Subjects were then
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given an additional 20 minutes to solve the problem. After this portion of

the experiment ended, subjects were given an "availability of functions" test.

They vere taken into another experimental room in which the correct floor-
ceiling solution to the Hatrack Problem had been constructed. Each subject
was given a piece of paper on vhich.to list as many functions or uses of
the "structure" before him as he could possibly think of. BSubjects were
given five minutes to complete this task. Fifty subjects who had previously
failed to solve the Hatrack Problem were then returned to the first experimental
room, and egain asked to construct a Hatrack. Of the 135 subjects, 51 solved
the_ problem without a hint; 3% solved the problem after a hint was given;
and -50 never solved the problem. Thus, the hint did seem to facilitate
pei'romance. SubjJects in the three groups were strikingly similar in their
"available functions." All but one of the 135 subjects recognized the
l'_tmcture as a potential hatrack, coatrack, hangar, etc. But of the 50
subjects who failed to solve the Hatrack Problem initially and were then asked
to solve it after the availability of funétions test, T were s8till unable
to solve the problem, despite the fact that all 7 had listed the necessary
function for the structure they had seen in the availability of functions test.
Thus, for these subjects, at least, availability of functions v,m.sj insufficient
to guarantee solution of the hatrack problem.

8. Individual differences within age level (adults). Evidence has already

dbeen cited to the effect that individuals differ in their success in solving
the Hatrack Problem, and in the solutions they propose. Maier (1933) found

a significant sex difference in success in problem solution: Men performed

significantly better than women. Maier (1945) replicated this difference,
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and found that the difference held up without regard to vhether or not

subjects had prior experience with the "two-string" type of structure before

e —.

solving the hatrack problem.

9: Differences across age levels. I have been unadble to locate any
developmental investigations of performance on the hatrack problem.

10. Relationships between peformance on the Hatrack Problem and on §

other problems. No direct correlational studies appear to have been carried

out relating performance on the Hatrack Problem to performance on other in- :

sight problems, such as the two-string problem and the water-jugs probler.

I would argue that the processes, representations, end combination rules

described earlier (items 2-4) would be applicable to these and other types

of insight problems. Hence, I would expect performances on the various

problems to be about as highly intercorrelated as the probably not very high
reliabilities of the performances would allow. Burke and Maier (1965) cor-
related success on the Hatrack Problem (evaluated simply as pass-fail) with
success on various kinds of pencil-and-paper tests measuring skills that

would loosely fall into the problem-solving domain: ideational fluency,
spontaneous flexibility, adaptive flexibility, redefinition. Only one of seven
correlations was significant, and this maximal correlation of .19 was scarcely
impressive in magnitude. Rasheim (19T4) found that level of activity in the g'
Hatrack Problem correlated significantly with success in solving the problem, )
but nevertheless claimed that the Hatrack "Problem" is not a problem at all.

Recall that according to Rasheim, a problem situation is "the deviant member

of a series of earlier situations of the same sort" (p. 22).
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It may be argued that the Hatrack situation must not be looked
upon by the subjects as a problem of how to build a more or less
ordinary looking hatrack by some extraordinary means. Rather it
must be looked upon as & task of comstructing something quite
different from what is usually used for hanging up coats. But
then, if it is not the problem of meking a hatrack, is the situation
facing the individuel any problem situation at all? Is there any
series of situations from the past to which the present one may be
said to belong, i.e., a series of situations that fits in with the
solution wanted by the experimenter? If not, the Hatrack tesk does
not fall within the category of tasks encompassed by our definition
of problem situations. (p. 49)
Rasheim claims that the Hatrack situation can be turned into a problem
situation by giving subjects one or more hints that relate the situation to
previous situations with which they are familiar.

1l. Relationship between problem .solvini on the Hatrack Problem and

intelligence. Burke and Maier (1965) correlated performance on the Hatrack

Problen (success vs. failure in solution) with scores on the verbal and
mathematical sections of the Scholastic Aptitude Test. The correlations were
trivial (each was -.04). These are the only correlational data that I have
been able to find. On the one hand, they fail to support the notion that
there is any relationship between Hatrack problem-solving and measured in-
telligence. On the other hand, the measure of performance is so crude (pass-

fail) and the range of studert ability probably so restricted (subjects were

University of Michigan undergraduates) that Burke and Maier's test of the




L T

Reasoning & Problem Solving
i

relationship between problem solving and intelligence seems vholly inadeguate.

12, Practical relevance. Maier (1933) investigated whether it is pos-
sible to improve performance on insight problems, including the Hatrack
Problenm, b)" giving subjects a pr:lor' lecture on probl;solving skills. The
lecture covered 13 points, three of which were specific hints on bow to solve
the problems:

(1) Locate a difficulty and try to overcome it. If you fail, get

it completely out of your mind and seek an entirely different dif-

ficulty.

(2) Do not be & creature of habit and stay in a rut. Keep your

mind open for new meanings.

(3) The solution-pattern appears suddenly. You cannot force it.

Keep your mind open for new combinations and do not waste time on

unsuccessful attempts. (p. 147).

The training was successful in significantly improving problem-solving
performance. It was approximately equally beneficial for good and poor
reasoners, but was more beneficial for women than for men.

The Hatrack Problem has been studied almost exclusively by psychologists
whose theoretical concerns differ considerably from the ones proposed here
to be of major importance, and from the ones that concern most contemporary
information-processing psychologists. The practical relevance of previous
research on the Hatrack Problem does not appear to be particularly great,
but one cannot thereby infer that research could not be done on the problem

that would have greater practical relevance. Research into the nature of

insight, into the generalizability of the components, representations, and




Reasoning & Problem Solving
1)

strategies used in solving the Hatrack Problem, and into metacomponential

e ——.

Qecision-making in problems with ill-defined problem spaces would all seem
to have potential practici.l relevance. Because most problems encountered in
the real world do have ill-defined problem spaces, it seems that research

into such problems may eventually have greater practical payoff than research

into the more tractable problems with well-defined problem spaces.

T T e Ve
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REASONING, PROBLEM SOLVING, AND INTELLIGENCE

I bhave reviewed in this chapter only a small segment of the literature
that could sensibly be viewed as dealing with "reasoning, problem solving,
and inielligence." But I believe the literature I have reviewed is fairly
representative of work in the field. If there are biases in coverasge, and
almost certainly there are, they are probably toward greater coverage of
work that I consider to be more theoretically motivated and that is concerned
more with how reasoning and problem solving relate to general aspects of
cognition and intelligence. A major purpose of the chapter has been to
suppoft the view that the interface between reasoning, problem solving,
and intelligence can be profitably pursued in terms of answers to twelve
questions; these answers seem to constitute a reasonably coherent and complete
account of the psychological phenomena of interest in a given domain of re-
search. Obviously, these are not the only questions that might be posed, and
some of these might be combined or deleted. But the set seems to work rea-

sonably well in generating coverage of a task domain.

Intelligence is an amorphous concept, but if one accepts a global
definition of it as adaptability to the varied situations in which one may
find oneself, then the study of reasoning and problem solving sppears to
provide a good entree into the study of intelligence, because nontrivial
adaptation inevitably will require reasoning and problem solving in various
forms and guises. At least same of these forms and guises are proposed
to drawv upon the components, strategies, and representations considered in
this chapter.

Not all reasoning and problem-solving tasks seem to be equally good

2o
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measures of intelligence. Raaheim (1974) has proposed that problems of
intemediate difficulty appear to be the best measures. My own emphasis
would be somevhat diffe;-ént. I would claim that the best tasks to study
are those that are "nonentrenched,"_ but that rely on processes, repre-
sentations, and strategies shared with real-world tasks. By nonentrenched
tasks, I mean ones that require strategy planning and execution of a kind
that requires nonroutine kinds of thinking and behaving. My view, for which
I claim no originality, is that intelligence is in large part the ability
to acquire and think with new conceptual systems and to solve novel kinds
of tasks.

| This view seems consistent with many of our everyday notions about
intelligence, if not with all of our research about it. A student is
likely to be considered more intelligent if he or she can master a new kind

of course (say, calculus or foreign language) than if he or she can master

another course that differs in substance but not in kind from courses the
student has taken previously. The student is likely to be considered more
intelligent if he or she can solve mew kinds of problems, rather than merely

if he or she can solve problems very similar to those that have been encountered
numerous times in the past.

_On this view, a problem such as the Hatrack Problem should seem to pro-
vide an excellent way of measuring intelligence, and yet there is no evidence
that this is the case. In fact, I doubt that the Hatrack Problem does provide
a very good measure of intelligence in the usual sense of the term. On the
one hand, I believe that the attainment of insights into novel kinds of problecs

is an essential ingredient of intelligence. On the other hand, I doubt that
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there is any general ability that could be lebeled "insight." Different
people seem to have their best insights into different kinds of problems.
And the class of prdblehs represented by the comstructions of a hatrack from
tvo boies and a C-clamp is probably not & particularly interesting class of
problems in terms of which to study people's insights. On this view, then,
ccological validity of content is potentially of great relevance. If one
wishes to study a scientist's or a business executive's insights, one would
do best studying them in the domein to which they are normally applied in
that person's day-to-day environment. Probably some tasks (such as analogies)
measure intellectual functioning of such a basic kind that ecological
validity is less important. But if one's goal is to study the ability to
handle new kinds of situations successfully, then one probably should make
sure the situations are both new and of the kind that a given person will

be likely to encounter. Performance in such situations seems to be exactly
of the kind that should be studied by those interested in the interface of

ressoning, problem solving, and intelligence.

T T —
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