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PREFACE

‘The Army Weapon Systems Analysis (AWSA) Handbook consists of two parts and has been prepared to
record an extensive field in a condensed form. i.e.. some of the highlights of weapon evaluations
developed by the Army since about 1943. The need to descrit = and to standardize weapon evaluation
methodologies insofar as possible also existed — the AWSA Handbook attempts to satisfy this need.
Purts One and Two are in separate parts — Part One contains Chapters 1-24. and Part Two contains
Chapters 25-46. A brief but fairly informative description of Part Une is given at the beginning of Chap-
ter 23. . '

— Although Part Two covers some of the more advanced topics of the field of Army Weapon Systems
Analysis, it starts with the definition of aind concepts relating to measures of effectiveness (MOE), and
describes in some detail many MOE’s. The aim is to point out that MOE’s are not universal but may
depend on particular evaluations, and the Army analyst is introduced to the relation between the
problem of modeling processes and MOE's. After an introduction to target detection phenomena and
1o the development of target detection probabilities, the important topics of Lanchester type combat
theory for homogeneous and heterogeneous forces are given in much depth since these topics lead up
to weapon equivaience concepts and studies. For the present-day analyst, the fields of optimal firing
policies. weapon-target allocation problems, human factors, and cost analysis estimation must be
1ather thoroughly covered — at least to the extent herein. Moreover, it was felt important to include
also an introduction to cost-efectiveness evaluatiogs. th (;opsgesiof survivability, and an introduction
to countermeasures and their analytical treatment. Mve describgsome of the prime topics in the history

- of war games and combat simulations, including developments and uses, and brief descriptions of.

some of the key war games or computer simulations of combat. The last chapters of Part Two cover
evaluation techniques for infantry weapons, tank weapon systems, artillery families, air defense
(Modern Gun Effectiveness Model), and the principles and an illustration of cost and operational ef-
fectiveness analyses. : . : '

With this brief but cErsory explanation of the contents of the AWSA Handbook, we believe it should
be clear that both parts contain sufficient depth of subject matter to provide both an appropriate

_ background for thé young analysts entering the field of Army military operations research, and a

valuable source of reference matdrial for the practicing systems analysts. An attempt has been made to
prepare the Handbook in somewhat of an elementary manner; derivations were kept to a minimum by
citing pertinent references in thel operations research literature. Nevertheless, it is realized that some
suitable background in the way of military operations research theory and ‘syi'nb'olig representation is
necessary to record many key fesuits of which the Army analyst should have occasional use. We

believe that the cited references and the bibliographies'within the chapters will suffice to give much’

valuable source material for those who desire to acquire a more extensive knowledge of the subjects
discussed herein, or to provide a base on which interested and capable analysts could perform further
research on the methodology. For those readers primarily interested in applications, we have provided
many pertinent examples or illustrations to indicate just how theories or models may be used.

As was the case for Part One, Part Two is also predominantly the contributions and work of Dr. Frank
E. Grubbs — formerly Chief rations Research Analyst of the US Army Ballistic Research
Laboratories — who prepared both parts for the Engineering Design Handbook Office of the Research.
1nangle Institute, Kesearch Triangle Park, NC, prime contractor to the US Army Materiel Develop-

. ment and Readiness Command| (DARCOM). Some of the material of Chapter 27 on detection
phenomena et al. has been based pn a draft prepared by the ARINC Corporation in the carly 1970’,
and we have leaned on the contri

utions of many military operations research analysts for their fine,
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publications in the literature. In connection with the preparation of this handbook. we are indebted 1o
Dr. Robert J. Eichelberger, Director of the US Army Ballistic Research Laboratory, for his support
which contributed in a major way to the accomplishinents recorded herein.
The US Army DARCOM policy is to release these Engineering Design Handbooks'in accordance
with DOD Directive 7230.7, 18 September 1973. Procedures for acquiring Handbooks follow:
a. All Department of Army (D A) activities-that have a need for Handbooks should submit their
request on an official requisition form (DA Form 17, 17 January 1970) dxrcctlv to:
Commander
Letterkenny Army Depot
ATTN: SDSLE-AJD
Chambersburg, PA 17201.
“*Need to know"’ justification must accompany requests for classified Handbooks. DA activities will

* not requisitior Handbooks for further free distribution.

~ b. DOD, Navy, Air Force, Marine Corps, nonmilitary Government agencies, contractors. private
industry, individuals. and others—who are registered with the Defense Documentation Center (DDC)
and have a National chhmcal Information Service (NTIS) deposit account-—may obtain Handbooks
from:
Defense Documentation Center
Cameron Station
Alexand'ia, VA 22314.
c. Requestors, not part of DA nor registered with thc DDC, may purchase unclassified
Handbooks from:
' National Technical Information Center
Department of Commerce
Springfield, VA 22161.
Commcnts and suggestions on this 'Handbook are welcon:e and should te addressed to:
' Commander
US Army Materiel Dcvclopmcnt and Readiness Command
Alexandria, VA 22333. : : -
(DA Form'2028, Recommended Changes to Publications, which is available through normal publica-

© tion channels, may be used for'commcnts/suggestions.)

- xix
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CHAPTER 25

INTRODUCTION TO PART TWO,ARMY WEAPON
SYSTEMS ANALYSIS HANDBOOK

This introductory chapter gtves a brief account of the contents of PART ONE ( Chapters 1-24 of the ARMY WEAPON
SvysTeMs ANaLYsis Handbook (AWSA) in the form of chapter titles and abstracts or summaries. thus recording in
this PART Two an account of the topics which have been discussed and covered in the separate volume.

ParT Two of the AWSA, covering Chapters 25-16, is then described in perti-.cnt discourse for the remainder of

this chapter so that the reader may have a reference guide and obtain a suitable understanding of the extended methods
of weapon systems analysis covered in this separate and final volume. :

25-1 INTRODUCTION

The Army Weapon Systems Analysis Handbook (AWSA) consists of forty-six ch'aptcr's which cover-

the methods of military operations research used in the evaluations of weapons or weapoa system
potential. The Handbook is divided into two parts. Mart One covers twenty-four chapters of the more or

‘less introductory material which the young or practicing weapon systems anaiyst will often have need

of in his work. Chapters 1-24 of Part One are described in par. 25-2 in the form of chapter titles and
abstracts or summaries, This coverage of chapter contents should previde the reader with a useful ac-
count of the methods and techiniques which will have rather wide applications to many problems in the
analysis of weapon performance.

Part Two of the Army Weapon Systems Analysis Handbook consists of Chapters 25-46, inclusive. These

chapters cover some of the more advanced ropics in the field of weapon systems analysis, including

measures of effectiveness: {NOFE.; target detection phenomena and probabllmcs combat theory for
homogeneous and huuugeneom furu:s weapon equivalence studies; optimal weapon firing policies;
weapon-target allocation problems; human factors and human engineering; analysis of costs; cost-
effectiveness studies; survivability considerations; countermeasures and their analytical treatment;
war games; computerized combat simulations; some example evalnations of small arms, tank and an-
titank weapons. field artillery, and air defense weapons; and cost and operational effectiveness
analyses (COFEA'S). In order to orient the reader properly and indicate the coverage more prccxsely,
brief discus-ion of these topics of Part Two i is given in par. 25-3. '

25 2 BRIEF DESCRIPTION OF THE ARMY WEAPON SYSTEMS ANALYSIS
PART ONE, HANDBOOK

In the following, we present an informative and comprehensive account of Chaptcrs 1-24 of thc Army
Weapon Systems Analysis, Part One, Handbook in the form of the various chapter titles and the abstracts
or summaries. This type of presentation should provide the reader with a good synopsis of the
analytical methods covered, as well as indicate just where to locate any material of possible interest.

25-1

[




DARCOM-P 706-102

PART ONE — ARMY WEAPON SYSTEMS ANALYSIS HANDBOOCK

Chapter 1. Background and Purpose of the Army Weapon Systems
Analysis Handbook

A brief sketch is given of the historical development and value of military operations research and systems analysis 1n
the US Army. The purposes of the handbook are also oullined. : '
7
Chapter 2. What Is Operatmns Rescarch/Systems Analysis?

Definitions are given for the relatively new fields of operations research and systems analysis ( OR/SA )s and some
current ORJSA terminology is discussed.

Chapter 3. Handbook Content and Use
An overview of the content and use of this Handboo/c (PArRT ONE) is pre.mxted

Chapter 4. Ob_]ectxves and Applications of Wcapon Systems Analysis
This cheprer describes the objectives and beneﬁt.c sought by the Army through the performance of weapon systems

analysis. The chapter also addresses the progression of a weapon system from concept through developrnent and deploy-

ment lo disposal.

Chapter 5. Documentation and Management of Weapon System Resources
An account is given of some of the goals, documentation, and manaqement of weapon systems resources in the Depart-
ment of Defense (DOD) and the Army
Chapter 6. Role of the Systems Analyst

The role of the weapon systems analyst is discussed in sufficient detail to indicate the character, scape, and boundaries
of his general activities.

.Chapter 7. Role of the Decision Maker

The key role of the decision maker in the review and implementation of the weapon :yrtems analysis studies is charac-
lerized and /nghhqhted -

Chaptcr 8. The Sphere of Conﬂict '

The types of war, inlensities of conflict, levels of commitment; army combat functions, objectives, operations, and

trends; and the army combat orgamzatwns are discussed.

Chapter 9. The Physlcal Envnronment ,
The nature and effect of the physical environment in combat on gmral weapon employment is discussed.
Chapter 10. Some Fundamentals of Offense, Defcnse, and Target
Damage Assessment ,
. -An introduction to offensive actions, defensive aciions, and target damage assessment is given lo enlighten the analyst
in such phases of combat. The “‘shoot-look-shoot” tactic and methodology are discussed also.
| Chapter 11. Factors Affecting Target Selection -
Some of the problems of detecting, acquiring, locating, and engaging énemy largels by fmndly weapon :y:ums are

discussed. Also, problems relating to larget analysis, worth, assignment, redction, and recovery are introduced. The
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scope of the chapter is rather elementary and introductory since the overall target acquisition problem i of wide scof ¢ and
must be covered in more detailed analyses elsewhere. The importance of timely detection. acquusition., and engagement of
enemy targels cannot be stressed 100 much, however, since the efficiént utilization of friend!y weapons 1s critically depen-
dent on larget selection and engagement. Target detection chances are introduced.

| Chapter 12. The Scenario

The use of the scenario is examined as an important lool in the evaluation of weapor. systems. The chapter explains
how study objectives, assumptions, limitations, and specific guidance received from the sponsor of the study — n adidi-
ticn to operational factois — are used to simulate realistic conflict situations.

t

Chapter 13. Weapon Delivery Errer Characteristics and Distributions

Described are delivery error distributions, for the impacts of rounds fired from a weapon, which are commonly used in
evaluations, along with the concepts of probable error ( PE), circular probable error (CEP), and some preliminary
coverage of the probability of hitting. The problem of estimation of parameters of delvery error distributions also is con-
sidered briefly.

Chapter 14. Prob"ability of Hitting for Single Rounds
Single-Shot Hit Probabilities
A description is given of the methods of calcuiating the chances of hitting targets of different shepes for the case of
single or individual rounds. The methodology includes both exact and approximate lechniques for determining hit
probabilities for the cases of the centered aim point and offset aim point.
Chapter 15. Vulnerability and Lethahty '
Vulnerability of targets to attack, and the lethality of warheads against personnel or soft targets are presented from

" the point of view of the weapon :ystems analyst. In particular, the analyst must deal with the basic concepts of

vulnerable areas and lethal areas, or “mean areas of effectiveness”, in his evaluation of weapon systems.

'Chapter 16. Rates of Fire

In view of the irportance of the rate of fire of weapens, tku‘ topic is introduced and explored in some preliminary

“detail for the weapon systems analy:t

Chapter 17..Introduction to Stochastic and Other Duels

Hit probabilities, conditional chances that hits are kills, and rates of fire are the basic parameters in the analysis of
duels. These quantsties are combined in models for stochastic duels, and the chances of winning can be determined for
various firi rmg strategies, thereby predicting weapon performance. :

Chapter 18. Response Time

Some implications of weapon response times are discussed.

Chapter 19. Fuzing

Fuze action generally has some ¢ffect on both the delivery accuracy of projectiles or missiles along their trajectories and
also on the terminal effectiveness of the warhead. Thus, the analyst must be familiar with the principles of fuze opera-
tion and evaluate fuze performance, including in barticular random variations, which must be taken into proper account
in the analysis of weapon systems. The relmbt[xly and safety of j’uzmg systems represent major considerations to be

" reckoned wuh

"

-
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Chapter 20. Multiple Round Hit Probabilities, Target Coverage,
' And Target Damage

Methods for calculating multiple round kit probabilities (usually the chance of at least vne fut ;. the fractional
coverage of targets for salvos of rounds, and the fractional damage to m.rgdr veasualtie: for salcos are corered. The
models used necessarily must take tnto account the round-to-rowad ballistic dispersion, the amming ev:are far multiple
rounds, the correlation betuween rounds for automatic or target tracking weapons, target siZes and charactenstics, target
vulnerability, and warhead lethality. Moreover. suitably accurate approximations must ke uved.

Chapter 21. Reliability, Life Testing, Reliability Growth,
Availability, and Maintainability

Due to the ever increasing complexity of materiel and the demand for high quality, we can say that reliability, life-
lesting, maintainability, and availability now represent some of the more important characteristics of weapon systems
requiring accurate evaluation. The weapon ‘syste_m.v analyst must be thoroughly farculiar with certain life-time or
failure-time distributions. Therefore, we cover here the exponential, the lognormal, the Weabull, the gamma, and the
binomial reliability distributions, and hvw they are applied to the evaluateons of weapons. W cover also the estimation
of population parameters, the system reliability, and how to determine confidence bounds on svstem reltability from com-
ponent lest data. Some considerations of the analytical aspects of high reliability are discussed for the analyst, as well as
. the concept of tolerance limits for distributions. On nccastons, availability and maintainability analyses will be required
of the analyst and are therefore introduced.

Chapter 22. Mobility, Maneuverability, and Agility

The concepts of mobility, maneuverability, and agility have defied definition, quantification, and adequate modeling
Sor many, many years. Nevertheless, the weapon systems analyst must be thoroughly conversant with such measures of ef-
Sectiveness and often lake them into consideration in his evaluation process. The description quen in this chapier should
give the analyst a good iatroduction to some of the principles involved.

Chapter 23. Logistic Planning and Support

The design, development, production, and deployment of weapon systems must take into account the problems of
logistic planning and support; theréfore, the evaluation of weapons necessarily involves the quantification of logistical
. factors in the overall process. Some of the considerations for logistic planning and support type factors for the systems
" analyst are:covered, indicating the eed for the analysis of a complex stochastic area of endeavor.

Chapter 24. The WSEIAC Evaluation Model -

An account is given of the Weapon Systems Effectiveness Indumy Admory Commuttee ( WSEIA C) model or meth-
' adolugy for -evaluating weapon systems. This study of methodology was performed for the US Air Force in the mid-

1960’s and attempts to evaluate weapon systems on the basis of three primary factors: (1) Availabuiity (readiness), (2)

Dependability (reliability), and (3) Capability ( performance). These three factors are converted to a single measure of
effectiveness which characterizes the overall performance of a weapon system. Examples tllustrating the metﬁodology are
given. : .

25-3 BRIEF DESCRIPTION OF THE CHAPTERS OF THE ARMY WEAPON
. SYSTEMS ANALYSIS, PART TWO, HANDBOOK

In the paragraphs that follow, we outline the contents of Chaptcrs 26-46 of the Army Weapon System: :

Analysis, Part Two, Handbook, giving some gundehnes on their .uscfulncss and characteristic formula-
tions. - :

25-4
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Chapter 20 gives a rather broad and informative introduction to Measures of Effectiveness (MOE). A
MOE is a criterion expressing the extent to which a combat svstem or a weapon performs its mission
assignment under a spe';d set of conditions. Almost any characteristic of & weapon or weapon

system (unfortunately) may be a measure of effectiveness, however. For example, weapon delivery

error characteristics, 3uch as the Circular Probable Error (CEP), hit probabilities, and kill chances,
represer:t possible MOE’s. ‘The analyst'is warned that the proper choice of a MOE for an evaluation is
often difficult, but itgls mandatory nevertheless. It is recommended that the practicing analyst attempt,
if at all possiblc, to selegg that MOE which possesses an overall description of system effectiveness. In
this connection, the reader may note, baséd on many topirs covered in the Handbook, that kill rates
appear to have a very central role. Otherwise, some extensive study may be required for various ap-
plications. Many exgples of MOE'’s are given in Chapter 26, including an instructive one for the in-
fantry rifle.

A critical problem cﬁxring battles is that of timely detection, identification, and the bringing of effec-
tive fire on enemy targets. For this reason, Chapter 27 presents a' discussion of some of the basic
phenomena that are employed in target detection devices or equipment. This leads to some of the
models which are found to be useful in describing the probability of detecting a target. It is found that
signal-to-noise ratio is important, and that the target range and atmospheric conditions also represent
critical parameters. Terrain and vegetation also play an important role. The chapter is aimed at giving
the young weapon systems analyst both a corapetent background and a proper respect for the problem
of detecting targets on a timely basis, for otherwise our [riendly weapon systems would not exhibit
their potential effectiveness. Some accounts of search strategies are also covered.

In Chapter 25, we tackle one of the central problems of weapon systems analysis, i.e., the development
of models or theories which describe combat accurately between opposing forces. Frederick William
Lanchester is widely recognized as the pioneer who began to develop'the theory of combat in about
1914, and many combat models carry his name. Our aim in this chapter is to present some of the more
basic or preliminary combat laws which have been used rather widely or employed to advantage by
weapon systems analysts. Thesc include the famous Lanchester ILir'xcar Laws for direct fire or area fire,

model, and a new formulation of combat theory ‘which analyzes target kill-times to predict the course
of a battle. The validation of Lanchester Laws is discussed and the estimation of attrition coefficients
covered. Also, the transiiion probabilities during battles and chances of a side’s winning are formu-
lated and discussed. In some cases, such as for exponential kill-times, stopping rules on when to stop
a comkbat simulation may be developed which will control the risks of errone = judgments concerning
the battle outcome. Many useful examples are displayed for the reader. ..apter 28 is developed
around the concept of homogeneous forces, i.c., for similar weapon systems on a side.

The combat type formulations for homogeneous forces having been cov-red, the next step is te ex-
tend models to cover heterogeneous forces or the combirned arms. The central problem here is te

" the Lanchester Square Law, the Logarithmic Law, the Mixed Law or Deitchman’s Guerrilla Warfaze v

describe the relative or potential effectiveness of combined arms teams, employing, for example, infan-

try, artillery, tanks, and antitank weapons, jointly and simultaneously. Chapter 29 covers additional
terms for the Lanchester equations whict. may involve, for example, resupply; additional production;
and noncombat losses due to accidents, diseases, and epidemics. The idea of range-dependent attrition
coefficients and the generalization of the Lanchester Laws for line-of-sight considerations are present-
ed, and a basic theory for combined arms or heterogeneous weapon systems is discussed for the

analyst. All of this' material leads up to the problem of searching for methods whnch wxll lead to
equivalence rtlations between weapons of different types. °

Y

255




e

T

- 25:6

DARCOM-P 706-102

The weapon systems analyst would surely be at a great loss if he were not properly equipped to han-
dle the problem of weapon equivalence studies. Therefore, the next chapter. Chapter #1. is devoted to
presenting methodology which can be used to determine equivalence relations for diverse or
heterogeneous weapon sysiemsz In fact, a Lanchester type relationship is found between opposing
forces (1) employing heterogeneous weapon systems and (2) employing equivalent homogeneous tvpe
weapons. This is developed through the important and central parameter in all weapon systems
analysis studies — namely, kill rates. The theory is developed to display the determination of relative
weights or values of different weapon types in a conflict. Also, killer-victim scoreboarcs are discussed
and analyzed, and the force ratio as a function of battle time is given. Several useful applications to
typical weapon analysis problems are covered for the young or practicing analyst.

Although the course of battles may often take on more or less a random form of excursicn. it is
nevertheless worthwhile to consider optimal policies for the firing of weapons 2nd the best atlocation of

weapons to targets that appear on the battlefield. These two topics are presented in Chapters 31 and-

32. As will ne seen, there are gains to be realized from either or both of the suggested practices of em-
ployment of weapons during combat.

Published literature sn optimal firing policies for weapons is not very extensive, although there is
nevertheless something to say for conserving ammunition and firing so that the effectiveness of a
weapon may be maximized in some way. Thus, there is no point-in firing rounds at the remote ranges
for which hit and kill chances are very small; and, given a fixed number of rounds or some boundary
conditions on amount of ammunition supplied per day, the firing procedures must be conducted
to vest defend friendly elements. Simply stated, it becomes desirable to know the opening range that
Blue should open fire on approaching Red troops, and to allocate his rounds so thai maximum effec-

_ tiveness is attained in protecting Blue—especially for a given or limited number of rounds available for -

firing. This indeed is the type of problem approached in Chapter 31, and it is found that one must
develop the concept of a “gain” function to be used. In other words, Blue must consider what can be
gained; or better still the “‘value received” by Blue overall will depend on the distance at which Red

can be annihilated, since Blue would neither like to have his position overrun nor would he like to risk

too much to close-in fighting either. Optimal policies for firing a single weapon at a target are dis-
cussed in Chapter 31, and examples of problems which can be solved are given. Also, the problem of
firing many or diverse types of weapons is discussed.

Ammunition often is wasted by firing at targets in an indiscriminate manner. Thcrcfore it oecomes

highly desirable, and in fact leads to improved weapons effectiveness, to allocate particular weapons « -

engage specific targets which the weapons are capable of defeating in some systematic fashion. Thy:
brings up the idea of investigating methods for development of the best allocations of weapons to
targets -as covered in Chapter 32. There are many different models and procedures available for

- allocating weapons to targets. Some are rather involved or-intricate and, for example, use linear

programming techniques, dynamic programming procedures, Lagrange muitipliers, or other methods
of allocation. Chapter 32 presents some of the more worthwhile and useful methods or modelr ior best
allocations, and also presents a number of illustrative examples,.so that the weapon systems analyst
may find his evaluation requirements available in a single location. Weay. wn-target allocation factors
determined in accordance with the principles of Chapter 32 are* also nec led for the generalized.
Lanchester models or laws covered in Chaptcr 29 — for example as indicated in Eqgs. 29-42 and 29-45,
or Eq. 29-53.

~ Weapons or wcapon systems should not be evaluated without paying crmcal attention to the perfor- .
mance of military personnel who operate the weapons, i.e., the effect of human factors or human
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engineering aspects of the problems of combat. Therefore. Chagpter 35 is devoted to an introduction to
human factors and their interiace problems with he analvsis of weapons or weapon system perfor-
mance. It is seen that the analvst ofters will have to anals ze and quantiiv. usuall,{~ on a stanistical hasis,
the reliability and performance characteristics of the military personnel who emplov the weapons.
Therefore, we-discuss some of the rvpicai human engineering tvpe problems the weapon svstems
analyst might face in his evaluations and give some examples of just how human factors problems can
be handled. Chapter 33 aims at giving the young weapon svstems analvst a good start at and a proper
appreciation for human factors and weapon anzlysis interface activities.

Historicallv. analvsis methods were initially developed primarily to evaluate cr estimate the field
performance (effectiveness) of weapons, and costs were not then of anyv major consideration. As time
went on. however, it wa- found that methods to estimate. anaivze, and model weapon svstem costs
became mandatory indeed since available resources are very definitely of a finite character. Therefore,
Chapters 34, 35, and 36 are devoted to the introduction of cost analysis problems. In order to provide
the young or practicing analvst with proper background knowl:dge. a rather broaa introduction o the
problem of cost analvses for Army Weapon Svstems is taken up in Chaster 34 to provide some general
guidelines. Indeed. the practicing weapon systems analvst must strive now to include costs as a major
rarameter which must be properly evaluated in his weapon systems analysis studies. The study of ail
possible costs of weapon systems becomes necessary, of course, in the cost-effectiveness studies of
Chapter 37 and alsc for the cost and:opcratiohal effectiveness analyses (COEA’s) covered in Chapters
45 and 46. ' ' _

Chapter 35 takes up the important and now central problem of life cycle cost estimation (LCCE) of
weapori systems. Life cycle cost estimation must include costs for the research and development phase;
the investment or procurement phase; and the entire operating and support phase for weapon systems.
including its manned personnel structure. Both the “bottoms-up™ or engineering type approach and
the “‘top-dov/n ' or analytical and statistical approach to thé problems of weapon systems cost estima-
tion are covered. Techniques of using cost estimation relations (CER) are discussed, especially in
terms of the regression approach which relates costs to the primary parameters of interest. Of course,
the estimation of the useful life of a weapon system is important and includable in the cost analysis
process. Chapter 35 covers an extensive example relating to life cycle cost estimation for the Utility
Tactical Transport Aircrafi System (UTTAS). ‘

The weapon systems analyst must be acquainted with some rather special cost estimation .
techniques, and some useful ones are covered in () hapter 36. For example, the concept of the sc called
“*learning curve™ is important, and its derivation is covered in appropriate detail for the analyst. Also,
the Program Evaluation and Review Technique (PERT) may ofteh be cncountercd by the weapon
systems analyst, so it too is introduced. Morecver, as should be expected, there are numerous design
changes durmg development; accordingly, the cost analyst may well have to model the cost aspects of
some of these types of occurrences. Finally, there is much interest in reliability growth of weapon
systems since devign chanyges and/or quilily control production methods have to be considered in con-
nection with iniprovement of system reliability. The problem of estimating costs in this connection is
only bcgmmnq to be studied. !

-‘With appropnate backgmund material involving models or metheds for the analysis of weapon per-
formance ard techniques for estimating costs of weapon systems, the analyst is now ready to conduct
some cost-effectiveness type studies. Cost-effectiveness type studies are introduced in Chapler 37; giving
the analyst some general and specific guidelines. In a cost-effectiveness study, the systems analyst may
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have the opportunity either 1o fix the cost for competing weapons Jr svstems and then estimate the per-
formance of them. or he mav first calculate the effectiveness-of two or more different weapon systems
and then develop their overall costs. perhaps on a life cvcie basis, to determire which svstem would be
best on a cost-effectiveness "basis. Both procedures are covered in Chapter 37 and iilustrative exam-
ples are given for the two different methods of analvsis '

The concept of target vulnerability and some of its analytical treatment were introduced and dis-
cussed in Chapter 15. The less vulnerable a target is to attack. the higher its chance of “survival™. In
recent years, more z1d more emphasis has been placed on assuring the survivabuity of personnel and
svstems in the field. If one wers to take the term “su_r\'i\;ability" literally, it would tnvolve verv general
and broad studics of all aspects of the problem of survivability of personnel and equipment in combat.
tn fact, would it not be natural to study all systems from the standpoint of their chance of surviving in
the field under combat and other conditions of usage? It might be arguea, for example, that sur-
vivability is about as broad and encompassing as the field of weapon svstems analvsis itself!
Nevertheless, as it is turning out, the newer area of surv ivability.is one that is currently being defined
with reference to what now exists, and it would seem that survivability should probably be includable
within the scope of weapon systems analysis and related activities. In Chapter 38, the term survivability
is defined in linc with some of its current trends, and the analyst is introduced to some of its more
promising features. For example, systems should be designed and used so that they are not easily
detected, and if and when they are in fact detected. it is best for the system to be small and compact so
that it is not easily hit. Otherwise, taking cover may be necessary. Once a svstemn is “hittable”, then
consideration should be given to its being as invulnerable as possible. Finally. some design considera-
tions should be given to ease of repair of systems on the battlefield so that they may be returned to ac-
tion as soon as possible. Chapter 38, by using these guidelines, develops several areas of interest to the
analyst so that he will be cognizant of them in his evaluation problems. Much of the current interest in

survivability appears to involve development or engineering details. It is seen in this connection that

the field has a long way to go in terms of the overall analysis aspects of survivability.
More and more frequently, the weapon systems anaiyst finds himself in the midst of evaluation

problems involving countermeasures. In fact, it can be said that combat itself is a series of measures .

and countermeasures, then counter-countermeasures, etc. 'As soon as ¢ither side places a new or more
potent weapon on the battlefield, the other side has to learn to counter it in some way or reduce its ef-
fectiveness. Thus, it is natural and recessary that the sveapon systems'analyst’sometimes, will become
involved in the analysis of countermeasures in the no: mal course of his duties. The purpose of Chapler
39 is to acquaint the weapon systems analyst with some countermeasures in warfare and their
analytical treatment. In fact, Chapter 39 provides some of the basic definitions and concepts and some

- of the simpler analytic framework for. evaluating measures and countermeasures, along with some
specific examples. It is found that statistical analysis procedures often aid in the Commander's deci-.

sion processes, at least in some typical areas of interest where the aralyst might become involved. An
interesting feature of measures and countermeasures is that the concepts icad rather naturally to the
play of “games" by opposing sides. Thus tactics and counter-tactics often come into consideration,

thereby developing the basis for scenarios which become useful in the play of war games.

With Chapter 40 on war games and computerized simulations of combat, the handbook takes i very

. decided turn in presentation and content. With the present state of the art in the analysis of weapon

systems, ail problems cannot be handled with available mathematical or operations research models
since present theory s just too limited in scope. Indeed, there are many. many situations for which it is
desirable or nccesu;y to evaluate weapons when analytical models will not suffice at all. Therefore, it

258
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1s necessary to resort to use of war games or simulations in order to determine the worth of weapons in
a hypothesized combat environment. We introduce and cover many of the important aspects of war
games and combat simulations in Chapter 40. It could well be said that war games are ""as old as the
hills ", for historically they have been played for hundreds of years — the Prussians and Germans hav-
ing placed much effort in developing and exploiting the advantages of simulations. Our coverage of
war games in Chapter 40 gives some historical points of interest before World War [. then a brief ac-
count from World War I through World War ! for some of the more significant developments. and
some highlights since World War II. Then, we discuss some of the modern or present uses of war
games and proceed to discussions concerning computer simulations of combat. Many of the more per-
tinent details of playing war games are discussed and the importance of time-sequenced scenarios

- developed — inciuding target detection; terrain effects; the firing of weapons; assessment of casualties;

command, control, and communication problems; and other considerations. With reference to war
games and computerized simulations of combat, a large number of current combat simulations are
summarized in Chapter 40 for the practicing analyst. These simulations include for example, CAR-
MONETTE (which is rather extensively covered), the Army Small Requirements Battie Model. the
Individual Unit Action. Bonder/IUA, Legal Mix IV, DYNTACS X, Division Battle Model. Division
War Game, TARTARLS 1V, Tank Exchange Model. ATLAS. and others. Finally. we discuss the
problem of near real time casualty assessment. All of this coverage is given in order to'lead up to com-
bat simulations and studies covering the analysis of infantry weapons, tank warfare, artillery, air
defense, and cost and operational effectiveness analyscs in Chapters 41-46.

The remaining chapters of the handbook are devoted to combat simulations or war game type
studies, and especiaily the analysis of results from hypothesized battles involving combined arms, for
in current practice much dependence is placed on evaluations of this kind. Also, we approach and ac-
tually exhibit several different methods of attacking weapon evaluation problems so that the analyst
may acquire an overall glimpse of the various possibilities. :

Chapter 41 discusses in detail the evaluation of several different mixes of small arms or hand held
weapons for the situation where a Blue infantry company is involved in a defense against an attacking
Red infantry company. The question to be settled concerns just which of sevéral Blue mixes of hand-

held weapons would be the most effective in attaining the maximum number of Red kills. Moreover, |

we stress the advantage of using statistical designs of experiments in the planning and analysis of
results for the combat simulations played. In particular, for the infantry evaluation studied, we make
good ‘use of the Latin Square statistical design, and we show just how it would possess much

. superiority concerning the final analyses of the combat simulated data and hcnce hkcly lead to better
_supported conclusions and recommendations. :

Chapter 42 gives an example of a possible tank warfare situation in Western Gcrmany for the age of
the guided missile. Here, we hypothesize a Red breakthrough into Western Germany, and the main
mission of Blue at the time is to s:0p the: Red tank attack which might sweep across that country
toward the Ruhr Industrial Basin. For this particular combat simulation, we suggest the use of CAR-
MONETTE and extract from it the numbers of target kills by weapons on both sides. Then a killer-
victim scoreboard can be set up at some key time of the conflict, and the results analyzed or projected.
An advantage of this approach is that we may determine the relative effectiveness of both antitank
gu.ded missiles and tank armament against cnemy tanks or guided missiles, and quantify the worths of
all weapons in the engagement in accordance with the prmc:ples of Chapter 30 on weapon cqulvalence
studies.

25-9
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In Chapter 43, we cover a method of evaluating artillery or support type wcéxpon svstems. For this
evaluaticn, interest centers around determining the particular mixture of weapons in an artillery
ldmnly which can engage the most targets at a reasonable cost. The artillery or support weapons con-
sidered in the analysis include the 1>3-mm Howitzer, the 8-in. Howitzer, and the 175-mm Gun — the
problem being to find the best numbers or percentages of each caliber to employ. The study is carried
out through the aid and use of the Legal Mix simulation. The Legal Mix simulation technique es-
tablishes a target complex for support weapons to “‘attack” and determines the effectiveness of dif- -
ferent mixes of artillery weapons in neutralizing the target complex established. Based on parameters
— such as weapon delivery errors or CEP’s, lethality of projectiles, availability of weapons. cost of
complete rounds, the number of rounds required to attack targets successfully, and weapon response
capability — it was found that a two-weapon mix consisting of thc 155-mm Howitzer and the 8-in.
Howitzer appears best and entirely sufficient.

One of the important current problems in air cefense is that of ﬁndmg a suitable replacement for the
VULCAN 20 mm Gatling type gun Preliminary studies in recent years indicated that air defense guns
of calibers of about 30-40 mm should be evaluated so that there would be a suitabie range of lethality
values and delivery errors covered to settle once and for all the proper choice of a gun type weapon
against aerial targets, especially for the shorter engagement ranges. Various candidate air defense
guns falling within the outline of this scope were evaluated using the Modern Gun Effectivencss Model
(MGEM) or simulation to study the competing candidates. The MGEM simulation is described in
some detail in Chapter 44 and is considered to be a very useful means for evaluating guns against aerial
targets, since some rather extensive efforts have been expended on validating the MGEM simulation.
Various comments on this type of analysis are given also in Chapter 44.

Chapters 45 and 46 approach the problem of cost and operational effectiveness analyses (COEA’s).
It is expected that COEA type evaluations wil! perhaps be the primary or main systems analysis
procedures for the immediate future. Recently, the Deputy Under Secretary of the Army for QOpera-
tions Research has put forward some g\iidclincs on the principles for conducting cost and operational
effectiveness analysis studies. These are covered in Chaprer- 45 and may be used as a reference by
systems analysts to guide COEA type studies. -

Finally, Chapter 46, the last chapter of the handbook, presents an example of a cost and operational
effectiveness analysis for an armored infantry fighting vehicle called the. “WICV-WOW™. Hopelully,
the evaluation procedure presented in Chapter 46 will serve to give the reader some msnght into and a
prchmmary account of the problem of performing cost and operational effectiveness type analyses.

‘
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CHAPT ER 26
MEASURES OF EFFECTIVENESS

Good eraiuations of ceapon systems depend o1y critically or: proper choices of Measures of Effectiveness ( MOE 5.
An MOE generally 1, a quantitative expression of the degree to which a system meets its objectives, and hence an

analytical standard of companson. In many applications, there may be more competing MOE's than are useful. Ac-

cordingly, the analyst has the problem of making some judicious selection; othenwise he must weight the pertinent - -
. MOE's in a proper manner for final evaluation judgments of a sy:tem Proper choice of the M OE goes lmnd-m-lxarm’

with the appropriate chorce of the overall evaluation model.

26-0 LIST OF SYMBOLS

. E(R) = average or expected range of engagement, m
f(R) = probability density functionfor likely engagement ranges
B, = average or expected chance of kill over all ranges
p(k|h) = conditional probability that a hit is a kill
Pa(R) = probability of hitting as a function of range
R = rangetotarget, m ‘
rr = radius of target, m

g = parameter for a gamma distribution
B = (x/4)(mean engagement range)*, m?
g, = total delivery standard deviation or error, mil

(Other symbols are defined as needed on Figs. 26-2 through' 26-9)
'26-1 DEFINITION |

Ref. 1 of the former US Army Combat Developments Command defines the term ‘‘measure of effec-

tiveness’ as, “‘A critcrion expressing the extent to which a combat system performs a task assigned to
that system under a specified set of conditions. Thus, an individual MOE supplies a partial answer to
the question: How well does System X perform assigned Task Y undeér a set of conditions Z?”” Hence,

_we might keep in mind that for the purposes of this Handbook the performance of a weapon or weapon

system must be measured against appropriate criteria which will indicate its combat potential; put
simply, the MOE should be a *'robust” quanmauve express:on of the dcgrec to which the system un-
der evaluation meets its objectives. .

26-2 INTRODUCTION AND GENERAL GUIDELINES

It is not alw ays easy to formulate a good MOE. In fact, it is often a subjective or “value”

judgment—one that may vary considerably from one application to another—hence, the systems
analyst must give much thought to the selection of an MOE (or MOE's) that describe the potential of

a weéapon or weapon system. As Leibowitz (Ref. 2) has so aptly pointed out, It does little good to op-

timize an auto assembly line to provide the maximum number of coffee breaks per hour.” Leibowitz .

(Ref. 2), in a letter to the Editor of Operations Research, presses his point by saying, *‘A measure of effec-

tiveness resembles a moral pfinciple in that its validity cannot be established by reason alone: We -

must make a value judgement. We must play it ‘by feel’.” Further, he argués that the process of

- B ' 26-1
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selecting the proper MOE " -volves the making of four compromises, and hence might be célled. the

“*method of dynamic comp smise”. Then Leibowitz cites the case of “*George ' lazily fishing on a

warm Sunday afternoon wh, sooner or later has to come to grips with the problem of just why is he
there fishing, and hence just what is his MOE? George, apparently being smart. suddenly realizes that
every system has, or is contzined in, a “‘supersystem”’, and that the supersystem pertains to George's -
overall recreational program, and further through more supersystems to the universe! He then decides
that a good approximate purpose for his fishing is to give him a pleasurable Sunday afternoon, and this

. is his first dynamic compromise—to get things down to earth. Now, therefore, George is going to max-

imize his amount of pleasure per Sunday afternoon, but he still needs a quantitative and practical
MOE. After some soul searching, and even realizing that he really enjoys peace and quiet without
catching any fish at all, he comes to the point that his brother-in-law will make disparaging remarks if
e comes home empty-handed. Therefore, a practical and suitable MOZE is to catch exactly four fish,
and with minimum exertion. Thus, it is clear that George has just made his second dynamic com-
promise. But conflict begins to rage in the mind of George, the operations research analyst. Why four
fish each Sunday, and won't his brother-in-law catch on, and why not a random number? Shouldn’t
the random number be between four and seven, especially since George’s wife absolutely refuses to
clean more than seven fish? And with a random catch between four and seven, George has reached his
third dynamic compromise, but even this practical measure may fail to satisfy George. the operations.’
analyst, for he must also satisfy the decision maker, who happens to be George, and the MOE should
be mutually agreeable. By then, George reached the important step of compromising his choice in cr-
der to put forth an MOE which has the highly valuable asset of pleasing the decision maker, or at least
taking his viewpoint into proper consiueration, and he is now ready to start the analytical phase of his
study. But, clearly, this brings on the need for much effort: *George will need a distribution function
for fish weight versus worm diameter for various values of hook size, maybe obtainable by repeated
samplings, and he will need data on this and that, resulting perhaps in some 20 man-years of effort! ™
Having such an estimate of his work program, George—the fisherman, the OR analyst, and the deci-
sion maker—terminates the whole process, arriving at the null state, a perfect picture of *‘relaxed gray
matter”’. (Parenthetically, perhaps George may even have thought of the need for a “cost-
effectiveness” study). What happened for George to make this fourth dynamic compromise and rcduce
the scope of the study? Well, he reasoned that for a desirable, but limited study, he may as well throw '
out any consideration of his brother-in-law’s wisecracking tendency and even his wife’s fish-cleaning
capacity so that any number of fish caught would be acceptable, and furthermore, *It so happens that
the number that can be caught with minimum effort is exactly zero, and that the most pleasurable
technique for doing this is simply to put aside the rod and tackle. and doze off. This is just what

g(:eorge did.”

Leibowitz continues and concludes his metaphysical conslderauons for an MOE with:

‘“In the dynamic compromise process, (1) we make use of our limited understanding of the super-
system to obtain an approximate measure nf the system’s effectiveness, (2) then adjust this measure so
that it becomes possible to relate it to the system’s elements, (3) we readjust the measure until it is
satisfactory to the decision-maker, and (4) we re-readjust it unul the projected study does not exceed
the time-and-effort deadlines.

“‘We are not quite finished. We must examine the resulting fourth-ordcr approxlmauon to seeifitis
close enough to the ‘true’ measure of effectiveness to' make the study worthwhile. This can only be

. done ‘by feel’. If we decide that the approximate measure is too far off, then, depending on the situa-

tnon. ‘we have five courses of action: (l) learn more about the supmystem, (2) learn more about the
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system itself, (3) talk the decision-maker into revising his interpretation, (4) suggest an extension of
the scope of the study, or (5) call the whole study off. However, in most cases, this last drastic step
should not be necessary. : '

*The point is that regardless of how you finally select 2 measure of effectiveness, this measure must
be reasonably close to representing the true purpose of the system. If it is not, then all the linear pro-
~ gramming and all the game theory in the world will not save us from optimizing auto assembly lines so
as to provide the maximum number of coffee breaks per hour. And, then we would soon find that no
one was willing to sponsor (such) an operations-research study, with the possible exccptlon of labor
unions and coffee vendors.”

Perhaps even though-Leibowitz had to choose a “‘fishy” example, one might ncvcrthelcss get a
clearer view of the role between the decision maker (Chapter 7) and the systems analyst (Chaptcr 6),
and their negotiations to arrive at a good, useful or pracncal MOE, which will have an important bear-
ing on the choice of the weapon.

The process of determining proper MOE’s may not be very different actually from that of designing,
Cor arriving at, the threat cur weapons must defeat. For, example, Tombach (Ref. 3) attempts to **for-
~malize” an app'roach to threat model design ‘‘that provides the model builder with criteria for

selecting, from the universal set of all possible threat models, a limited subset of (threat) models that
are realistic, usable, and useful.” Tomnbach suggests doing this by comparing the likelihood of occur-
rence of various possibilities, and the general methodology is that of successive approximation. In fact,
he suggests starting with the most general or universal set of all possible threats (U), then by suc-essive
climinations he reduces the universal threat to a *‘phantasy” threat (P), then on to a *‘state-of-the-art”
- threat (S) for the enemy, on further to the “‘economic capacity” threat (E) for the enemy, and through
our own intelligence capability the realm of the threat becomes the intelligence threat (I). Further re-
finements through a *‘matrix reduction’ method rules out impossible threats, useless threats, unusable
threats, and on to a conservative or practically valid threat for evaluating and designing weapons. -
'Ihus, the role and usefulness of a scientific type of approach to threat design are shown.

in case some readers may be a bit confused because of our sudden mixture of the terms—*‘models”,
“threats”, and “‘measure of effectiveness”—perhaps a few words are in order. A model is a miniature or
facsimile representation of a thing or process, and for our purposes here it is usually an analytical or
computerized expression or description of the process or system (see Ref. 4, for example). Thus; the
weapon systems analyst will model the major characteristics and expected performance (effectiveness)
of a weapon under combat conditions. The threat consists of a group or complex of enemy targets,
weapons, supply lines, etc., which our fnendly weapons are required to defeat or neutralize, once in
-battle. The performance of weapons and the threat can both be “modeled”, while on the other hand
the measure of effectiveness should be a quantitative expression of the degree to which our weapon systems
accomplish the mission of defeating the target: threats.
~ Brooks (Ref. 5) also discusses the problem of MOE's, or choices of payoffs for military operations,
and the everlasting competition between adversaries in fielding improved weapons through a sequen-
tial and conditional nature of the measure, countermeasure, and counter-countcrmeasure process for

the two sides. We quote from his paper:

“Therefore, whereas measures of effectiveness dominate decisions on current or near-term weapons
sy-tcms. measures of effort to reach some approximate level of cﬁectnveness dominate (though of
course not monopolize) decisions for long-term weapons developments. '

“Specifically, it is suggested that effectiveness analysis empl.asize two features:

“First, a hunt for measure, counter-measure dead-ends; that is, we can design a hypothetical
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measure, counter-measure, counter-countes-measure sequence to see whether the enemy might
develop a decisive counter at some stage not counterable by a reasonable extension of our own system s
growth potential.

*Second, determination of the system’s ‘off-design’ capabilities; that is, its versatility in the face of
unexpected enemy technical or strategic develcpments. Incidentally, it is in these effectiveness’
analyses that the familiar combat model- -building and war gaming of operations rc:carch finds its s ap-
plication.

“These two measures of effectiveness can perform the negative {unction of screening out ‘the least
suitable weapons, among which could conceivably be the. so-called ‘vptimum’ under expected or
average value assumptions about projected trends. They car also guide the future development of
those which are favored by pin-pointing weaknesses and thc'kcy indicators of possible future enemy at-
tempts at explo.tmg these weaknesses. We have recently put the POIARIS system through this twin
wringer.” .

Hayward (Ref. 6) discusses the measurement of combat effectiveness. He suggests that the proper
quantitative measure of combat effcctlvencss of a military force is the * ‘probability of success™ in com-
bat, and he says:

“Thc probability of success depends not only on the capabilities of the specxﬁcd force but also on the
nature of the enemy, the combat environment, and the mission. Since it is lmpractxcal to measure com-
bat effectiveness experimentally, i.e., in actual combat, military judgment must be called on to specify
the relation betwccn the probability of success ard the parameters of force capability, environment,
and mission.’

Hopefully, these quotations give the analyst some appreciation for the concept of MOE’s and some

 of the problems the analyst will face in arriving at suitabie MOE's. In fact, it certainly seems desirable

to try to arrive at a s.ngle MOE for each application of Army weapon systems analysis. Unfortunately,
however, it is not always possible to establish a single MOE for each case, and moreover the task of
arriving at good weights for calculating overall or representative MOE’s may represent.quite a prob-
lem also. Hence, the analyst may expect that scme judgments will have to be made by purely
qualitative processes of determination, which nevertheless will be of value to the decision maker.

The analyst is often the one to decide on the MOE or at least make recomimr.endations to the decision
maker. Also, his selection of the MOE, as we have seen, may be just as important or sametimes more
important than the development or choice of a modsl. ‘Thus, the keen analyst will not only give the
most serious consideration to the choice of an MOF, but will keep the pertinence of the MOE in mind
during and even at the end of his evaluation.

The analyst and the decision maker often are considered to have mdmdual or mutually exclusive

roles but, as we have seen, that cannot be the most desirable situation. Since the roles of the analyst
and the decision maker overlap, at least partly, on most evaluation studies there exists the continuing
problem of revising aims, goals, MOE’s, etc. Thus it becomes clear that communication and com-
promises must be sought often during and especially toward the end of a study.
" Finally, the conc~pt of MOE’s cannot ordinarily be separated from the more general area of cost-
effzctiveness studies and related criteria. The analyst would do well to keep this in mind because the
costs incurred and the benefits derived in fielding systems cannot be measured in the same units,
although the analyst can and should always strive to come up with a single, ovcrall “robust” measure
of effectiveness.
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26-3 COMBAT DEVELOPMENT MOE’s

“The basic mission of combat developments is to formulate and document concepts, doctrine,
materiel requirements, and organization pertinent to the Army in the field. Included in that respon-
sibility is the design of land combat systems for at least 20 years into the future to facilitate the integra-
tion of new or improved doctrine, materiel, and organizations. The combat developments process in-
cludes studies, simulations, and testing and experimentation in which the final product is recom-
mended doctrinal, organizational, and equipment changes for the immediate future and for long range
planning programs. The recommendations involve estimates based upon the best available informa-
tion indicating the impact of such recommendations. Doctrinal recommendations are applied in field
manuals. Organizational recommendations are applied in Tables of Organization. Materiel recom-
mendations are applied in Tables of Equipment and in materiel specifications. As such the credibility
of MOE establishes the validity of such things as basis of issue of equipment, the establishment and
maintaining of MOE and the credibility .of requnrcmcnts for organizational and doctrinal changes.”
(Ref. 1)

USACDC Pamphlet No. 71-1 (Ref. 1) likens the combat developmcnts process to the scientific
process, as shown in Fig. 26-1, and thus indicates the thoroughness of the st1dy procedure. This
pamphlet also emphasizes that military judgment is just as important as scientific judgments in the

process of measuring the effectiveness of combat systems, and that “practical criteria as well as -

academic and mathematical criteria are considered as the basis for selection of MOE’s to compare

~systems”’. An approach to the development, formulation, and use of MOE’s in the combat develop-

ment process is thoroughly covered in Ref. 1, and a compendium of Ref. 1 coritains some 207 typical
combat development MOE'’s. They are divided into two categories: (1) Combat Development Func-
tions, and (2) Land Combat Functions. The combat development function MOE’s inciude examples
divided into the subject matters of doctrine, organization, materiel, training, and logistics. The land
combat function MOE'’s include examples concerning command-control-communications, firepower,
mobility, intelligenice, and combat service support. We have extracted and include herewith for the in-
formation of the analyst some typical MOE's, for some of the cited categories in Figs. 26-2 through 26-

9. Appendix D of Ref. 1 gives a thorough and informative coverage of the principles of measurement of

effectiveness for the combat development processes.

'Going perhaps a step further, Table 26-1 outlines some of the possnblc thinking, during combat
dcvclopment studies, which might precede the final establishment of MOE’s for some broadly defined
Army systems. Here, the system mission is considered for the likely environment and begins to take

. sharp fog:us. Also, analysis objéctivcs are considered, and some details of the probable methods of '
analysis given. The measures of effectiveness are divided into “primary” and “secondary” MOE’s.

One then begins to see that several or many MOE's will probably have to be considered and quan-
tified in some suitable way by the analyst. Moreover, it also is made clear at this stage that pr-sblems of
some difficulty arise, and some compromises will have to bec made toward selecting the best single
MOE (if possible), weighting several of them appropriately, or combxnmg them properly.

- 26-4 HANDBOOK EXAMPLES OF MOE’s

Obviously, we have already discussed and established many measures of eﬂ'ectwcness in preceding
chapters. In Chapter 10, for example, and the example therein, the expected number of armor piercing
rounds to rout the enemy tank attack may be considered as an MOE. -

The time to detect a target, or the number of ““glimpses” expected in a typlcal target detectlon, also
represents MOE’s for target |dentnﬁcatxon and detection problems (Chapter 11)

. : I - 265
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THE COMBAT PHASE ORDER = THE

PHASE DEVELOPMENTS IN THE PROCESS - SCIENTIFIC
PROCESS PROCESS
L - Study Directive, Study Plan ' ‘ Formulating the
. Problem
2. War Gamring, Modeling ' Constructing a

model to represent
the system under

study
3. Cost-Effectiveness Analysis , Deriving a T
solution from
the model
4. Test and Experimentatiohl R - Testing the
: . - . " model and the
solution
3. Materis) Needs and Personnel , v Putting the
"' Needs Documentation ‘ solution to work:
: . : Implementation
o " Figure 26-1. Analogy of the Combat Development Process . ( 0)
i i _ With the Scientific Process, (Ref. 1). v ' N ‘
| E
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FORCE EFFECTIVENESS INDICATOR

1. DEFINITION OF THE MEASURE. Force effectiveness indicator (FEI) is the ratio of the total
value of the blue force (TVB) and total value of the red force (TVR):

TVB

FEI = TVR

The total force value for blue (TVB) is computed as the sum (X) of the number n, of cAch type red
weapon destroyed multiplied by the value #, of that type weapon for all rcd weapons £, and the total -
rcd force value is computed similarly for all blue weapons k:

TVB = £ny  TVR = T na.

Thc unique characteristic of this measure is that weapon values are computed as the fractional value of
the enemy force destroyed by a given weapon. That is, the value y of a type blue weapon (i) is the ratio

of all £ of the numbers s of red kills by that type weapon multiplied by the values v; of the destroyed
red weapons to the total red value (7VR), and the value of blue weapons is computed similarly:

f 3
= Py ﬂuvy_ - Z ﬂ/tUt
TVR o TPB

The FEI does not have a closed form solution; it is usuaily calculated by assuming an initial finite
value for all weapons and solving the equation in a series of iterations until final values converge
rcﬂcctmg losses inflicted.

2. DIMENSION OF THE MEASURE. Ratno—-wcxghtcd by losses mfhcted

3. LIMITS ON THE RANGE OF THE MEASURE. The output value may be zero or any positive
value. Since losses are a function of several factors in the scenario, the output value of the FEI cannot
be disassociated from the circumstances under which it was derived. The measire has a weakness in
that a force that completely destroys. the other without taking any losses is zero effective bccause the
weapons destroyed had not obtained any value by inflicting losses. :

4. RATIONALE FOR THE MEASURE. Thisis a complex form of loss cxchange ratio with the advan-
tage that weighted valucs are based on actual performance.

5. DECISIONAL RELEVANCE OF THE MEASURE. This measure is suitable for mcasurmg ‘overall
effectiveness of a'mixed weapons force. In the referenced. studies it was used to evaluate candidate
armor-infantry mixes in terms of combined force firepower and survivability.

6. ASSOCIATED '‘MEASURES. Proportxon forced destroyed. Loss exchange ratio.

anure 26-2. An MOE for Doctrme (Ref 1)
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CROSS-COUNTRY RATE COMPATIBILITY

1. DEFINITION OF THE MEASURE. Cross-country rate éompagibility is the difference between
mean cross-country rate of all vehicle types in the organization and the cross-country rate of the
slowest vehicle. Input data are the cross-country rates of each type of ground vehicle in the organiza-
tion. The relation between output and input is: '

TR

e =1
cross-country rate compatibility = "

- R,

where:
R, = cross-country rate of first vehicle type
R, = cross-country rate of second vehicle type
. R, = cross-country rate of last vehicle type
R, = cross-country rate of slowest vehicle type.

2. DIMENSION OF THE MEASURE lefercnce in two rates — Output value is a rate in terms of

kilometers per hour or other suitable =xpression of rate."

3. LIMITS ON THE RANGE OF THE MEASURE. Therc is no limit on  the output valuc it may be
zero or any positive number. Input values are not limited, but must be expressed in terms of the same
definition of rate. The measure is most meaningful when measures are most refined, i.e., kilometers
per hour is more meaningful than kilometers per day, because rounding off of cruder measures
sacrifices some of the measure. :

i

4. RATIONALE FOR THE MEASURE. This is a measure of one aspect of efficiency of organization.‘

An organization’s vehicle mix should be compatible in the sense that no one type vehicle should
detract seriously from the overall movement rate of an organization, While movement rate itself is a
measure of mobility, compatibility of movement rates is an indicator of soundness of organization be-
tween fastest and slowest vchlcles, variation of rates, or some comparison of the slowest rate to others.

Thé difference between the mean rate and the slowest rate is selected as thc most mcamngful inthe.

military sense of identifying critical restraints.

5. DECISIONAL RELEVANCE OF THE MEASURE. Thc measure is uscful for companng competing
hypotheses of crganization whcn mobility is‘one of the aspects of comparison.

6. ASSOCIATION MEASURES: |
Movement rate . Turn-around time
Payload capacity On-road movement rates compatibility.

Figure 26-3. An MOE for Organization_ (Ref. 1)

Similarly, and continuing, the followmg are exampla of some of the measures of effectwencss in
preceding chapters:

1. Chapter 13—For weapon dchvery characteristics, the cnrcular probablc error (CEP) is a measure
of effectiveness, and the CEP might involve both aiming errors and ballistic-round-to-round variations.

2. Chapter 14—Single-shot hit probabilities are very definitely measures of effectiveness. In fact, hit.
‘probabilities combine and summarize the delivery error characteristics of weapons, the effects of target
26-8 ’
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MOBILITY INDEX (WHELLED. VEHICLES)

1. DEFINITION OF THE MEASURE. The mobility index for wheeled vehicles is a relative index ‘
"used for comparing the ability of wheeled vehicles to traverse real estate without hinderance from
obstacles, which include water barriers, steep slopes, soft soils, and dense vegetation. Input data are:

gross vehicle wt (Ib)

CPF ' = couiact pre fact essed as: - — . ,
. tact pressure fac ort':xpr ssed as tire width, (in.) X rimdia., (in.) X no. of tires
Wik = weight factor (expressed in pounds)
i " 1.25 X tire width, in.
TF = tirefactor'expressed as: - 100
GF = grouser factor (exprcsécd as a factor for vehicle with or without chains)

gross vehicle weight

= d factor =
WLF = wheel load factor no. of wheels (single or dual)

ground clearance, in.
10

EF = engme factor (hp/ton expressed as a factor). (Factors 0.6 and 20 are used to scale
down the mobility indexes of wheeled vehicles for purposes of comparison.)

CF = clearance factor =

Relation of output to input is:
CPFXWFXWLF
TF XGF

mobility index = 0.6 [ - CF ) XEFXTF ] - 20.

2. DIMENSION OF THE MEASURE. Index number.

3. LIMITS ON THE RANGE OF THE MEASURE. The output may .assume any value but is or-
dinarily a large positive number driven by vehicle weight in pounds. The combination of faciors makes
it difficult to use the index for any other purpose than comparison of vehlclcs

4. RA TIONALE FOR THE MEASURE. Thisis a combmanon of most vehicle charactcnstxcs signifi-
' cant to wheeled vehicle mobility. ‘

5. DECISIONAL RELEVANCE OF THE MEASURF Used to compare wheclcd vehncles
6. ASSOCIATED MEASURES. Mobility index (tracked vehicles).

Figure 26-4. 'An MOE for Materiel (Ref. 1)

size and shape, and include the important effects of range from weapon to target. Indeed, hit proba- |

bilities may often be the only needed basis for comparing competing weapons in certain applications.
3. Chapter 15—The vulnerable area of a target to specific attack and the lethality of a warhead to

enemy targets represent MOE'’s that charactenze and summarize terminal effects. In some cases, final -
: Judgmcnts concerning weapon' effectiveness may be arrived at by using vulnerability or lethality for
. competing weapons having about the same delivery errors or distributions. Moreover, the conditional

probability that a hit is a kill constitutes somewhat of an overall terminal effectiveness MOE.
| | ' | T 269
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TIME TO ESTIMATE RANGE

1. DEFINITION OF THE MEASURE. Time to estimate range is the elapsed time from detection of a
target to estimation of range. Input data are the moment of detection and the moment estimation of
range is complete. Relation of output to input is:

time to estimate range = time of estimation — time of detection.

2. DIMENSION OF THE MEASURE. Interval—elapsed time in terms of seconds. If the measure is
taken at different times or under varying circumstances, it can be used in the form of mean time to es-
timate range or median time.

3. LIMITS ON THE RANGE OF THE MEASURE. The output can be zera or any positive value. The
resolution of the measure is limited by the precision of taking start time and end time. The data cannot
be disassociated from the definition of computed estimation used, whether it is the first estimate stated
regardless of accuracy or is the final in a series of estimates which is used. for firing.

4. RATIONALE FOR THE MEASURE. This measure addresses a component of target acquisition
time. Problems in estimation are assumed to contribute to the length of estimation time.

5. DECISIONAL RELEVANCE OF THE MEASURE. This measure can be uscd‘to compare estima-

tion times of means of range estimation (techniques, aids, rangefinders, trained personnel) to each

other or to a standara. i« would not ordinarily be used alone, but would be combined with accuracy of
. estimation or accuracy of firing in most cases.

© 6. ASSOCIATED MEASURES: !
Accuracy of range estimation ‘
Firing accuracy
Time to detect
Exposure time
Time to identify
Prqbabilitv of hit

. Probability of kill.

Figuré 26-5. An MOE for Training (Ref] 1)

4. Chapter 16—Rates of fire can be of critical impoﬁance for surface-to-air weapons, or for close
combat, for example. Thus, rate of fire represents a key MOE or charac cristic parameter describing
- the weapon under consideration.

5. Chapter 17—The individual or “isolated” MOE'’s of hit probability, conditional chance that a
hit is a kill, and rate of fire can be multipiied to obtain a kill rate which represents a more inclusive
MOE for the weapon or a weapon system. The kill rates, along with varigus strategies of firing, deter-
" mine chances of winning a duel. The: chance of winning a duel, therefore, gives even a =tili more in-

" clusive MOE since combat usage of the weapon is also taken into a t in the 2nalysis of duels.

6. Chapter 18—Weapon response time is another example of an MQE. System response time—
.including a proper combination of detection, acquisition, command ntrol-commumcanon effec-

 tiveness, and weapon response time—describes yet a hlghcr level of M E
26-10
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REQUIRED AMMUNITION RESUPPLY RATE

L. DEFINITION OF THE MEASURE: Required ammunition resupply is the rate of ammunition
recd. Input is rounds required per day. Unit of measure of input is rounds. c. alternatively tons or
DOA. (Day of Ammuaitiori—a specified number of rounds for a type weapon.) Relation of ouxput to
ipput is: '

- total number of reurds required {or tons. or DOA)

ired ly =
required ammo resapply nu'nbcr of days in time pcr:od observed

. DIMENSION OF THE MEASURE. Ratio—a rate in terms of rounds per day or tons per day. Unit
o( measure of output is rounds (or tons). In its most esoteric form it is the ratio between a predeter-
‘mined “‘day of ammunition” which is meant to be the amount of ammunition required per day and the
actual ammo per day. In this form it is “DOA per day™. . '

3 LIMITS ON THE RANGE OF THE MEASURE. The measure must include at least one day's ob-
servation, and as the denominator g:ts larger the measure gets better. The output may assurne any
positive value. The measure is limited to a single type of round in the form “‘rounds per day . In the
form of weight per day, it is more encompassing. For comiplete inclusion of different types of ammuni-
tion 1t is usually necessary to use the form “DOA per day

4. RATIONALE FOR THE MEASURE. This measure addresses sustanabllny It is reasoned that a
good performance in other respects may be offset somewhat by difficulty in sustainability. If sustaina-
bility were difficult enough. it would affect performance and could be measured otherwise. This meas-
ure is meant to be sensitive enough to address sustamabxhty before it is serious enough to affect per-
fort.ance of the mission. :

5. DECISIONAL RELEVANCE OF THE MEASURE. This measure cculd be used to distinguish be-
tween firepower systems that are equal in productivity. Or i it could be used as a further refinement in a
more complcte description of successful systerns. : :

6. ASSOCIATED MEASURES:

Resupply frequency
Ammunition cxpenditure.

Figure 26-6. An MOE for Logivics (Ref. 1)

7. Chapter 19—Analysis of fuzt performance toward optimizing the effectiveness of the terminai en-
gagement and the inclusion of analyses of reliability and safety factors will involve the aaalyst in some
rather compiex problems of MOE.'s, especially since fuze action affects vulnerability and lethality.

8. Chapter 20—Although single-st.ot hit probabilities may be sufficient for some :nalyses, the
chance of at least one hit as an MOE becomes important for cases where multiple rouncis must be
fired. The fraction of target coverage—or the expected fraction of target damaged—gives higher .evel
more overall weapon or system effectiveness MOE"s.

9. Chapter 21—The concept of MOE's and their usage in system evaluations tnmfer casily !

properly to system reliabiiity, a confidence bound on system reliability, the availability o readir =1 of
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COMMUNICATIONS PERFORMANCE INDEX

1. DEFINITION OF THE MEASURE. This communication index is a weighted sum of 2 com-

munication system’s performance in relation to its requirements. Input data are the relative weights of
cach requirement (i, ... M) and the performance (£ ... B) observed in ezach requirement
(R, ... Ra). Relation of output to input is: -

i = (L) + mi( 2 R) < (R) - ..‘[“' 7]

Examples of system requirements are: direct communication capacity, organic communication equip-
ment. conference call capabiiity, specific range. security, mobility, message hard copy, dependabiility,
and vulnerability. each of which is measured directly or rated by evaluators on a common scale.

2. DIMENSION OF THE MEASURE. Index—A weighted sum.

3. LIMITS ON THE RANGE OF THE MEASURE. The values assumed by the oufput depend on the

performance/requirements scale and weights. The maximum value is n times the maximum scale,
times the total wcight. The measure is limited by the selection of rcquircmcms and weights.

4. RATIONALE FOR THE MEASURE. The measure is intended to combine pcrformancc in all re-
quiremen.ts to precludc over-valuing some requirements.

. DECISIONAL RELEYV. i\CE OF THE MEASU RE The measure can be used to compare alter-
native communication systems. - '

6. ASSOCIATED MEASURES:
Percent messages completed
Communications system capacity.

Figurc 26-7. Aa MOE for Command-Control-Communications (Ref. 1)

a weapon to start a mission, and the ease of maintainability of a system in combat. As may b clearly
" seen,. sometimes an MOE involving only the system reliability may be sumcxent for an inclusive
analysis.

10. Chapter 22—Weapons in the field must possess the reqmrcd characteristics of moblhty, ma-
neuverability, and agility —depending on actual usage. Therefore, suitable MOE's describing the level
of performance of mobility, maneuverability, and agility are needed ‘or evaluation purposes. -

11. 'Chapter 23—Additional and extensive studies seem required to develop MOE’s for logistic and

planning purposes, insofar as the support for weapons is concerned. Many of the military operations -

cesearch and statistical studies will, no doubt, aid in improvement of logistic MOE's.

12. Chapter 24—The WSEIAC evaluation model gives a prime example of combining lower level or
- individual measures of elfectiveness into a systernatic and inclusive analysis which can result in a single
and overall summary of system effectiveness. The final MOE for a8 WSEIAC type analysis, when
properly obtained, should be very satisfying to both the analyst and the manager because it ercom-
passes system availability, relub:luy, and terminal per{ormanee in a unified manner.

26-12
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MEAN TIME TO NEGOTIATE OBSTACLES

1. DEFINITION OF THE MEASTURE. Mean time to negotiate obstacles is the arithmetic average of .

cach elapsed time consumed in overcoming an obstacle to advance. Input data are the delay time for
each obstacle and the number of obstacles. Relation of output to input is:

"
3 (each elapsed obstacle delay time)

mean time to negotiate obstacles =
S 8 number obstacies

2. DIMENSION OF THE MEASL'RE. Ratio—output is a mean time in hours and minutes.

3. Ll.:tljl.TS ON THE RANGE OF THE MEASURE. The output may assume any positive value. As it
is stated, the measure makes no distinction among different types of obstacles. It would probably be
better to break it down into measures for river crossings, {nineﬁelds, barriers, barbed wire, and so
forth. '

4. RA ?’IO.\C4LE FOR THE MEASURE. This measure addresses mobility performance in terms of

times to negotiate obstacles based on the premise that shorter negotiation delay times mean better -

mobility.

. DECISIONAL RELEVANCE OF THE ME. ASURE. Since this is a measure of performance rather
than a true measure of effectiveness, it is applied to comparing mobility systems under the same condi-
tions. It could be converted to a measure of effectiveness by taking total move time into account with
obstacle delay time as *‘percent delay”, assuming that zero delay for obstacles is ideal performance.

6. ASSOCIATED MEASURES:
Percent delav
* March rate -
Percent moves complcted on time.

Figure 26-8. An MOE for Mobility (Ref. 1)

Need there be iny'vmore arguments about the role of MOE's in Army weapon systems analyses?

- Pcrhaps, with ‘thesc examples‘ the reader is convinced of the somewhat central role of MOE's.

26-3 FURTHER COMMENT ON THE RELATION BETWEEN A MODEL
AND AN MOE

It is important for the reader to understand that models and MOE’s go hand-in-hand, so to speak.
In fact, the MOE clearly depends on the status of development of the model describing the perform-

“ance of a system or process. The be:ter the overall model developed for the éxpected combat effec-

tiveness of a weapon, then the better the MOE which gives a numerical value of performance express-
ing the relative degree to which the system accomplishes its mission. The MOE thus is obtained by
substituting appropriate values of the parameters into a suitable model, and we can easily see that the

also.
26-13
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MEAN TIME TO ACQUISITION

1. DEFINITION OF THE MEASURE. Mean time to acquisition is the arithmetic average of the
elapsed umes to complete all successful acquisitions. Acquisition is defined as including detection.
recognition, identification, and location of the target. Input data are the elapsed times for each com-
pleted acquisition. Relation of output to input is:

n
3 (elapsed time each successful acquisition)

mean time to acquisition = p T
: number successiul acquisitions

2. DIMENSION OF THE MEASURE. Ratio—Output in terms of an average time in seconds,
minutes, hours, or days as appropnatc Could also be used in the form of a “median time to
aCQUlSlﬂOD

3. LIMITS ON THE RANGE OF THE MEASURE. The number of successful acquisitions must be
enough to average out large differences from chance factors in the conditions concerned. The output
value cannot be disassociated from the circumstances under which it was derived. The output may
assume any positive value. ' '

4. RATIONALE FOR THE MEASURE. This measure directly addresses the timeliness of acquisition.
It applies only to the case of completed, successful acquisitions and not to the expected time to acquisi-
tion of a target. Since it subsumes other rime measures (such as time-to-detectien) it is a grosser reas-
ure suitable to the evaluation of larger systerns. ‘

5, DECISIONAL RELEVANCE OF THE MEASURE. This measure may be used in any situation in
which timeliness of target acquisition is a factor. |

, 6. ASSOCIATED MEASURES:
Time to detection
Time to identification
Expected time to acquisition.

Figure 26-9. An MOE for Intelligence (Ref. 1)

26-6 CAUT!ON ON AN OFTEN USED MOE

It is the job of the systems analyst to establish good MOE’s md use them properly in each evalua-
tion study. It is his daily task-—it should be clear that “universal” MOE's do not exist, and that very
frequently the analyst has a difficult job in establishing the best MOE. Lest one might take the job of
arriving at a proper MOL as “duck soup”, let us consider an MOE which has been widely used;
namely, the *cost per kill"’ type MOE. On the surface, it seems certain that *‘cost per kill” often would
be a most useful MOE and also should apply widely when we are evaluating the worth of competitive :
systems or components of a system. Indeed, it often is a good MOE, and in the case where systems are -~ 1
employed in such a manner or in an environment where they really do not affect each other, i.c., are ( )

“independent”, then “coot per kill”’ may be quite adequate On the other hand, if interactions among = ,
.1 2614 - . : . _ : 3 - 3
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forces or weapons exist, then the *‘cost per kill”” MOE may be misleading, and hence may not describe
some very important details or outcomes of battles. Thus, if we can in some way establish the
minimum cost per kill for a weapon or military unit in judging overall effectiveness, then have we not
reached a suitably optimum goal? Walsh (Ref. 7) has studied the use of miriimum cost per “kill”,
determined independently of overall defense systems interactions, in a very detailed and unique way
for area defense against an enemy attack. He se.s up a mathematical expression for the fraction of
enemy units entering defense sectors which survive attrition in the ensuing battle and shows that the
criterion of minimum cost per kill does not necessarily represent the optimum strategy for the defend-
ers. Walsh’s analytical account of the ground battle turns out to be rather complex although his model
for the fraction of enemy units which enter the deiended sectors, and yet survive combat attrition, in-
cludes the total potertial of the defender’s weapons, number of defense units for each sector, and the
inumber of attackers and their effectiveress. With this account of a “‘realistic’ battle, Walsh shows in
his illustrative example that when. the optimum defense strategy is employed rathér than the
“minimum cost per kill” measure of effectiveness, the battle outcome for the defense is greatly im-
proved. This, he explains, is due to involved interactions between weapons and forces. The analyst
would do well, therefore, to take a very hard look at any such criteria of effectiveness, or MOE’s, even
though minimum cost per kill may often be a valid and useful criterion.

26-7 DEVELOPING A MODEL FOR MOE USE WITH THE INFANTRY RIFLE
AS AN EXAMPLE

While we have indicated that a gopod MOE often will depend largely on the particular weapon ap-
plication and that the usefulness of an MOE will also depend rather critically on the problem of
modzung the performance of the weapon properly, an example of model development and the
resulring value of the MOE is illustrative. As a simple and yet instructive example, we will consider the
case of an infantry rifleman defending ground against the attack of oncoming enemy infantrymen.
. Suppose, for example, that the friendly rifleman has the job of neutralizing an attacking enemy
rifleman who is making a frontal attack on the defended position. Suppose further that the enemy rifle-
"man. being the attacker, is seen often and is in rather full view of the defender. Moreover, he ap-
proa- hes the defender in a fairly crouched manner, so that he presents a fairly *“‘circular” or *‘square”
targe: (for ease of computation). As the enemy soldier tries to overrun the defender, the defending rifle-
man ‘vill engage him at some range of engagement, depending on characteristics of the terrain, vegeta-
tion, perhaps chance of hitting by the defender, and other considerations. Also, assume as is often the
~ case, :hat the conditional chance p(k |A) that a hit is a “kill” or incapacitation is- constant over the

likely ranges of engagement. In such a situation, then just how would we develop a model for a good
MOE, and what would it be? : .
It is certainly desirable to stop the enemy attacker with the first shot; hence we may view the prob-
lem ;s follows. The crouching attacker may appear at a randomly chosen range between some
reasc:*sble limits sv that there is a distribution of ranges of engagement, and therefore the chance of a
hit as a function of range will also be an important consideration. Hence, we may seek to find an
overall mcasure of effectiveness; namely, the average chance over probable engagement ranges that the
defending riflernan will incapacitate the enemy attacker. in this connectxon, the chance of a hit l'or any
range R may be taken (Chapter 14) as :
(R =1 — exp{—rd/[20 J(R/ 1000)’ e
=1 = exp[—500,000r3/ (edR%)] E :

26-18
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where ,
rr = radius of the target, m
g, = total delivery error {(a constant), mil
R = rangetotarget, m.
For the probable distribution of the ranges of engagement tor the defending rifleman ﬁrmg at the at-
tacker, we will use the gamma density

f(R) = (48~ /T)R%exp(~R*/B) | (262
where it can be shown that the parameter 8 is éiven by
8 = (x/#)[EQR)]* = (x/4)(Mean Range)’, m?. (26-3)

This seems to be a reasonable choice for rifle ranges of engagement since Eq. 26-2 peaks toward the
closer ranges and has some positive skewness, tailing off to the longer ranges at which the attacker may
possibly appear. In connection with Eq. 26-3, one determines the distribution of the range of engage-
ment simply by selecting the mean or expected range of engagement, squaring it and multiplying by
x/4, which gives the sirigle parameter 8 for substituting in Eq. 26-2.

' We are now ready to set up the model, taking the chance of any random engagement range, mul--
tiplying this by the probability of a hit and then by the conditional chance that a hit is a kill or in-
capacitation, and finally integrating over all ranges (zero to infinity here). Thus, we have that thc
average kill probability £ will be determined by

= [ iy @pmcraR - O as

This integration for constant p(k | 4) leads to ' ,
B= pkIiXt = {1 + [2X10%%/ @I expl-12X10%/@3O)'Y) @26)

where, in summary,

rr = target radius, m

de = toial deri sery error, mil ‘
: B = (x/4){r.ean range)’ m?. - :
- Thus, we take the average kill probability B, over probable ranges of engagement as a useful L
measure of effectiveness. It will be mformatnve to give a numerical example. C

EXAMPLE 26-1:
. Let us consider the typical tactical situation previously outlined between a fnendly and an esiemy

rifleman, and assume that the dchvery errors for the friendly rifleman amount to a round-to-round

standard error of 0.5 mil and an aiming error of 1 mil. The conditional chance that a hit is a kill is 0.9.
The target radius is % m, and the terrain and vegetation is such that the average or expected range of
engagement is 150 m. What is the value of the MOE, takmg it to be the average kill probability X over
lxkely engagement ranges’ .

269
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We have:
rr = 0.333m
g = V12 + (0.5) = 1.12 mils
8 = (x/4)(150)* = 17,671 m? (Eq. 26-3). :

The single-shot hit probability as a function of range is calculated from Eq. 26-1, and is plotted as
the upper curve in Fig. 26-10. Taking the mean engagement range as 150 m, and the parameter
8 = 17,671 m? determined from Eq. 26-3, one can calculate by Eq. 26-2 (for illustrative purposes) the
probability density function f (R) which is plotted as the lower curve on Fig. 26-10, with the ordinate
scale given at the right. '

Since p(k [h) = 0.9 and is constant for ranges of interest here, then from Eq. 20-5 one may calculate
R = (0.9)(0.824) = 0.742.

(Had the expected range of engagement been 300 m instead of 150 m, then F, would have been
(0.9)(0.469) = 0.422, showing the influence of the true mean _engagement range. ) .

The MOE lor this example was taken as the kill probability B, which was determined by integrating
over the range of engagement in order to get a more overall measure of effectiveness for the rifle system.
The model given on the right-hand-side of Eq. 26-5 would be different if there were a change in the
form of the distribution of the ranges of engagement or the hit probability model although the concept
of R as a useful MOE may not necessarily change. Hence, it might be said that the best MOE should
be based on the most appropriate or overall mode, so to speak, and the size of , would indicate the
degree to which the system meets this objective in comparison with other rifles—hence, the relation
between model development and the MOE.

Concerning small arms firings and some other related MOE’s, Sterne (Ref. 8) gives analytical ex-
pressions for the lethal areas of small arms, carrying over that concept from the lethality of artillery
projectiles to that for a rifle firing bullets. Groves (Ref. 9) discusses the effectiveness of unaimed small
arms fire into a region by carrying forward the small arms lethal area concept of Sterne and obtaining

~ a specific expression for rifle kill probability (not including the distribution of engagement ranges).

Eq. 26-5 is, of course, for aimed fire and represents an attempt to develop a higher level of an MOE for
such application. Nevertheless, much more can be said about generalized MOE s, which leads us to
some further consxderat'ons

. 26-8 SOME ADDITIONAL. COMMENTS AND CONSIDERATIONS FOR

GENERALIZING MOE’s

An important function for an Army in combat zones is to seize and hold ground areas, or deny the
enemy use or occupation of certain regions. Hence, a good measure of effectiveness of a weapon might
be the area it can defend or the area it can preclude an enemy from taking. The rifle can reach out ef-
fectively to hundreds of meters and can also be aimed or fired in large angular sectors. Thus, there is
the question of just-how much ground area a rifleman can attack or defend, and to this we might even
add the mobility of the rifleman for a more generalized MOE! An artillery projectile on the other hand
can deliver a lethal spray of fragments over a fairly wide area when fired to thousands of meters in
range, and the artillery weapon can fire in wide angular directions. Thus, this too would seem to bring

. up the question of perhaps more generalized concepts for MOE’s involving attacked or defended

ground areas and even related costs: Of course, for such conslderanons we invariably have to get away
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from dealing wi-h individual weapons and evaluate small units or organizations. Nevertheless, the con-

cept might well deserve more study and, as a matter of fact, such ideas are used in high level war

games.

Finally, and of some interest is the *‘Concept of Opportunity, which has been proposed by Blum
(Ref. 10) as a possible measure of effectiveness. Blum considers the opportunity presented to any
system or the opportunity generated by the system itself, along with the system response to such op-
portunities. The product of these two factors, on a relative frequency basis, mdy show the net effec-
tiveness of the system under study as compared to another one. Blum points out that “opportumty is
dynamic”, and indicates as an example: .

“The number of targets presented to a combat system is a measure of that system's opportunity to
engage. But if those targets are not benign with respect to the system being examined, then their in-
crease presages an increase in the risk that the candidate system will be attacked and its marginal ef-
fectiveness reduced before it can effectively respond to the opportunities presented.”.

Blum then points out that perhaps it would be appropriate to describe opportunity as the immediate
precursor to the effectiveness of any given subsystem to the whole system under study. As an extension
of the concept of opportunity, he considers a widened scope for a weapon system—including the op-
portunity to acquire a target, the opportunity to engage a target, the opportunity to hit, and the oppor-
tunity to kill or defeat the target. .

Bilum (Ref. 10) concludes his concept by sugges‘mg two principles concerning where to begin the
assessment of system effectiveness:

*First Principle: Thoroughly define the systcm being evaluated through all its major subsystems.

Construct a diagram of the subsystem flow. Determine if opportunity is endogenous or exogenous to

the system.

*“Second Principle: If the system generates its own opportunity and there are no interactions be-
tween subsystems (series-parallel flow without feedback), then maxlmlzmg opportumty is a neces-
sary condition to maximizing system effectiveness.” :

26-9 SUMMARY

MOE is a quantitative expression of thc‘dcgree to which a system under study meets its objective.
The MOE, therefore, often will depend on the possibility of quantifying or modeling the weapon
system objective. In fact, the value of the MOE selected to measure the worth of a system may well de-

_ pend on the proper development of a useful and quantitative overall model of system performance. We
have given several illustrations for MOE’s in different military operations research areas of interest -

and developed an example for small arms which may apply elsewhere.
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CHAPTER 27

DETECTION PHENOMENA CHANCES OF TARGET DETECTION,
AND SEARCH STRATEGIES

Some of the bastc physical phenomena and principles applicable to target det=rtion devices are discussed for the general
background information of the analyst. Some of the models to estimate probabilities of detecting targeis are given and il-
lustrated. In view of its importance, an introductory account is given of some available strategies for the target searthmg

. han

problems. References for further reading are listed.
27-0 LIST QF SYMBOLS_'

A = area in which target is randomly distributed or locatable, m*
A. = antenna size, m®
A, = target cross-sectional area, m?
A, = area of uncertainty
Ay, 4; = typical areas
B, = acceptance bandwidth of receiver, Hz
¢ = cost of searching ith region :
¢, = constant = 3.7415 X 10~ Wecm?
" ¢; = constant = 1.4388 cmeK
E = elevation angle, deg
E(n) = expected number of trials to a detection -
E:, = electric field vector
E, = total emissive power, W/ (cm’-hcmlsphcrc)
E(t) = expected time (to detect) :
E(W) = mean or expected value of W
F(R) = appropriate function of the lateral rarige R
f = false alarm rate
G = antenna gain, dimensionless
G, = chance of not detecting target in \# — 1) glimpses but dctectwg iton thc nth trial
& = chance of detecting target on ith trial
&(W,a,v) = gamma probablhty density, Eq 27-33
}'_{; = magnctnchcld vector
hy = antenna height, ft or m
hs = target height, ft :
I, = intensity of output signal, W/m*or W/cm’
Iz = intensity of returned s1gnal W/m?or W/cm®
J(A). = emissive power of unit area in wavelength mterval AW/ (cm’°cm)
K = constant, dimensionless :
K’ = constant, m
K” = constant, m*
C - & = number greater than unity
o : k= Boltzmann constant = 1. 38 X 10"" W/ (Hz-K)
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= svstem loss factor, dimensionlsss
length of path search, m
number of boxes (possibly se 2rctiec;
m* = optimal search policy
N = noise
VF, = noise factor. dimensionless
. n = number V
n = given number of glimpses
n
R.
R)
g
p
p

I N~
]

i

.= unknown number of target elements present
= chance of detecting target in n glimpses

= transimitted power, W
= unknown chance of seeing or detecting atargetelement = 1 — ¢
= esiimateofp = 1 — s¥/% '
p1 = prior probability target is in the ith region
p(R) = chance of detecting target within the lateral range R
p(e; = chance of detection '
_ p{t) = chance of detection in time ¢
¢ = chance of not seeing or detecting a targetelement = | ~
§ = estimateofq = s%/%
R = range totarget, m
R = lateralrange, m

Ra = maximum range to target, mi
R, = limiting range, m
r = ratio (Fq. 27-31) :
Tasp = area rate of search for background 4 and light level £
a1, Tas = reference rates of search
e : § = signal ‘
s' = variance of the number of target elements detected in several trials
s? = @' = estimateof o?
T = absolute temperature, K '
7, = ambient temperature, 290 K
7. = number of time units apart for intermittent glimpses
t = time o s
¢t = time variable:
u = search speed' (constant)
V = target speed, tank speed, m/s
o = relative speed between target and observer, m/s
W = width of path (sweep) seerched by sensor, m
B = width of path, as before, except W is now a random variable
W' = effective width of path searched by sensor, m, Eq. 27-29
X ™ interval length

% = observed mean nu;r\berof urgct elcmcnu detected i in several trials
2= ) = estimateof . .
Var(W) = var_nnceol w

¢
. . { .
: » [y : 27'2 ’

= chance of target detection within range R, given maximum range R,
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= an optimal value for the iterated constant a determined from Eq. 27-32
reciprocal of scale parameter (Eq. 27-33)
= chance target is in ith region
total emissivity of a surface, dimensionless
MTTD = mean time to detection
wavelength, cmor m '
np = true average number of target elements detected pertrial = (1 — ¢)
shape parameter
= target size, m*
target cross section, m*
¢* = true unknown variance
o, = Stefan-Boltzmann constant
= 57X 1072W/(cm?K"Y)
average time wasted for a false alarm

it

il

]

1]

MyMer >a~8 28
1 0

-
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27-1 INTRODUCTION

In Chapter 11, we discussed many of the factors affecting target selection and presented some prob-
abilistic techniques of analvsis of continuous search or search by target detection devices which may
involve distinct glimpses. The purposes of this chapter are to give the analyst some further introduc-
tion. especially to the general physical principles or characteristics of target detection devices used in
the field, and also cover selected topics in elementary search theory. Concerning the first tbﬁic, we
believe the Army weapon systems analyst should be aware of physical phenomena and functions
related to target detection and location, the general types of detection devices used, something on the
accuracy of the processes, including the effect of setisor-to-target rangc which represents the primary
tactical variable.

Weapon systems cannot be employcd properly in the field w-thout the prompt or timely detection of
enemy targets as they appear on the battlefield. Hence, the importance of superior target detection
equipment. :

As the reader is no doubt aw .. e, much of the mformauon on target detection and acquisition devices
is classified. Hence, information on specific items must be obtained from appropriate Army pubhca-
tions and rcports ‘ e

27.2 DETECTION
27.2.1 SENSORS

Before undertakmg an analysis ol search detecnon and the attendant errors with their range de-
pendencies, it is advantageous to discuss bncﬂy the physical and operatmnal characteristics of sens-
ing processes and devices.

27-2.1.1 Electromagneuc Sensors

"By far the most :mponam class of sensors are those capable of detecting and interpreting electro-
magnetic radiations. The spectrum of electromagnetic frequencies covers ranges from those in the
*“audio” range, although all frequencies here may not be audible, to those encountered in connecuon
with the most energeuc cosmic rays. The lpectrum is shown in Fxg 27-1. '
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Figure 27-1. Radar Frequencies and the Electromagnetic Spectrum

While all electromagnetic waves aie transmitted at the same speed in free space, 3X10" m/s, the
spred through other media is strongly frequency dependent, which accounts for many of the charac-
teristics of these radiations. Refraction is a consequence of propagation velocity changes alang the
d’ ection of wave front propagation; the magnitude of this effect is frequency dependent.

Electromagnetic absorption ana scattering also are frequency dependent phenomena. Absorption is
the frequency selective diminution of electromagnetic waves or signals by the medium through which
propagation is taking place; the energy carried in the wave train is absorbed by the material of the
medium. Scattering is precisely what the name implies; it is the diversion of radiant energy from its'
original propagation path to be scattered more or less uniformly through the solid angle 4 sr. Scatter-

ing is a characteristic of all wave-like phenomena. In general, this process is most pronounced when -

the wavelength of the radiation is the same order of magnitude as the scattering particle diameter.
Reflection also is frequency dependent, and dependent as well on the nature of the reflecting sur-
face. A ,

waves are reflected from smooth plane surfaces, i.e., from sea water or grassy fields, two important
changes take place: (1) the waves are polarized into a plane which is horizontal with respect to the line
of propagation, znd (2) a phase lag of approximately one-half wavelength is introduced. The effects of
refraction, ‘absorption, scattering, reflection, and polarization are |mpomnt operationaily for target
detection devices. :

za -

Another property of clectromagnetlc radiations is their susceptibility to polarization. When thcse'
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27-2.1.1.1 Radar

The word radar is an acronym for radio detection and ranging. The main elements of a radar system
are: .
A transmitter which acts as a cource of electromagnetic energy

2 An antenna to radiate this energy

3. A receiving antenna to collect energy reflected from a target (The rcccwmg antenna may be the
same as the radiating antenna.) . -

4. A receiver to process electronically the energy received through the antenna

5. A display element which - makes the received energy available to a decision maker.

The transmitted- signal may be uninterrupted continuous wave (CW), pulsed CW, phase
modulated, amplitude modulated, or frequency modulated—depending on its tactical apphcatxon
The emphasis here will be on pulsed CW systems.

The basic principle of pulsed radar is that the transmitter sends out radio waves in a series of shart,
powerful pulses and then rests during the remainder of its cycie. During the particular period or inter-
val in which the transmitter is at rest, echo signals may be received and timed to determine the range
to the reflecting surtace. In CW radar, the transmitter sends out a continuous signal. If a nonmoving -
surface is in the path of the transmitted wave train, the frequency of the reflected signal will be the
same as that of the transmitted signal. If the surface is moving, the frequency of the reflected echo will
differ from that of the transmitted signal and the frequency difference can be used as an indicator of
target motion. This target motion can also be detected by pulsed CW radar, but not as well.

For initial target detection, long-rarge search radar is used to evaluate targets before they can come
within firing range. It differs in many features from a fire control radar, the function of which is to give
accurate target location and tracking information. The search radar beam is broadly focused verticaily
and horizontally by the antenna to enable it to search a more extensive volume of space. It usually
scans a full 360 deg around the instailation. A search radar may be especially designed for air or sur--
face search, or a single radar may be used for both. . .

Interference (including reflection), refraction, scattering, absorption, and polarization—all fre-
quency dependent—are discussed in the paragraphs that follow in order to give the analyst some ap-
preciation of the problems associated with the detection of targets by radar. Since frequency is in-
versely propcrtional to wavelength A, these various phenomena affect the sensitivity of the signal-to- -
noise S/ N ratio given by Eq. 27-1. This, in turn, affects the chance of target detection which depends
greatly on the value of the S/ ratio.

27-2.1.1.1.1 Parameters

Frequency is an important radar parameter. Conventlonal radars have been operated at fnquencnes
ranging from 25 MHz 10 70 GHz.

The long wavelength region is used for ground radar; the center region is used for airborne radar;
and the shortwave region is used for guided missile application. This short microwave region borders

" on the far infrared region, which is why components of radar and infrared systems (pamcularly an- -
' tenna and lens systems) are similar.

Fig. 27-1 shows several different ways of identifying the frequency spectrum. During World War 1,
as a part of military security, radar frequency bands were given letter code designations. The practice.
now a convenience, has continued. There is no umveml agreement on the precise locations of these
letter bands.

27-5




-target and hence falls off very, very rapidly with range.

27-2.1.1.1.2 Targets

_ has been defined called the “‘radar cross section” of the target. This is also referred to simply as the

DARCOM-P 706-102

Other parameters are rélated to the characteristics of the ty;~e of radar used. (See Ref. I, or other

* standard works, for a more complete discussion of the varicus radar types, their systems of modula-

tion, employment, and associated parameters.) :

‘The probability of radar target detection is a monotonic increasing function of the §/.V ratio. This
ratio is given by Eq. 27-1 which includes a significant number of the operationally meaningful
parameters, i.e.,

BRG*\*Z, . . .
= _— -, dimensionless : . (27-1)

S
N (4xPRUT,NELB,

R = transmitted power, W

G = antenna gain, dimencionless

A = wavelength, m
Z, = target cross section, m?

R = rangetotarget, m

k = Boltzmann constant, 1.38 X 10-2®W/ (Hz'lS)

7, = 290K A
NF, = noise factor of the receiver and which accounts for antenna and receiver noise inputs,
dimensionless

L = system loss factor, dimensionless
B; = acceptance bandwidth of receiver, Hz (If bandwidth of receiver is matched to bandwidth of
transmitted pulse, B; = 1.) ,
The antenna gain G is itself functionally related to the radar parameters:

G-= 41A./X’,, dimensionless 4 ' 27D

where

A, = antenna size, m*. - ‘
It is important to note (Eq. 27-1) that S/ N depends inversely on the fourth power of the range to th

AL d

When a train of electromagnetic waves encounters a discontinuity in the propagation medium, a

" certain proportion of the energy is reflected (scattered) in many different directions. If the discont
- tinuity is a finite body, then these reflections from the body enable it to be distinguished from its back;

ground and hence detected. From this qualit» or characteristic of reflectivity, which is in part fret
quency dependent and in part dependent on the electrical properties of the body radiated, a construc

cross section or target size. For most military radar targets, the cross section does not have a simple
analytic relationship to the target except that the larger the target, the larger the cross section is apt t¢
be. On page 40 of Ref. 1 cross section is defined in the following way: “The radar cross section of 2
targct is the area mterccptmg that amount of power which, when scattered equally in all du'ectlons
produces an echo at the radar equal to that fmm the target ",

i
!
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27-2.1.1.1.3 Propagation Path -

The net detection effect produced by a radar depends not only on the radar itself and on its target.
but also on the conditions of propagation. Of primary interest, as we have alread mentioned. is the
§/N ratio at the receiver given by Eq. 27-1. The five fundamental physical phenomena acting along the
propagation path that affect the §/.V ratio are:

1. Interference, including reflection
Refraction effects '

Scattering

. Absorption

. Polarization. :

The influence or impact of all of these on the signal to noise ratio depends on the carner frequency.

B W

UI

27-2.1.1.1.3.1 Interference and Reﬂecnon

Electromagnetic waves can be given a vector rc'prcscntation, which is time and frequency depend-
ent. If the same signal arrives at a point over two different paths so.that one lags behind the other
{(which lag is termed a phase shift) by a time period equal to one-half cycle, and if the amplitudes of the
two are the same, the two add vectorially and cancel each other. If their amplitudes are not the same,
cancellation is less than complete. Conversely, the inphase signals reinforce each other. '

When radar is used to detect air targets, a cancellation and reinforcement effect is produced as a
result of signal reflection from the surface of the earth. This is known as the Lloyd’s Mirror Effect. If £
is the elevation angle of the air target, then the following relationships hold

(2n + DA

tan £ = ———————— cancellation o (27-3)
. 4k,
- where
n=2012
hy = antenna height, m
A = wavelength. m.
Othcrwnse,

tan £ = (n + I)A/(Zh,),remforcement ' . - ' ‘/27;4)‘

The importance of these rclatxonshlps can scarcely be ovcremnhasnzcd To the tactician who must
be aware of the effect in planning his operations and,to those involved in air defense. this is one of the
sources of difficulty associated with detecting low flying aircraft. To an attacker, of course, this phe-
nomenon offers the chance to approach a target closely with minimum chance of detection. The max-
imum cancellation occurs at zero elevation angle, since only in this region, which is known as the fade
zone, are the signal amplitudes equal and out of phase For higher elevations, the direct path signal is
greater than the indirect path signal.

This effect is quite unrelated to line-of-sight propagation, and hence the weapon systems analyst
should be aware of it in evaluating air detense systems.

127211132 Refraction

Electromagnetic waves are refracted on transmission through 4 nonisotropi¢ medium, and the
earth’s atmosphere is such a medium. The velocny of propagation through the atmosphere is

e pnmarlly dependent on air density. Dcnsnty in turn is dependem on temperature and pressure. The

27.7
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primary refraction effects of the lower atmosphere are to introduce errors in range and elevation.
Tracking noise is also introduced through small scale disturbances, such as turbulence.

Since the speed of propagation generally increases with altitude (decreased atmospheric density),
there is a tendency for electromagnetic wave trains, or waves, to be bent downward. This phenome-
non generally causes the radar horizon to be farther from the antenna than the optical horizon.

A simple approximation exists to calculate the distance or the maximum range to air targets, i.c.,

Ru'~ V2 + VZhy ,mi o (27-5)

where . ,
Rn = maximum distance to target, mi
h, = antenna height, ft
hs = r1arget height, ft.

Thus, if the radar antenna is 150 ft high and an air target is at 30,000 ft, the horizon-limited maxi-
mum range of detection would be approxxmatcly V300 + v/60,000 ~ 262 mi.

If the propagation velocity increases more rapidly with height than normal, an anomolous condi-
tion—called super-refraction, trapping, or ducting cffect——can cause the radar horizon to be greatly
extended. It is possible to have ducts above the surface, but ground-bascd ducts are more common. In
order for the energy to be trapped, the antenna must be in the duct.

Ground based ducts are created when the air temperature and/or the humidity decrease rapndly
with height. Of the two factors, humidity is the more important one. These conditions frequently are .
found on the west coasts of continental land masses where ocean current. upwelling brings cold water
to the surface, and where high atmospheric pressure systems produce subsidence. This subsidence
causes a high temperature gradient, which is accentuated at the plane of contact with the cold water..

27-2.1.1. 1.3.3 Scattering

Scattering-is another phenomenon that affects the §/N ratio. There are two main cffccts of scatter-
ing: :
1. Loss of s-gnal mtcnsnty ,

‘ 2. Loss of energy scattered back into the receiver. .
———Both-of these effects are adverse. The loss of signal intensity diminishes the S/.V ratio. Since backscat-
ter appears as increased noise, it, too, decreases the S/¥ ratio.

~ Scattering targets are described as volume or area targets. Rain and clouds are volume targets,

while the surface of the earth or sea are surface (area) targets. Fig. 27-2 displays the backscatter cross
section, in square centimeters, of a cubic meter of air which is occupied by rain. Rain density is defined
in terms of rainfall rate in millimeters per hour.

27-2.1.1.1.34 Alnorpnon

Absorption causes a loss of signal mtenmy which is-cumulative over distance. This signal attenua-
tion is measured in decibels (dB) per km.* The process is caused essenually by the various gases which

*The decibel is 2 dlmemnonleu number used to measure ratios. It is defired as 10 logye R, wher= R is the ratio to be meas-
ured. 1o illustrate, let Jo = 5X10-* Weem=?, and 4 = 10-* Weemn~*. Then for the ratio R = [y/L, we have 10 log, R =
—43, or Iy is 43 dB down. The decibel rehtmoﬂ'a!dneonmhmeoﬁhelopmhmtwnpmwnoh number. It is im-
porumthnl.mdkbeexpmedmtheumennm . .

1 7
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Figure 27-2. Exact and Rayleigh Approximate Backscattering Cross Sections Per Unit
' Volume of Rain-Filled Space, Plotted Against Rainfall Intensity*

*D. Atlas et al., Air Force Surveys in Geophysics, no. 23, Geo-
physics Research Directorate, Cambridge, Mass., 1952_.

constitute the atmosphere. The molecules of these gascs are excited electrically by the wave tram This
excitation chsorbs energy from the radar signal.

Fig. 27-3, which relates the gas density dcpendcncy on-altitude, shows the effect of wavelergth on at-.

tenuation.

27-2.1.1. 1.3.5 ‘Polarization

The elcttromagnetxc wave compnscs two smusondally varying field vectors, one elcctnc Eo, the other
magnetic H,. These vectors are at all times perpendicular to one another and to the direction of energy
propagation. The simplest case of polarization is that in which the electric field vector varies-in
magnitude in a plane having some fixed orientation with respect to the direction of propagation. This
is shown in Fig. 27-4. Here the electric field vector E, is constrained to the YX-(vertical) plane, and the

" wave is said to be vertically polarized. The plane of polarization could have any orientation. it may be

that the planc of orientation of the electric field vector rotates m time. Naturally, the magnetic field

"vector H. rotates in order to maintain their perpendicularity.

Fig.. 27-5 illustrates a point in space, viewing the 72-plane along a du'ectxon of increasing X. If the
vector Eo at this point rotates in the 72-plane in such a way that its magnitude describes an ellipse as

- shown, then the wave is said to be elhptxcaliy polanzed It Ex = Ey for all time, then the wave is cir-
- cularly polanzed '

27-9
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Figure 27-3. Attenuation ¥er Kilometer for Horizontal Propagation

' 27-2.1.12 Infrared Sensing

Electromagnetic waves lying in that region of the spectrum between 1 —500X10* MHz are classified
"as infrared (ir). Because the frequencies are in millions of mcgahertz, it is customary, for brevity, to
refer to the wavelength rather than the frequcncy The unit in common usage is the micron, which is
one millionth of a' meter (10-* m). In this system, the ir region extends from 0.75 to 1,000 microns. The
ir region itself is further divided into three subregions:

1. The near ir (nir): 0.75 < nir < 1.2 microns

2. The intermediate ir (iir): 1.2 < iir < 7.0 microns

.. 3. The far ir (fir): 7.0 < fir < 1,000 microns.

27-10
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A further subclass of the fir region is the 8 to 30 micron region, termed the long wavelength infrared
region (LWL). In recent years, many ir systems have been developed for operation in the LWL.

Qualitatively, the ir region lies between radio and the visible portions of the spectrum, with the fir
shading off into visible red and the nir just above the highest radar frequencies. .

Infrared radiation is a consequence of molecular agitation in translation and rotation. All matter
consists of electrically charged particles. The movement of an orbital electron is equivalent to an elec-
trical current. These currents create the ir radiatiors. Molecular movement occurs in all matter at tem-
peratures above absolute zero. In fact, absolute zero is defined as the temperature at which such mo-
tion ceases. The origin of the Kelvin scale, at this point, is written 0 K which is equivalent to —273° C
or —459° F. If one considers a plane surface of area 1 cm? at absolute temperature 7 K, then the total
power radiated into one hemisphere is given by the Stefan-Boltzmann Law

E, = ¢o,T* S ' ' (27-6)

where :
E = total emissive power, W/(cm?hemisphere)
= the Stefan-Boltzmann constant = 5.7X10"1*W/ (cm K‘)
7' = absolute temperature, K
= total emissivity of the surface (unity for a black body), dimensionless.

The emissivity constant is unity for a perfect black body, or in other words, a body with emissivity 1
is defined to be a black body. For the long wavelength portion of the ir spectrum, most bodies except
metals can be considered black. A black body has the capacity to absorb totally all radiant energy. fall-
ing on it. Any enclosure with constant temperature interior walls and a very small aperture can be con-

. sidered a black body.

The Stefan-Boltzmann Law gives the total emissive power, but does not reveal anything about the
frequency distribution of this power. This distribution is given by Planck’s Radiation Law

a ‘ 1 . , . | o .
'J(A)‘«z F) CXP[Q/()‘,T)] ) ,_W/v(cm °c_m)‘ : ’ | (27-7)

- where

J(A) = the emissive powcr of unit area'in the wavelcngth mtcrval T, W/ (cm?cm)*
a = 3.7415 X 10~"* Weem?
¢s = 1.4388cmK
A = wavelength, cm
T = temperature, K.
This relationship is graphed in Fxg 27-6 ' ‘
The total ernissivity is the integral of Eq. 27-7 for 0 < A < w« for any temperature in the graphs; the

 total emissivity is the total area under the curve, inciuding that portion of the upper tails not shown in

the figure.
Refs.:2 and 3 have a gond mtroductlon to thesc relatnonshnps and cite the scientific literature tor
further reference. :

‘W/cm' of surface area per cm wuele-xgth of the nduuon .
27-12
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27-2.1.1.2.1 IR Detectors

+
Ll
.

Tle infrared part of the electromagnetic spectrum is important in military applications. This impor- .
tance arises from the fact that these radiations|produce heat when they fall upon a materiat object.

. Thus; the presence of infrared can be sensed directly without resort to electronic receiving devices or

optical systems, although these classes of devices have been found to be extremely useful for enhance-
ment of ir detection, perception, and analysis. The sidewinder, a pit viper of the southwest American

desert, ~ens#s ir sources directly with his sense of feel.
The hw. an eye is insensitive to ir. However, i

the 1930’s, RCA developed an image 'tube that con-

verted ir radiation into visible light. This develjopment made night visual surveillance possible, in- .

cluding such military applications as the sni

scope and battlefield surveillarce.

IR image forming systems generally obey the same optical laws as do visual systems but, because l
the wavelength differences are so great, there is considerable variation of the refractive index for most -

common optical materials. Ref. 3 contains

©  materials, , o :

extensive list of ‘optical properties of ir-suitable

2713
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A wide range of ir-sensitive devices has been used. There are two main categories, quantum detec-
tors and thermal detectors. In an idealized quantum detecter, each incident ir photon which is ab-
sorbed produces one or more countable electrons in an external measuring circuit. Thermal detectors
measure some heat sensitive characteristic of the element—such as a change in electrical resistivity,
physical dimension changes, or voltage.

Thermal detectors, measuring energy, have a fairly ﬂat frequency response curve. It is a character- -
istic of radiation that the higher the frequency of radiation, the greater the energy of a photon. Since
the number of electron excitations which take place depends on the energy of the absorbed photon, it
can be seen that quantum detectors would be most sensitive in the near'ir. -

Quantum detectors can be classified as: ‘ :

1. Photo emissive ' o .

2. Photo conductive '

3. Photo voltaic

‘4. Photo electromagnetic.

Thermal detectors are of the [ollowing types:
Liquid thermometer
Golay cell
Calorimeter
Thermocouple
Thermopile
. Bolometer.
‘ Ref 3 contains concise descriptions of these dcvxccs and their charactcnst'cs

The two most commonly used modes of target detection by ir radiation can be classified as passive
and active. Characteristic radiation ir detection is the term used to describe the passive mode of
detecting emitted ir radiation which is characteristic of the target. The active mode operates on the
principle that ir radiation is detected when a beam of ir is radiated by a special transmitter and then
reflected by the target. A third mode, semiactive, is not generally used. It depends on the reflection of
ir energy from a source independent of both the sensor and target.

S S

27-2.1.1.2.2 Effectiveness -
IR systems offer one grcat advantage over radar in that they can operate completely passxvcly——thus
not being susceptible to detection and countermeasures. Also, these passive ir systems are much sim-
plified by not requiring complex, expensive, and bulky transmitters. Coupling these advantages with
the fact that almost all physical objects are ir transmxtters, we thcn see that the passlve ir becomes a
most attractive military detection system. :
Ref. 3 contains the following list of advantages and dxsadvantagcs of ir systcms
*“A summary of the advantages of ir systems includes:
Small size-and light weight compared to comparablc active systems .
Low cost compared to active systems
Capable of passive or active operation
Effective against targets camou’laged in the visible region of the optical spectrum
Day or night operation
Greater angular accuracy than radar
No minimum range limitation
Minimum requirement for aux:'iary equipment.

'
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*“The performance limitations of ir systems are imposed mostly by atmospheric conditions. Humid
atmosphere, fog, and clouds present serious limitations. The problems can be briefly summarized as
follows: '

. Lack of all-weather capability (in’ operanon within the atmosphere)

2 Line-of-sight detection capability only

3. Requirements for cryogenic cooling during LWL operation.”

27-2.1.1.3 Visual Sensing

" The vis ™le portion of the electromagnetic spectrum lies between U.38 and 0.72 micron. The human
eye interprets the long wavelength end of this window as red, which shades off to ir, and the short end
as violet, which runs into the ultraviolet.. The eye—the retina, lens, and iris—is the ultimate optical
sensor since it is the connection between the world of visible images and the brain.

There are several optical aids, which can be classified as image enhancing, image preserving, and
measuring devices. Image erhancing devices run the gamut from spectacles through microscopes,
binoculars, to large astronomical reflecting telescopes. Iraage preserving devices are primarily photo-
graphic, although video tape and other technologies are also available. Typical measuring devices are
optical range finders, surveyor’s transits, and diffraction screens. Ref. 4 provides an excellent survey of
optical prmcxples

27-2.1.1.4 Photography

Photography plays an extremely ifnportén‘ role in the employment and analysis of military systems.
The principles of image formation, magnification, resolution, etc., in photography are identical to
those in visual optics. There is one minor dilference of principle, however, which is important in ap-
plication. The camera lens projects its image on a photographic film rather than on the retina of the
human eye. Two results follow: ‘ .

1. Film sensitivity to radiations of various wavelength in and near the visual window can be varied
and controlled. :

2. The image formed is ﬁxed i.e., it is preserved for later detanlcd analysis. It can be, further
processed by enlargement and chemical enhancement. - :

By appropriate chemical formulation, and when used in conjunctlon with special filters, color ﬁlm
can be made sensitive to portions of the clectromagnctxc spectrum which are not visible to the eye. The -
region which has been found to be most useful is the ir. Thus, the film, sensitive to radiations invisible
to the eye, records these images by translating them into color images - vhich are visible. The uscfulness
of this lies in the fact that two dissimilar subjects which may reflect light equally in the visible spec- .
trum may not do so in the ir spectrum. Thus, a truck, for example, may be virtuaily invisible to the
naked eye if it is painted green and viewed from above against a green background of foliage. How-
ever, the pigment of the truck paint and the pigment (chlorophyll) of jungle vegetation may differ
greatly in ir reflectivity. Thus, on the ir color film, the two will produce strikingly different color ir-
ages which are readily detectable to the eye. '

Heat sources can be photographed using ir sensmve film, either black and white or color.

Many changes in the flora of an area which are not apparent to the unaided eye or conventional
color film are detectable using ir sensitive color film. This fact is finding widespread scientific and
mxhtary application.. Fungi or' plant disease incursions—with potential commercial, scientific, or .
military inference—are thus detectable in their carhest stages SeeRef.5 fora good introduction to the’ S i
uses of color aerial photography :

27-15:
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. 27-2.1.2  Acoustic Sénsing

- Whereas electromagnetic waves may be transmitted through a vacuum, acoustic waves require an

-elastic medium.for their propagation. This difference, while essential, does not lead to analytic tach-

n.~aes which differ. greatiy. however. The same kind of relationships exists between frequency and
such parameters as bearn width of a transmitting device (transducer), gain of a receiving arrav. reflec-
tiors. and refrac tion. One characteristic of electromagnetic waves totally absent from acoustic waves is
polarization. Active acoustic devices—ones in which a sound signal is generated. transmitted. and an
echo received from a target—are not often found in military systems other than the SONAR (sound
navigation and ranging) used under water. Despite range and other limitations. sound waves are just
about the only energetic waves which can be transmitted for any distance through wa..r.

" Passive-acoustic or listening devices do have application in certain circuinstances. Essennally, they
inveive a receiving transducer (microphone or hydrophone), an audio amplifier and some sort of
signal.processor and display arrangement. The receiving transducer can be made highly sensitive and
directional so that unwanted off-axis noise can be sharply limited while desired signals are received
ummpcdcd and amplified.

27-2.1.3 Chemxal Sensing

Most substances at ordinary remperatures emit molecules, even if in the ruost minute quantity. into
the air. The process is related 1o those of vaporization and sublimation. These molecules preduce in
living creatures the sensation of smell and can often be used to tdentify their source uniquely. Obvious
military applications of this phenomenon exist and have been used since ancient times. The trained
sentryv dog and bloodhound are the most common applications.

Recently modern technology has been brought to bear, and electrochemical devices such as *snif-
fers'” have been constructed which detect human beings by their scent. Internal combustion engines
may be detected through emission of their exhaust products with great accuracy and sensitivity.

-For the most part, scents are windborne, so the application of these devices is somewhat circum-
scribed thereby. Nevertheless, the weapon system designer and analvst shouid be alert to their poten-
tialities as signatures.

27-3 ' SEARCH AND RELATED DETECTION PROBABILITIES

" 27-3.1 INSTANTANEOUS DETECTION

Search 1s the employment of detection devices or systems in an operational envircnment to discover

'urgets Search theory 'provides a variety. of principles or plans which are suitable for detection of

targets in a number ¢." *actical situations. The analyst ofien will have some interest in chances of
detecting targets with sensors of all types—mc!udmg the unaided eye, binoculars, and the more so-
phusticated radars, etc.

For the weapon systems analyst, some of the more basic and important contributions in the mid-

1950s are due to B. O. Koopman (P.efs. 6 and 7) and Stone (Ref. 8). In Ref. 7, Koopman discusses the

.geometric and kinematic factors involved in search—i.e., the positions, motions, and contacts of ob-

servers and targets. Although probability models for detection of targets are introduced in Refs. 6 and

_ 7..they are developed more fully in Ref. 8; the iatter refcrence covering optimum procedures for the

problem of search..
‘As presented in par. 11.9, Mn»dthdmngmcumdmd dependmgonthemtunolthe

sensor: (!)onemwhxhtbcmmucharmmmdbyaamumdglmm umthecneolccho
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ranging wherein each sweep or scan coastitutes a distinct glimpse of the target, and (2) the other in-
volving continuous search or locking typified by visual search, for example. For the case of glimpses,
the chance F, of detecting a target at least once in n trials was given in Eq. 11-2 and Refs. 7 and 8 as

P=1-00-g | - @278

i=1
where g, = chance of target detection on ith trial or glimpse, and this reduces to

A=1-(1-g*=1- exp(-ng) . (27-9)

"if the chances of detection on all trials are equal (g, = g), and g is sufficiently small.

The chance G, of not detecting a target in the first (n — 1) glimpses but detecting it on the nth
glimpse was given in Eq. 11-4 by the negative binomial (or here the geometric) distribution

| G. - (] -— g)u—lg . l (27-]0) .

and the expected number E(n) of trials to a detection is, from Eq. 11.5,
En) = 1/g. . | - (27-11)
For continuous séanning.‘the instantancous chalmc (1) of detection in time { was determined to be
p) =1 — exp(—:/a) ' , C(27-12)

where
# = MTTD = mean tin.: to a detection.
We note that the glimpse or discontinuous model, Eq. 27-9, and that for continuous search. Eq. 27-
12, become eguivalent for '

ng =1/0 , S (27-13)

the expected number of detections (in time ¢). '

For the simple models—Eqs. 27-9, 27-10, and 27-11—the paramcters £ and 8 depend on the detec-
tion equipment, target characteristics, and background terrain and flora, although they may be es-
timated experimentally for different sensors, field conditions, and tactical considerations. In par-
ticular, the mean time to detect @ of Fq1. 27-12—since it involves parameter estimation for the exponen-
tial distribution—may be calculated advantageously from equations such as Eq. 21-83, which involve
either truncated or complete sample data. These simpler models, however, cannot possibly cover the
more complex situations likely 1o be faced in the fieid, for, as we have seen, the /N ratio given by Eq.
27-1 romes into importance, —-depcndmg on the detection equlpmem. target characteristics, terrain
features, atmospheric conditions, background noise, etc.

In Ref. 7, Koopman develops some of the basic theory on detectiou probabilities (primarily for naval
target search operations on the ocean surface) which are useful to the Arniy weapon systems analyst.
Koopman considers key panmcten involved in target detecuon. mcludmg ir. particular the range to

277
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the target, the solid angle subtended by the target at that range, target reflectivity characteristics (in
the form of a constant of proportionality), target speed if applicable, type of sensor (glimpse or con-
tinuous), and effective search (or sweep) width and rate of the sensor. A tactical consideration of im-
portance is whether or not a target is detected during the time it is in a detectable state. If not, the
target may detect the sensor and hence vring fire upon the sensor unopposed.

Koopman (Ref. 7) shows that the chance p(R) of target detection depends substantially on the
lateral range R* to the target and, as a matter of fact, one may use the equation

pR) = 1 — exp|—F(R)] o (27-14)

where F(R) is the appropriate function of the lateral range R. The graph of p(R) versus R is called the
.. lateral range curve and expresses the distribution in the lateral range. Koopman calls the area i un-
der the lateral range curve the effective search or sweepwidth of the sensor.
For the case of intermittent glimpses, occurring 7, units of time apart, Koopman assumes the
definite range law

p(0) =
when the lateral range R exceeds a lii‘niting range R, and -
p(R) =

when the total length 2\/R* — R} of the relative track during which the target is within range R, of the
observer and farther away than V7, where V is the target speed. In this case, the lateral range curve is
simply a rectangular, or a uniform distribution, where p(R) = 1 for —R. S RS R, and p(R) =
otherwise.

However, the chance of target detection within range R, is otherwise

(R = 2/RT = "R‘*'/<V7'.> o - (27-15)

- (27-16)

squared, then the chance of dctecuon, gwen the maximum rangc of detection R, may be expressed as

PR[Ra) = 1 ~ exp[—(K'/R) arctan (VRL = R/R)] ' (27-17) |
K' = 2KA4/W,m ‘ (27-18)

arameter determined by experiment for the sensor, or by more fundamental theoretical
investigation, dimensionless , . ‘ ()
j 'I'helctenlmqe.kurlhe.mmmndiambamntheurmwthelil\olloqwhkhthemm.'
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Probability of Detection

A, = target cross-sectional area, m?
W = width of path (sweep) searched by sensor, m.

Some typical lateral range curves for Eq. 27-17 as a function of the range R, where the maximum range .

R, is taken to be 200 m, are shown in Fig. 27-7. We emphasize that Eq. 27-17 is for continuous looking

and an inverse square law relationship.

If the sensor is a radar and the detection probability is a nondecreasing function of the §/.V ratio,

- then the intensity /g of the returned echo ‘at the receiver is given by

Iy = BGZ/[(4x)'R"], W/m? o | (27-19)

R = transmitted power, W
antenna gain, dimensionless :

4 Q
N

target size, m?

R = ranfz,m. : ,
For such'a radar, ARINC research personnel have shown that the chance of target detecticn at range
R then becomes '

P(R|Ra) = 1 — exp{—[K"/(2R)}|VRL = R*/R%, + (1/R) arctan (VRE, — R*/RY))}

(27-20)

‘ i 1 1 v v '
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where the coefficient K" —expresced in cubic meters—depends on the radar, and may be determined
experimentally or perhaps from applicable theory. In the case of the S/.¥ ratio depending on the in-
verse fourth power of range as in Eq. 27-1, the chance of target detection falls off very rapidly as com-
pared to the inverse square law. The sharp differences are indicated in Fig. 27-8. In spite of such a
rapid drop for the inverse fourth power law, most radars—and air search radars in particular—can
operate at very high power with high gain antennas so that their detection capability is not so much
limited by this sort of range dependency as by the truncation imposed by the radar horizon. -

The principles examined so far are adaptable to almost any kind of sensor, provided its dependency’
on range is known, even approximately. Moreover, the analyst must frequently be satisfied with first
order approximations because rnore exact information is hardly ever available. The lateral range curve
may be viewed as an intermediate analytical, though perhaps not as an overall, measure of system
detection capability. The system with the “‘highest” lateral range curve would ordmanly be the one
selected, depending on perhaps other overpowering considerations.

‘The most comprehensive and authomauvc current work on search thcory is that of Stonc (Ref. 8).

27-3.2 RANDOM SEARCH

Koopman (Ref. 7) also covers the case of ra'n'dom search in some area A of interest in combat. To
determine chances of detection, the following assumptions are made (Ref. 7):

1. The position of the target is assumed to be uniformly distributed in 4. ‘

2. The observer’s path is random in 4 in the sense that it can be thought of as having its different
(not too near) portions placed independently of one another in 4.

| ' : | 'x'='4o_d-
1.0 ' ,\“L';\\\ —T
= | . \\K'=l0
'gos \ \ P —]
o -\
3 04 . -
0.2 : N  \\"‘"_4°'
0 . ' ' — =~ S e

Range R, m

Figure 27-8. Comparison of Inverse Square and Inverse Fourth Law Lateral Bmge Curves
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3. On any porticn of the path which is small relatively to the total length of path, but decidedly
larger than the range of possible detection, the observer always detects the target within the lateral .
range W/2 on either side of the path and never beyond.

Now consider an effective searchwidth W and the total length of the observer’s path (or distance of
the sensor) covered in area A. If the length L of the path of search is divided into n equal portions of
length L/n, then the chance that along all of L there will be no detections is

1 =-p=[1 - WL/(A)]* | o | @7-21)
and hence the probabxllty of detection of the target is simply
p=1- [1 - WL/(mA))* = ~ 1 - expl(= WL/A) | (27-22)
for n sixfﬁcichtly large. Thus, ;vc arrive again at the exponential type of probability law, and the reader
may note the close similarity of Eq. 27-22 to the coverage functions of Chapter 20.

If the region swept out consists of a straight line, or a path with practically no bending, then the
total area swept is WL and the chance of the target being within this region is .

~ WL/A. G 27-23)

Flg 27-9 indicates thc relative difference between Eqs. 27-23 and 27-21.
In case there is a target-observer relative speed v then the chance of detection in time ¢ corrcspondmg

to Eq. 27-22 becomes

p(t) = 1 = exp(=Wat/4). T (27-24),
0.1) W
= ! - ——
S | _ .
i - yA o - .
a 4-« ‘ /1/ - p=1-—exp(—WL/A)
‘g Y / | o
£ — [
3 i
| 7 o) |
\ 1
-
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For this case of “exponentfal-saturation”, Koopman (Ref. 9) develops a theory for the optimum dis-
tribution of searching effort, ard gives a very clever, useful, and rather simple graphical approach as
the solution. He assumes the probabilities of the target being in various positicns are known with suf-
ficient accuracy for the particular case where the target searched for is a point on a line (the x-axis ‘or
range R, say). Then he plots the natural logarithm of the chance of detection as a function of the range
and draws a horizontal line, keeping it always parallel to the x- or R-axis until the area above the line
and under the curve has a valuve equal to the total available searching effort. Then, finally, the search
should be made along the ground only for those intervals above which the drawn curve (natural
logarithm of detection probability) has peaks above the effort line. :

F. 1. Hill (Ref. 10) shows that for objects on the terrain the probability of detection within time ¢ of a
target of presented area 4 lying on the terrain is determined by the area rate of search 4., of the area
of uncertainty A, where 7, is the visual rate of search for the target under background 4 at lighting
level £. In fact, the chance of detection is expressed as '

PO = 1 = expl=ravet/Aul- | | (@7-25)

Hill. also indicates that the search rate r,p, can be scaled directly with the presented area of the
target—i.e., for constant background and lighting and target areas 4, and A;—then

az = Ao/ Ar). (27-26)
For n observers, then it is easy to see that the chance of detection in time ¢ becomes.

P =1 — exp—nravot/Ad | : @

+as the rate of search is effectively increased from 74 to n74¢. In his Table 2, Hill (Ref. 10) gives some

search rates for the unaided cye (field of view of 62 deg) and 7X50 binoculars (field of view of 7.23 deg)
when searching for trucks, jeeps, and man. He also gives search rates from a tank for these targets.
EXAMPLE 26-1:

Suppose an observer with bmoculars is searching from a tank for a truck of prescntcd area 160 ft*in -
moonlight. Then for an area of uncertainty of 4900 m?, what is the chance of detection of the truck in-
5s? :

We have 4, = 4900 m’ t=5s, and Tanp = = 1805 m?/s, the latter ﬁgure bemg taken from Hlll S
Table 2, Ref. 10.

Hence,

p(0) = p(5) = 1 — exp[—1805(5)/4900] = 0.52.
Larsken (Ref. 11) studied the impact of mine warfare on combat mobility, and conv?rtcd Hill’s Eq.

27-27 to the chance of tanks on the move detecting surface-laid mines. He mdncated that the chance of
detecting mines from n tanks is approximately

p(a’) =1 -_'exp[—43OnA/(IWV)] : " . (2:7-28)>

7.2
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where
n = number tanks searching for mines
A = mined area, m?
W = width of path searched, m
V = tank speed, m/s : N
430 = coefficient in units of reciprocal seconds.
Larsken also discusses a comparison of the theory with experiments in Ref. 11.

1

i

!

27-3.3 SOME RELATED INVESTIGATIONS OF SEARCH THEORY

Daaskin (Refs. 12 and 13) discusses the theory of reconnaissance and search from the standpoint of
information theory or the objective of information gain.

Dobbie (Ref. 14) gives a very useful survey of topics in search theory until 1968, and Pollack (Ref.
15) deals with the problem of search detection and subsequent action, and discusses interface prob-
lems. Pollack indicates that one should consider the probability of false alarms while searching. If, for
example, 7 is the average time wasted for each false alarm, and the false alarm rate while searching is f
(the average number of false alarms per unit of time), then W (the sweepwidth of Eq 27-24) should be
replaced by W', i.e.,

=W/ + fr). (27-29)

An excellent set of references for further study is also given by Dobbie (Ref. 14) and Pollack '(Ref. 15).
Dobbie extends the theory of search problems with false contacts in Ref. 16.

Mela (Ref. 17) points out that information theory and search theory should be regarded as special
cases of the more general theory of statistical decisions and gives examples to back his point.

27-4 SEARCH STRATEGIES

_ A very important area of investigation in search considerations and related theory is related to op-
timal strategies of search in order to detect targets. This problem was mentioned briefly in par. 27-3.2
in connection with the contributions of Koopman (Ref. 9).

An observer often is interested in determining which of several regions should be searched for the
problem of target detection. Blackwell and Ross (Ref. 18) have considered the problem of an object ‘
hidden in one of m boxes and how best to search for it. For our application here, we might consider
dividing the terrain into some m regions in which we are required to locate a target. If the cost (or the -
effort expended) of searching region 1 is equivalent to ¢, dollars, and the chance of finding the target is L
a, if it is in region {, then for prior probabilities p, that a target is hidden in region i the optimal strategy
is'to search only in that region which has the largest ratio

apfa. _ | - o (27-30)

- Of course, the quantities, a;, p,, and ¢;, must be estimated with whatever information may be available.

Based on Bayes theorem, one may often have to take the p; as being equal.
: One bcgms to see that in the various strategies for searching it is likely that he must gct involved
. rather deeply with subjective probabilities! (See Stone, Ref. 8.) i
(! ) Cameron and Narayanamurthy (Ref. 19) studied efficient policies for a search in which it is desxred SR
- to locate a pomt in an interval with umform a priori probability density by repcated application of a test

'U. | o o T 27.23
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to determine whether the point lies to the left or right of the “test™ point with different associated costs
or cfforts.' To illustrate; consider that in one direction (on a line) we are interested in a search in an in-
terval of length x,, and desire to search the interval at test points until the last search or test poin’ is
within one unit of the “‘target’ point Suppose further that the “‘right” and “left”” are des!  .zted so
that thc cost of testing’ (or the effort expended) is ! if the target point lies to the left and *::e cost of
testing is £ > 1 if it is to the right. Then Cameron and Narayanamurthy show that a s*.:,timal policy
is to test at the point that divides the interval x, in the ratio ’

r=a/(1 — a) o (27-31)

where a is determined from

o +a =1 (27-32)

For iteration, the reader should consult Ref. 19 for more details, and also the optimum search method,
although on some practical grounds Eq. 27-31 might be adequate.

Pollack (Ref. 20) develops a model for the search of 2 maving target that moves between two regions
in a Markovian fashion, i.., involves conditional transition probabilities from one region to the other.

Discrete amounts of search effort or “‘looking” may be allocated to one of the two regions at a time. -

Pollack uses a dynamic programming technique to develop equations that characterize the minimum
expected number of looks to detect the target. and the maximum probability of detecting the target
with a given number of looks. Schweitzer (Ref. 21) also studied this same problem of minimum-search
policy. In Ref. 21, Schweitzer presents.a fairly simple recursive procedure for calculating the

“threshold” probability which is used to determine which region to search next. Again, one gets rather

involved in subjective probabilities, and any information indicating chances concerning the where-
abouts of the target may be very important and useful in such problems.

Tognetti (Ref. 22) discusses the concept. of “whereabouts search” and indicates that the best
strategies for target “‘detection search” on cne hand and “whereabouts search” on the other are not
the same. In “detection search”, one wishes to maximize the chance of detecting the target using a
search strategy which has a limited cost, budget, or effort. For a “‘whereabouts search”, however, the
primary objective is to maximize the probability of correctly stating which region the targét is in after
conducting a search of a given cost or effort—and usually having becn unsuccessful in finding the
target. The *““whereabouts search’ is more of a reconnaissance type mission, so to speak. In Ref. 22,
Tognetti discusses optimal strategies for a “‘whereabouts search”. Kadane (Ref. 23) generalizes the
" work of Tognetti and shows that, once some box {region) has been chosen to be guessed, the optlmal

“whereabouts search” iQ an optimal detection search involving ail the other regions.

Finally, for our account of search strategies here, we return to the case of the continuous, sweeping

type of search of an area. Instead of the assumption of a fixed width of path (sweep) searchied by a sen-

sor, Richardson and Belkin (Ref. 24) in a paper on “Optimal Search With Uncertain Sweep Width”

allow for the treatment of path (sweep) width as a random variable. They indicate in this coninection
that path widths for target sensors are always subject to testing errors and the conditions of search
may lead to randomly varying path widths. This leads to their assumption of a gamma prior path-
_ width distribution. In other words, the path-width dxstnbunon is assumed to follow a gamma proba-
bility density function 4 ' :

g(Wa,v) W™-latexp(~aW)/T(r) . @1-3)
2724 a | A B |
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where
W = width of path (sweep) searched by sensor
a = scale parameter reciprocal
v = shape parameter.
The mean of the distribution is

E(W) =v/a | : (27-34)

and the variance is
Var(W) = v/cé. | R (27-35)
Hence, we note that if we hav.e an estimate of the mean path width and its variance, we can fit the two-
parameter gamma density, Eq. 27-33. If we further assume that the target is likely to be uniformly dis-

tributed in the area 4, then Richardson and Belkin (Ref. 24) show that the optimal (maximum prob-
ability of detection) search procedure m* is to allocate the total search effort such that the track length

~per unit area over the region searched is

*=u/A n o (27-36)
where
u = the constant search speed
t = time allowed for the search
A = area of interest in which the target is located.

In this case of optlmal searching the (maximum) chance p(f) of detecting the target in tlme tis shown

. 10 be

P =1 - 1+ uf@d)]” o | (27-37)
~1 - e)ip[—vut/(aA)]
for suntably large areas A.

The expcctcd time E(t) to detect thc target for the uniform prior dnstnbutlon (Ref: 24) turns out to
bc .

E(t) ad/lu@ = 1] , »>1 o , "(27-38) .

but is infinite if 0 < » < 1. ,

Richardson and Belkin (Ref. 24) also cover the case of the target location following a bivariate nor-
mal probability distribution, which is more complex. They also compare their optimal search plans
with Koopman’s (Ref. 9). Belkin (Ref. 25) extends further the research of Richardson and Belkin (Ref.
24) on, the gamma sear a plans.

S'tone s book (Ref. 8) is rccommendcd as the best available overall current refercncc Lo o

27-25
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27-5 OTHER APPLICATIONS OF SEARCH STRATEGIES

The reader should realize that the use of optimum search strategies is not limited to target detection
problems. In fact, there are many other Army applications, and one, for example, has to do with
locating faults or the causes of failure in a complex system (Refs. 26 and 27).

27-6 ESTIMATION OF TARGET POPULATION DENSITY

We round out this chapter with an important and useful statistical estimation procedure for deter-
mining the total number of target elements, or their density given an area of occupatnon along with a
technique for estimating the chance of sccmg a target element.

Let :
~ p = the unknown chance of seeing or detecting a target element

n = the unknown number of target elements present.

Now from a series of trials on several occasions, or with several sensors, we calculate the mean number
% of elements detected and the variance s* of the number of elements seen. The resulting data are
binomially distributed if p and n are fairly constant from trial to trial. Hence, the true average number
# of target elements detected per trial is approximately equal to the total number of clements in the
target multiplied by the (unknown) chance of detecting an element, i.e.,

@ = np. ' | (27-39)
Furthermore, for the binomial .disflribution we have that the true variance is
= npq . ' o | | : (27-40)
where

=1- p = chance of not seeing an element.
Now clearly % is an estimate of u, and s* is an estimate of ¢* But we note that

o/u=rnpe/ip) =q | S @
Thus ¢ the chance of not seeing a target element may be estimated from -
g = %% ) , . : | T (27-42)
and p, the chanc§ of dctec_ting' an 'elcrﬁcnt, from -
| p=1—-§=1- sz | N (é7'-43)

Finally, to estimate the total number of target elements n, we may use Eq 2739 or Eq 27-40 i.e., from
Eq. 27-40 we see that for the estimate of n we have .

i = »i/p. o . | | | (251-44)

For general probabxhty calculations, the normal approxxmatlon to the binomial dumbutxon may be
" used satisfactorily here—see almost any standard textbook on ltatuncs

: 27-26
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'27.7 SUMMARY

'We have covered some of the important physical phenomena applicable to target detection sensors
for Army applications. Also, we have introduced some of the analytical techniques which aid in
calculating chances of target detection for various situations, and have covered some of the basic type
strategies for searching regions-in which targets may be located. The interested analyst should consult
the references and bibliography for further information on search and detection.

Due to security classification, we have not covered the characteristics and detection capabllmes of
particular Army sensors. Nevertheless, the analyst responsible for any given applications naturally will
have the required clearance for pertinent classified data he will use in his evaluations.
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CHAPTER 28

INTRODUCTION TO COMBAT THEORY AND ITS APPL!CAT!O\S—-—
HO\(OCE\EOLS FORCES
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- 28-0 LIST OF SYMBOLS

4, - oefoent  see Manrn, Ref 24 or Table 24-4;

4, = rtal ares

4a  torai ares orcupied by Red foeces or guernillas
An, averaxe area sxcupied by one member of the Red {orce
A.x = vinrerabie area uf all theé Red forces in the hattle
A.n, = vuinerabic area of vne member of the Red force
B = B = number of Blue combatants, kev elements. or wnpon sysiums, et . at any
" tume ! afrer the start of the battle :
AA = small ch.ange in Blue numbers
(BR = vate” of B Blues and K Reds '
8, = Blue force size at the end of the battic
B, = Bives at ot time mterval
B, = B u. = wutial size of Blue force at the start of a battle
8* R* = hattie cutolf ponts for Blue and Red. rnp«mdv
. B 1) ~ dervauve of Blue with n:p«t to time )
¢ = constatds |
C, = coeflicient ‘see Mann, Rd Z‘thabk 28.8)
T = constant = R, - 19/(24)) Bt (Eq. 28-107)
Cy = constant = |9/(28)]BE ~ Ry (Eq. 28-114)
FiB.R1) = functson of the numbers of Blues and Reds, and the time ¢
Fin) = function of ume
F(1) = rate of troop replacr.nent for the U S
« Flla) = cumulsuve distribution function at Miseion time (e .
{ Ji) = pdf ol vuse t r.
H, = null hypothesis -

~ gy o - — s
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H,
1oy 2
A,
A,

.

PB.R
1 - PBR

Pm

8
BR, =
8RS

BSU.R By

B/B+»)
/8
By

alternative hvpothesis

Kari Pearson’s incomplete beta funcuon (Eq. 28-82)
V230U,/p = aconstant :Eq. 283-106;

V23 p = aconstant {Eq 28-113)
constant: —1 U, or +1 .

chance of Blue winning the battie over Red

chance of Red winning the battie over Blue

chance that first casualty after ume f occurs for Blue

= chance of Blue losing an individual engagement

single-shot kill probability

average kill probability per shot for a Red weapon against Blue
chance that first casualty after time  occurs for Red

chance of Red hitting Blue ,

chance of Red killing Blue given a hit

chance of Red losing an individual engagement

Rit) = number of Red combatants, key elements, or weapon systems, etc.. at any
time ¢

small change in Red numbers

Red toice size at the end of the battle

Reds at ith tirne interval ]

R.0) = initial size of Red force at the start of a battle

number of kilis tor truncated sample

rate of fire of a diue weapon

rate of fire of a Red weapon

ume of battle

small change in tume

time at which Blue force is annihilated

ith ume interval

mussion time

ume at whach Red force 13 annshilated

B/R = force ratio of Blue to Red

Z4,in ¢ for Blue = estimateof 1/8* * (Table 28-8)

shape parameter for the Weibull distribution

AMpoA/(AA; ). of aliernatively a shape parameter

XC.In:, for Blue = estimate of Weibull paumeler I/a (Table 28-8)
sK,/2 = aconstamt (Eq. 28-108)

p&y/2 = acorstant (Eq: 28-115)

,mmmorhllrmolmmlotcobyﬂcdlorco

Weibull scale parameter . :
fighting power of Red (Linear Law)
fighting power of Red (square Law)
function of ume, Red and Blue forces

= chance of a Blue kili or loss

Red mean nume to kill a Blue
estimate of 1/8
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¥ = Tvpe lerror, or chance of rejecting H, when true
& = shape parameter for the Weibull distribution
_ l/:S = Z(Int, for Red = estima*e of Weibull parameter 1/8 : Table 28-8)
ny = lower y probability level of the standard normal distribution
M., = upper » probability level of the standard normal distribution

8= 1/8or1/p

8 = esumateof 8§

8, = mean time to kill when H, is true
8, = mean time 10 kill when H,, is true

« = B8R/ (pB,) = ratio of fighting power of Red to. Blue

A= (m_, = uny)/iu~1) = parameter used in Eq. 28-139

. {not to be contused with exponential distribution parameter).
1/N. 1/X = means of exponential distributed time interval

# = (0/0,)'® = parameter used in Eq. 28-139
» = Type 1l error, or chance of accepting H, when H, is true
p = aurition or kill rate of Red forces by Blue forces
1/p = Blue mean time to kill a Red
= Weibull scale parameter also
1/ = estimateof 1/p

pB. = fighting power of Blue (Linear Law}
pB! = fighting power of Blue (square Law)
/8 = attrition ratio

2/(8 + p) = chance of a Red kill or loss

Xa = ath percentage pont of the chl-;quare distribution. (This a is not to be con.used
with the shape parameter a. x3 o = 95% pomt of chi-square. for eumple )

chi-square with 2r degrees of freedom ‘
hyperbolic cosine - '
hyperbolic sine 4
h\‘petbobc tangent

28-1 HISTORICAL IACKGIOUND AND INTRODUCTION

x*'(2r)
rsh
sinh
tanh

An interesting hmoncal sketch of the work of Lanchester on combat lheory is given by Newman

A(Ref. 1) in the Worid of Mcthematics, which we quote here. “Frederick William Lanchester was a very

brilliant Englishman who died in 1948 at the age of 78. Although Lanrhester was bascally an
engineer, he was interested in economsc and industrial problems, the theory of relativity, aerodynam-

olmodelanrphmmlt‘ﬂ long bef : there were real airplanes. His work was a litt

_the dynamics of the automobi . before any automobile existed. . The Physical

declined to print his paper, ¥ .t some thirty years later Lanchester was awarded a
the Royal Acronautical “Joay Lanchester was also one of the foremost pioneers
design, and he buiit - n experimental engine in 1895 —probably the first to be made| i

' ics, fiscal pohcm. and military sirategy. ".unchester made a brilliant analysis of the inherent stability

like a treatise on
ety of London
medal forit by
the automobile .
in England. The

Lanchester automobile was put ito production in 1900. hwnmunmndmgvdndedtitmage
penod incorporating then many urorthodox and advanced features. .
lamhencrwuonedthefmtomtl&emtowhxhamaﬁmﬂdalﬁl::hamerd"

ions in his book

28-3

warfare. He was the first to consider the matter quantitatively and set down his conc
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[Ref. 2}, Aircraft in Warfare: The Dawn of the Fourth Arm, which consisted mainly of a series of anicles
which appeared in the Bnitish journal Engineering during 1914. Lanchester was convinced that most
of the important operations hitherto entrusted to land armies could be executed “as well or better by a
squad or fleet of aeronautical machines. If this should prove to be true, the number of flving machines
eventually to be utilized by any of the great military powers will be counted not by hundreds but by
thousands, and possibly by tens of thousands. and the issue of any great battle will be definitely deter-
mined by the efficiency of the aeronautical forces.’ ™ '

Lanchester’s analysis of the use of aircraft in warfare led him to be one of the first to apply

mathematical modeling to land warfare. Moreover, it was Lanchester wha showed analytically the im-
portance of the concentration of firepower in battle to achieve victory. To prove his point, Lanchester
found it necessary to make a mathematical analysis of the relation of opposing forces in hattle. Under
what circumstances can a smaller army (or naval fleet) defeat a larger one? Can a mathematical
measure be assigned to concentrations of firepower and, if so, can equations in which such measures
appear be set up to describe what happens and whut may be expected to happen in military engage-
ments? These were among the questions he considered and for which he devised the elegant
Pythagorean equation later described. His so-called ‘*a-square law" of the relative fighting s\trcm_nh of
two armies is simple, but its implications are not. Scientists engaged in operations research have done
a considerable amount of mathematical work to draw some of the corsequences from Lanchester's
equations. However. his equations are not -ecognizable in many of these jater formidable elaborations.
But then today s theories have become so elaborate that Mars himself would not recognize them and it
was inevitable that mathematicians would have to advance from the basic theory. As indicated. much

of our dnscussnon here has been based on Newman'’s article (Ref. 1) on Lanchester in the World of

Mathematscs.
In Lanchesxcr s mathematical theory of combat, it is evident in reading his papers that hls primary
" interest related to the importance of concentration of forces in winning battles. As some background
for studying the importanre of concentration, we quote Lanchester (Ref. 2:.

. In olden umes, when weapon directly answered weapon, the act of defense was positive and
direct, the blow of sword or batile-axe was parried by sword and shield; under modern conditions gun
answers gun, the defence from rifle-fire is rifle-fire, and the defence from artilery is artillery. But the
defence of modern arms is indirect : tersely, the enemy is prevented from killing you.by your killing him
first, and the fighting is essentially collective. . . - Under the old conditions it was not possible by any

‘un(egxc plan or tactical maneuver to bring other than appmumtely equal numbers of men irito the
actual fighting line; one man would ordinarily find himself opposed to one man. Even were a General
1o concentrate twice the number of men on any given portion of the field to that of the enemy, the num:

ber of men actually wielding their weapons at any given instant (so long as the ﬁghting line was un-

broken), was roughly speaking the same on ooth tides™.

Thus, the situation here is that the assumption is made that man fi ights man in an engagcmem and
then the winner goes on to fight another of the opposite side. The outcome of the individual combat de-
pends on the skill of one individual versus the one he fights in a single engagement; furthermore, on an
overall basis each side has an effective average attrition rate against the other. There is no concentra-
tion of a relativcly large number of individuals on one side versus a much smaller number on the
ather—-the principle of concentration of forces is not in effect—and the ﬁghnnq line remains unbroken,
0 to speak. This type assumption leads us to nhe “Linear Law™.

—
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28-2 LANCHESTER'S FIRST LINEAR LAW (DIRECT, AIMED FIRE,)

In this case, Blue fights Red in individual combats or single man-vs-man or weapon-vs-weapon type
engagerments, and the aitrition rate for each side averages out to a constant figure. We have here the
*Horatio-at-thz-Bridge " analogy, or “Three Musketeers” taking on a larger size enemy but in in-
dividual engagements, one at a time (for example, fighting on a rarrow-bridge or on stairs or in a
hallway, etc.). For Lanchester’s first linear law we define the following parameters:

B = B(1) = the number of Blue troops. or weapoi.s, orsystems, i.e., thesize of the Blue force

atany time ¢
R = R(t) = the number of Red troops or wcapons or systems, i.e.. the size of Red force at

any time ¢
B, = B{0) = initial size of the Bluc force, i.e., number of Blue combatants (or weapons) at time
=0

R, = R(0) = initial size of the Red force, i.e., the number of Red combatants (weapon systems)

attime ! = {}
8 = the constant rate at whxch Bluc forces are attrited by Red, or the number oi Blue forccs

lost per unit of time.
By way of further explanation, 8 is Red"s kil] rate agamst Blue forces. In accordance with Chapter
17 on duels, for example. 8 may be taken as the product

B = pathiepatk|hyrn ' - (28-1)

where -
palh) = chance of Red hitiing Blue
pr(k k) = chance of Red killing Blue given a hit
ra = rate of fire of Red weapons.
The quantity 1/3 is Red’s mean time to kill Blue, and hence may be cst:matcd from the mean lull times
of -Blue in a simulation or war game.
hnally we define
p = the corstam rate at which Red forces are attrited by Blue.
We note that the kiil or attrition rates, 8 and p, do not changc for any engagemem of one Bluc versus

]

~one Red at a time during the battle. -

Then with these definitions,.Lanchester's first Linear Law may. be written as

dB

S = -8 18520, B2z BadR 2R | (282)

" and

dR

== - o . : | ) '
In this case, the solution of the equations is very simple and we may integrate directly to fir.d

B, - B=pft o B=B8,-pt ' . (28-4)
28-5
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Rh—R=pt o R=R, — pt : L (288)

for any time ¢.

. These equations are used primarily to describe the “homogeneous” case of very similar wcapons on
a side.

We also call attention to the fact that a solution independent of the time f can easily be found, either
by eliminating ¢ in Eqs. 28-4 and 28-5, or obtaining a solution i1 B and R by taking the ratio of Eq. 28-
2 10 Eq. 28-3. Thus, it is easily seen that

d . | .
B =f/p leadsto pdB = BdR (28-6)

and 4
p(B + C) = BR + C). @

But when ¢ = 0, we have

p(Be + Cy) = B(Ry + Cy) o | (28-8)

and upon subtracting Eq. 28-7 from Eq. 28-8, we have finally that.

p(B, - B) = 8(Ry — R) always. - : (28-9)
Eq. 28-9 is known as the “state” equation.
If we put
u = B/R ' | o sy

which is xhc force ratio of Blues to Reds at any ume ¢, then the “force ratio’ equat_ionv is easily seen
from Eqs. 28-4 and 28-5 10 be ,

w = (By = BO/(Re = pO) | - (@8-11):

or the rate of changc of the force ratio u is

d |
- = (0B — BR)/(Re = 0" - (28-12)

The quantity pBy, which is equal to the attrition rate of Red forcss multiplied by the initial number
of Blues, has been rcferred to as the “fighting power”, or total (initial) killing power of Blue. In a like

manner FA, is the fighting or killing power of Red. Whenlhemnulﬁghungpowerofmueugmter,

than that oy .‘.’(cd we have

o8 > BR, o pBy = BR.>0 . @)
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which implies that
pB > BR  always ' _ , (28-14)

and hence that Blue wins. In this case, when Red has lost all its troops, we 'havc——c.g., from Eq. 28-9—
that the remaining number of Blues B, is

B = B, = (0B, ~ BR)/p. | | - @815)
On the other hand, if |
. BR, > pB, or BR, — p5, >0 | '. (28-16)
then Red has the fighting power advantage aﬁd wins with
R = R, = (BR, - pB)/B | (28-17)

combatants (weapons) rcmammg

Finally, if pB, = fR,, then we have parity and annihilation occurs for both sides! So, why even
fight?

Lanchester referred to the Lincar Law as ‘“‘ancient conditions”, indicating that if concentration of
forces cannot be effected, then the battle consists of only man-vs-man engagements, the fighting line
remains unbroken, encirclement does not occur, etc. In fact, such might well be the case in some situa-
tions of battle. For the Linear Law and the case of equal attrmon coeflicients, Lanchester gave the
following example, and we quote him (Ref. 2).

*“Taking first, the ancient conditions where man is opposed to man, then, assuming the combatants
to be of equal fighting value, and other conditions equal, clearly, on an average, as many of the ‘duels’
that go to'make up the whole fight will go one way as the other, and there will be about equal numbers
killed of the forces engaged; so that if 1,000 men meet 1,000 men, it is of little or no importance
whether a ‘Blue’ force of 1,000 men meets a ‘Red’ force of 1,000 men in a single pitched battle, or
whether the whole ‘Blue’ force concentrates on 500 of the ‘Red’ force, and, having annihilated them,
tusns its attention to the other h lf; there will, presuming the ‘Reds’ stand their ground to the last, be
half the ‘Blue’ force wiped out .n the annihilation of the ‘Red’ force in the first battle, and the second
battle will start on terms of equality—i.e., 500 ‘Blue’ against 500 ‘Red".”

Nevertheless, we will see later that the principle of concentration, where attrition is not constant and
depends on the number of opposing forcer, will indeed lead to more startling results.

To determine how long such a battle lasts, we sunply need to determine the time at which either side
is annihilated. If Bluq wins, i.e., Eq. 28-15 holds, then the battle lasts

t = Re/p o . (28-18)
units of time. If Eq 28-17 holds, and hcnoe Red wins, then

t = ByB - | @)
as would be equ:te’d. | | i
’ 287 |
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EXAMPLE 28-1: N S

Twelve Blue riflemen engage 12 Ked riflemen, and terrain features are such that the battle consists
of one-vs-one “duels”. Blue’s kill rate averages one Red every 10 min, and Red with poorer rifles and
less marksmanship, has a kill rate equal to one Blue lost per 15 min. Who wins? Hov. many remain
when one side is annihilated, and how long does the battle last? thn is the winner's force twice the
size of the loser’s force? ' :

We have:
B, = 12
RQ = 12

8 = 0.067 Blue kill/min
p = 0.1 Red kill/inin.

* Hence,

Bop = (12)(0.1) = 12 and RS = (12)(0.067) =
Thus, from Eq. 28-13 Blue wins and f"l;om Eq. 28-15, we have
B, = (12 - 0.8)/(0.1) =

Blues remaining when Red is annihilatéd.
The battle lasts, using Eq. 28-18,

Ro/p = 12/0.1 = 120 min.

The time at which Blue has twice as many combatants as Red is found by solving Eq. 28-11 for ¢
when ¥ = 2, and is ‘

= 90 min.

Asa summary.for Lanchester’s (first) Linear Law, we note that two-sided contflict is im‘/olvcd that '
kill rates and numbers of weapons on both sides are accounted for, but that the outcome is completely
deterministic. Chance does not really enter into battle procedures or results a5 in the case of stochastic
duels (Chap;er 17), but nevertheless application of the Linear Law brings forth the concept of

“fighting power” or battle capability, and hence the principles studied may be informative.
The chance of a Blue loss or kill may be taken as

Pr(Blucloss) = B/(8 + p) - T ' | (28-20)
and that for a Red as
Pr(Redloss) = p/(B +p) - ' @821

~xcept for near end conditions.

288
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28-3 LANCHESTER’S (SECOND) LINEAR LAW FOR AREA FIRE
(INVISIBLE FIRING)

The relation between B = B(t) and R = R(t) for the (first) Linear Law actually applies to a much
more complex situation thar. the constant attrition coefficient case for direct fire. For example, con-
sider longer range, unaimed fire, concentrated in an area known to be occupied by combatants with
the size of that aiea taken to be rather independent of the numerical value of the force. Thus, the attri-
tion rate for Blue will be proportional to R, the number of Red units firing at Blue; but the Blue losses
will vary also with density of Blue troops which is propomonal to B(¢), the number of Blue troops oc-
cupying its zone at any time. Thus, the same considerations also apply for Red, and we have

dB
ar

—6RB " (28-22)

iR
dt

Since dB/dR still equals B/p as in Eq. 28-6, the same solution (Eq. 28-9) for the first Linear Law still
holds with the more complex models of Eqgs. 28-22 and 28-23. Furthermore, if the rignt-hand sides of
Eqgs. 28-22 and 28-23 were even some common complex function, F(B, R, t), asxdc from the constants 8
and p, the linear solution would still hold as in Eq. 28-9.

The solutions for the number of Blue forces, B = B(t) and thi number of Red forces R(¢) as a func-
tion of time, however, are much more complex than in Egs. 28-4 and 28-5. In fact, for the area fire
model, we have

_ =Bs(x — 1)exp[—pBos(x — 1)¢] .
B = T exp=pBax = D] = % | (28-24)

and o
o .,-Ro(‘ - . ' . : . .
k= exp[—pBy(x — 1)t] — « , for any time ¢ | . (28-25)
where . i |
« = BR/(pBy) . R | ' (28-26)

is the ratio of initial fighting power of Red to Blue.
Note here that in terms of the time solutiorts given in £qs. 28-2< and 28-25 we have that the Blue to
Red force ratio at any time ¢ is -

i Texp[—pB.(x - 1)) : (23-27)

s0 that Blue wins when K= ﬁR./ (pB.) < 1, or Blue has the greater fightmg power On the' other hand'
Rcd wins when x > 1, or Red hu the | greater ﬁghtmg power.

—pBR. - | o (2823)

- 289
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For parity, B/R = B,/R, = B/p, which states that although the number of Blues and Reds'vary
throughout the battle, their ratio remains constant during the battle for this area fire model as before
for direct fire. :

Thus, with the two Lanchester ‘“‘linear’’ type laws, we have one for “direct” fire or one vs one duels,
and the other for area fire which more or less applies to artillery, for example.

EXAMPLE 28-2:

Blue and Red engage in' an artiliery exchange with 18 Blue artillery pieces firing into an area oc-
cupied by 18 Red artillery pieces which return counter battery fire. Blue’s kill rate of Red artillery
pieces put out of action is p = 0.008 per min and Red’s corresponding kill rate of Blues is 8 = 0.01 per-

min. Who wins, and how many Red artillery pieces remain to fight after 30 min?
We have

ABo = Ro =
2 = 0.01
p = 0.008

so that by Eq. 28-26
K = ﬁRo/(pBo) =1.25

and Red wins. o
From Eq. 28-25, we find R = 4.94, i.c., Red has 5 amllcry weapons left (Blue by Eq. 28-24 has only
1.68 weapons left. ) :

28-4 LANCHESTER’S SQUARE LAW

28-4.1 PRELIMINARIES

As contrasted to the Linear Law, Lanchester’ s Square Law scemed to fit “modcrn” fi ghtmg condi-
tions better, and so said Lanchester (Ref. 2): :

“With- modern long-range weapons—firé-arms, in brief—the concentration of superior numbers
gives an immediate superiority in the active combatant ranks, and the numerically inferior force finds
itsélf under a far heavier fire, man for man, than it is able to return. The importance of this difference is
greater than might casually be supposed and, since it contains the kernel of the whole question, it will
be examined in detail.”’ -

Lanchester did indeed examine thu

For this kind of warfare, Lanchester said, ! Each man will in a given time scove, on an average, a cer-
tain number of hits that are effective; co ently, the number of men knocked out per unit time will
be directly proportional to the numerical strength of the oppoalng force.” (Ref. 2). Hence the idea of
the *“*Square”’ law.

In the Linear Law assumption, each of the two rates of attrition was a constant due to individual
fighting individual always. Now, however, a commander may throw a large force agairst a smaller—or
against a weak part of the battle line—and trate, as it were, so that the attrition rate depends di-
rectly on the opposing numbers involved in the battle at that time. In view of this, and for the “Squarc
Law”, we now have (compare with Eqs. 28-2 and 28-3)

of question in much detail.

4B | L ;
= = ~BR Bpt>0. . . (28-28)

28-10 -
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and

dR o . _
= B B.< ByR S R , o (28:29)

The solution of these differential equéfions for the Square Law is still relatively simple since the
variables are separable. In fact, using Eqs. 28-28 and 28-29, we see that ’

pBdB = BR4R S ‘ | (28-30)
which on integration leads to _ |
0/2)(B* + C) = (B/2)R* + C). | (28-31)
But at time ¢ = 0, R = R, and B = B.,,.s_?) that .
(0/2)(B; + C) = (/)RS + C) 3 | (28:32)
and upon subtracting Eq. 28-31 fromAEq.. 28-32, we get -
p(B} — B = B(RE - RY) : - (28.33)
as Lanchester’s Squafc' Law (compare w}th Eq. 28-9). |
The initial so-called “fighting powers” of Blue and Red now depend on the squares of the numbers of

Blue and Red forces. The fighting power of Blue is now pBj and that of Red is R}, which represents’
quite a gain over the linear laws. If pB§ > SR}, so that Blue has the advantage, then for some terminal

Be, we have

p(B: — B} = PR} | ‘ L (28-39)
and the residual 'B_lué force as a result of the battle is obtained from
B! = B} - B/pR: - . (2835)

when Blue wins (compare with Eq. 28-15). _ v
Likewise, if pB3 < BR3, then Red has the advantage and

oB} = BRI - R O (283)
so that (coméare with Eq. 28-17) | ‘ | |
- ‘R - (o/B)BL. IR - - (28-37)
When pB? = R, then we have parity and |

pB* = BR'  aiways. SRR | Co (28-38) -
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Then BVp = + R\/E, wher= we must take the + sign since B, R, 8, and p are all positive and the bat-
tle proceeds along a ‘“standoff” line going into the origin as in Fig. 28-1.
For a battle starting off the standoff line, then one side has the greater fighting power and wins, the

battle proceeding along the branch of a hyperbola. For example, if Red has the advantage, the battle
goes as indicated in the Fig. 28-1.

Summarizing and confining our attention to the first quadrant, if the battle starts at a point just
above the standoff line, Red has the advantage; while Blue will win for conditions of the initial fighting

power starting below the parity (standoff) line. Furthermore, the greater the advantage of one side, the
faster annihilation of the other side proceeds.

When 8 = p, we have perhaps a reasonable assumption, for then the opposing forces are tech-
nologically equal, so to speak, and the battle depends only on the numbers, i.c., -

B} — B* = R} — R? o , (28-39)
or we have always that

B* - R* = B} - R

y=+BR

\ (\/;Bo- ‘/ERo) ‘

"Standoff . Line
Red Wine

Figure 28-1. Graph of Square Law
28-12 '




—

[

DARCOM-P 706-102

As an example, let B, = 1000 initial Blue forces which takes on two successive forees of 500 Reds

ecach. For § = p, we have:
1st Battle (by Eq. 28-35):

(1000)* — (500)*

B =
or - : ) ’
B., = 866 Blue remaining, and 500 Red lost.
| ¢ = (866)" — (500)*
or

Bey

707 Blue remaining, and another 500 Red lost.

Thus, by the principlc of concentration, Blue has annihilated 1000 Red forces {two forces of 500

" each) and has lost only 293 men! The principle of “‘divide and conquer”” therefore works very well for

the assumption of Lanchester’s Square Law.
As a very startling exampie, consider an initial force of 1001 Blue and 1000 Red, still assuming
B = p. Now Blue has an advantage of only 1 man, but the Square Law produces

B = B2 — R = (1001)* — (1000)* = 2001

or
B, = 45 remaining Blue forces (remarkable).

But such a battle is not worth it to either side!"
Let us now luok at the difference in fighting power for any general time ¢:

. pB?
BR* = fighting power of Red at time ¢0

fighting power of Blue at 'time t#0

B* — BR* = difference in fightmg power. .

*'The rate of change of the difference in hghtmg power is thus

dB L R
20B— - 2ﬁR S . (2840)

08" - BRY

- vz,,B(-pR) ~ 28R(-pB) =

which says that the difference in fighting power is always a constant (6r zero) for the Square Law
'n'ms, .

pB? - BR* = C (constant),orzero, ' . o ' (28-41)

‘;

-and when C # 0, 'hc relauon between Blue and Red remaining forces can be descnbcd by the positive .
branches of hyperbolas going into the Blue (r = v/pB) or thc Red (y = /B R) axes, depcndmg on

2813




DARCOM-P 706-102

whether Blue or Red has the advantage. The asymptote VpB = VAR represents the SlnndO" or parm
condition (Fig. 28-1).

28-4.2 DISCRETE CONSIDERATIONS

Following Clayton J. Thomas (Ref. 3), it is instructive to consider Eqs. 28-28 and 28-29 as an
equivalent set of difference equations:

%?— .=‘ —BR  or H = —0R, ’ .‘ ' (28-42)

'——AA—‘} = =pB or H = —pB, (28-43)
Now conside'r unit time intervals, sé that t.; — ¢, =1fort=0,1, 2,..., n. Then, w;: get

Biui = B, — BR; i=0,12..,n . (28-44)

R =R —pB; i=01,2,...,n - (28-43)

and the battle proccéds as a function of the ith time period as follows:

LI B R
0 | t=0 B, R,
1 .v':ll B, = B, — BR, Ry = Ry — pB,
2 6 Ba=B -8R R =R B
‘ =B, +80Bs © = Re+BoR
- ~28R, ~20B,
etc.

We may now use a numerical example of C. J. Thomas (Rcf 3) and construct Tablc 28-1 for
‘By = 100. Ra = 50, p = 0.05, and 8 = 0.10.

Thus, after just more than 12 time units have passed, Blue has annihilated Red and lost only one-
third of his (Blue) force. The ratio of Blue to Red increases from 2 to 45!
. As can be seen'frem Table 28-1, the value of 8 = 0.10 is not enough to reach *“‘parity”’. As can be
seeli-frqm Table 28-2, parity is achieved when 8 = 0.20 is used in the computation (by Eq. 28-38,
pB* = BR* or 0.05(100)* = B8(50)*; B = 0.20), and at this stage Blue and Red proceed to annihilate
each other. [Note at this last stage that the (0.20)(32.805)’ = (0.05)(65.61)* = 215.23.]

. 28-43 FORCE RATIO "ONS!DERATIONS

For the force ratio » = B/R, we record here that the rate-of \.hange of the force ratio equation for the )
Square Law is guen by ‘ : . T -
28-14. | | ' ' |
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A TABLE 28-1. STATUS OF RED AND BLUE FORCES FOR 3, = 100, R, = 50,
p=0.05, 8 = 0.10 AFTER 12 TIME UNITS
i B( R‘ Bl/Rg B‘ - R‘ B; + R(
0 100.00 50.00 2.00 5000 15000
1 95.00  45.00 211 50.00 140.00
2 90,50 40.25 2.24 50.25 130.75
3 86.48 3573 2.42 50.75 122.21
4 82.91 34 . 264 5150 . 11432
5 79.77 27.26 2.93 52.51 107.03
6 , 77.04 23.27 331 53.77 . 10031
7 7471 1942 . 385 55.29 94.13
8 72.77 15.68 4.64 57.09 88.45
9 71.20 12.04 5.91 59.16 83.24
10 70.00 8.48 825 6152 78.48
" 69.15 4.98 139 64.17 74.13
12 68.65 152 452 6113 7047

TABLE 28-2. PARITY ACHIEVED BETWEEN RED AND BLUE FORCES FOR B, = 100,
R, = 50, p = 0.05, 8 = 0.20

i B| ' R‘ : B(/R‘ B‘ - R‘ B( + R[

0 100.00 , 50.00 2.00 50.00 150.00

1 90.00 45.00 2.00 45.00 135.00 .

2 81.00 4050 2.00 40.50 121.50

3 72.90 36.45 2.00 36.45 109.35

4 65.61 . 32.805 2.00 32.805 98.415

- [N

du : ' l o : :
7; =0 — 8 ' » . (28-46)

for any time ¢ of the battle. ' ‘ '
Also for the Square Law, the exchange ratio is casily seen to be, from Eqs. 28-28 and 28-29,

dB o V] : g
7R o _ : - (28-47)
EXAMPLE 28.-3: »
' Given a Blue force of 1200 men, which through superior command and control, maneuvers and con-
centrates against 1900 Red troops such that three battles are fought which involve 500, 600, and 800 . -
Red troops at a time. If Blue and Red have equally effective weapons, which side anmhnlates thc other, | ’ _
(} _and how many men are left? .~ ‘ L
- Smoe B = p, we may therefore deai only w:th number: in each battle.

28-15




“horn lay somewhere between 4000 and 5000.
On the day of the battle, 25 June, 1876, Custer divided his command into four parts. Captain Ben-l
teen was sent off with 125 men on what turned out to be a fruitiess search; Major Reno was ordered to -
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1st Battle:

(1200)* - (500)* = 1,190,000

or
(1,190,000)** = 1091 Blue troops remaining after 1st battle.
2nd Battle:
(1091)* ~ (600)* = 830,281
or

(830,281)** = 911 Blue troo’pS remaining after 2nd battle. - .
3rd Battle:
(911)* — (800)* = 189,921
or

(189,921)' = 436 Blue troops remaining after 3rd battle.

Hence, Blue wins with 436 men remaining.

One notes that had Red been able to pit all of his 1900 men against 1200 Bluesina battle, then Red .

would win with
[(1900)* ~ (1200)%] e 1473 Red troops remaining!

28-4 4 AN APPLICATION OF THE LANCHESTER SQUARE LAW TO CUSTER AT LIT-
‘ TLE BIGHORN* |

One of the battle simplications of American history is.that Colonel George Armstrong Custer blun-
dered his way to defeat at Little Bighorn by splitting his force. Perhaps the Lanchester Square Law
can aid in assessing this proposition.

Custer headed for his final battle with a 7th Cavalry force of about 600 men. He anticipated meeting
an Indian force of between 1000 and 1500 warrigrs. The actual Indian fighting strength at thtle Big-

attack with an effective force of 115 men; a group of 130 men was assigned to the pack train; and

" Custer himself lead a column of apout 225 soldiers.

"The ensuing action can be viewed in three parts. First, Reno’s abortive attack on the lndxan village.
~nd, the annihilation of Custer’s column. Third, the successful defensive perimeter established on
sund by Reno’s beaten force reinforced by Benteen'’s group. This last part will not be analyzed

wii.. .. - Lanchester Square Law, as it was mainly a matter of holding out in a fortified position until

the Indians were driven off by the approach of General Terry’s column. (It also seems fair to mention
that after the stunning success they had in the attack on Custer, the Indians were not so much in- .

)

terested in- attacking the Reno-Benteen dcfensl e position' as they'w‘ere in celebrating()

_. ‘Contnbuted by Mr. Thomas Nolan dunng a class on wLapon sy:teml lnnlyns in 1968 at the BRL Bnlhmc Institute.
: 2816
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Now, what can the Lanchester Square Law tell us about Reno’s attack on the Indian village? Fi-st.
we need to recall Lanchester’s Square Law as in Eqs. 28-28 and 28-29:

dB. . dR o
T— —-BR — = V-'p'f'

dt
which implies

p(Bi — BY) = B(R; — RY)
where
B, = initial US strength
R, = initial Indian strength
B = size of the US force at any time ¢
R = size of the Indian force at any time ¢
p = constant rate at which a single US unit (man) kills'an Indian unit
B = constant rate at which a single Indian unit (man) kills a US unit.
The hopelessness involved in Reno’s attack with 115 men on an Indian force of 1000 cr more is shown
in Table 28-3 which shows the remaining Indian force resulting from an annihilation of Reno’s com- .
mand as a function of the ratio p/8 of attrition coefficients. To have achieved parity, or pB3 = 2R},
Reno’s force would have needed an attrition coefficient or kill rate advantage of 76:1!!

The actual value of the ratio of the attrition coefficients is perhaps indicated by the engagement of a
1300-man force under General Crook on the upper Rosebud Creck on 17 June, 1876 by'a force of 1000
to 1500 of the same Irdians involved at Little Bighorn. From an optimistic US point of view this battle
may be called a draw, indicating an attrition coefficient ratio near 1:1. (The battle was privately ad-
mitted to be an Indian victory by General Crook.)

So the Lanchester Square Law would indicate that Reno had httle chance of success. He was for-
tunate to extract himself from the position to which his ill-conceived attack placed him.

Custer’s column of 225 men wai engaged by an Indian force which may have numbered as many as
5000. Its strength was probably in the 3000 to 5000 range. Table 28-4 illustrates the Lanchester
Square Law analysis of this situation. Table 28-4 predicts an overwhelming Indian victory. Even an
unrealistically small Indian force of 1000 (which may have been the size force Custer anticipated en-
countering) puts-an attrition coefficient ratio advantage of 20:1 as the requirement for parity!

These results indicate that Custer’s divided forces had little chance of achieving victory. But what if
he had maintaincd his 600-man force intact? Table 28.5 addresses that possibility. The conclusion,

TABLE 28-3. RENO’S ATTACK

By = 115 - R, = 1000

Ratio of Sise of Indian Force After -
Attrition Coefficients - Annihilation of US Force
o/B
1 _ 993
2 ' 987
5 . 966
10 S 932,
. S0 S : 582
© 76 : Co 0 (PARIT\’)
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TABLE 28-4. CUSTER’S LASTSTAND
Ratio of Size of Remaining Indian Force for
Atzition Five Initial Indian Force Sizes
Cozfficients -
___»/8 1000 2000 3000 4000 5000
1 974 1987 2992 3994 4995
2 948 1975 2983 3987 4990
5 864 1936 2958 3968 4975
10 703 1869 2914 3936 4949
20 (14 1728 2826 3871 4898
79 v* 2236 3404 4583
100 1984 3307 4465
178 0* 2644 3999
516 0 3000
4G4 0*

" *This is the poini where parity is r» i ned.

TABLE 26-%. CUSTER AT LITTLE BIGHORN WITH AN UNDIVIDED FORCE

B, = 600
Ratio of Size of Remaining Indien Force for
Attrition Five Initisl Indisn Force Sises
Coefficients , .
o/B 1000 2000 3000 4000 35000
1 800 1908 2939 3955 4964
2 529 1811 2877 3909 4927
3 0° 1709 2814 3863 4891
5 1483 2683 3768 . 4817
10 - 632 2324 352t 4626
1 0* 2245 3470 4587
25 0* 2646 4000
“ 0* 327

69 : . o*

*This is the point where parity is reached.

applymg Lanchester’s Square Law, mdu:ates tlut even with an undivided force of 600, Colonel Custcr
would have been unhkely to defeat the Indian force he met at Little Bighorn. An analysu such as that
made here, however, may have given Custer improved guidance on not engaging so many Indians,
waiting for additional help, etc. Finally, we might ask: Does not combat theory aid in some better
]udgmcntl or in planning? Par. 28-4.5 attempts to answer this question.

28-4.5 LANCHESTER’S SQUARE LAW AS A FUNCTION OF TIME .

As we have seen, the solutions of the differential equations for Lanchester’s Square Law are straight- - o
forward. The solutions in terms of the time history of evenis, however, are somewhat more difficult.
The remaining Blue forces B(f) and remaining Red forces R(f) at any time ¢ are given by

28-18
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| "B(t) = B,coshvpft — \/—giRosinh\/pﬂt . (28-48)
. R(t) = RycoshvpBt — \/-g—- B, sinhv/pB ¢. . (28-49)

By use of Eq 25-49, it can bc shown (Ref. 4, for cxample) that, if Blue wins, the time g at which Red is
anmhxlatcd (i.e., R(t) = 0) is given by

th = [1/(2\6E>11n[<ﬁao + VBR)/(Vp B, — VBRy)]. (28-50)

| Similarly, by u5c of Eq. 28-48, if Red wins, then Blue’s time of annihilation (i.e., B(t) = 0) is given by

[1/(2~/ A)lin[(Vp B, + VB Ro>/<f BR, — Vo Byl (28-51)
EXAMPLE 28-4 :
Given the initial data for Table 28-1, which involve a dxscrcte type calculation, find thc time at
which Blue annihilates Red.
We have B, = 100, R, = ‘0 p=0 05 and 8 = 0.10; and we know that Blue wins since
pB} = 500 and PSR} = 250

Hence, from Eq. 28-50 we find

: .
ta = manS 17/6 55) = 12.47. .

" F urthermore, we note that the 12.47 time units calculated herc agree with the dlscrcte computation

" of Table 28-1.

Given the Lanchester Square Law for concentration of forces and assume that Blue and Red have

~ equal kill rates, i.c., p = B, we can then determine the time requlrcd to reduce the Blue force to 1/n of
its ongmal snze, i.e., B(t)= By/n, by Eq. 28-48 '

£ = (1/P)ln{[(8o/ﬂ) - VR} - Bi(n* - 1)/n”l/(3o-— R)}. (28-52)

If the term under the radical is negatwe, then the Red force would be annihilated before the Blue forcc

could reduce to 1/a of its original size.

 Similarly, the time required to reduce the Red force to 1/n of its ongmal size, i.e., R(l) Ro/n, with
p-ﬂ,byEq 28-49 is ' '

‘ - (I/P)ln“(Ro/n) - \[Bo - Riin* - 1)/"’]/(Ro - Bo)} , (28'53) "

28-19
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28-4.6 HISTORICAL COMMENT

With regard to Lanchester’s well-known and famous Square Law, Weiss (Ref. 5} indicates that
Rear Adiniral Bradley A. Fiske of the US Navy may have anticipated its implications some 10 years
earlier than Lanchester. In Ref. 5, Weiss describes the numerical analyses of gunnery made by Fiske,
which favor the Square Law. However, Fiske did not set down the differential equations as did
Lanchester for modeling combat, and hence did not establish a general law.

28-5 VALIDATION OF LANCHESTER’S SQUARE LAW

It is of interest to point out that some effort has been made to verify Lanchester’s combat theory
through studies of actual battles. In this connection Engel (Ref. 6) studied records of the battle of Iwo
Jima in World Wer I, and was able to analyze US casualties each day, the number of friendly troops
put ashore each day, and some appropriate information on Japanese casualties and the reinforcement
of Japanese forces. With such information, Lanchester’s Square Law was fitted to attrition data on
both sides for the battle of Iwo Jima, and appeared to give a guod fit. Engel (Ref. 6, was also able to
determine the attrition or kill rates for Blue (US) and Red ( Japanese). In all, there were about 73,000
US troops involved 2nd 21,000 Japanese'troops. Engei (Ref. 6) estimated 0.0106 enemy casualty per
day per effective friendly troop, and 0.0544 friendly casualty per day per effective enemy troop. Thus,
these kill rate figures indicate that in the defensive role at Iwo Jima the Japanese were nearly 5 times as
effective as the Americans. Perhaps one of the most impressive points is that a suitable mathematical
model might be validated, and hence could be used for general inferences. Samz (Ref. 7) checks
Engel’s attrition rates.

J. R. Thompson (Ref. 8) appcars tc question the exact applicability of Lan"hcstcr s Square Law for

the Iwo Jima battle. In fact, Thompson found some additional information which indicates the-

Japanese commander, General Kunibayashi, estimated that for the 21st day cf combat there wer= only
about 1500 Japanese remaining instead of the 8550 estimated from Engel’s fit of the Square Law. (The
Iwo Jima campaign lasted abeut 36 days.) Indeed, Thompson indicates that the area fire model

dB .

el —ﬂBR + F (3] ‘ , (28-34)
dR ’ — |

-""‘d‘ = —pRB ‘ . : (28-55)

where F(t) is a reinforcement term or rate of troop replacement for the U.S., gives a Japanese strength
on the 21st day as 2250—which is closer to Kunibayashi’s estimate of 1500; thereby raising some
doubt about the 8550 figure. Thus, we see the need for sufficiently accurate and detailed experimental
or battle data to validate mathematical models of combat. Indeed, the problem of obtaining battle
data accurately—and especially at precise time instants that the attrition on each side occurs—
represents one of theé basic consnderanons for and obstacles to vahd:mng the worth of any proposcd
combat model.

As a remark of some importance, we should point out the need for obtaining exact kill times for the
combatants on each side in a battle or simulation, for these kill times can be used to determine kill
rates experimentally. Thus, for example, the reciprocal of the average kill times for either Blue or Red
~ gives the kill rates or attrition rates, which are useful in Lanchester’s equations, and this would pro-

“vide a'check on (passively determined) lull rates as in Eq 28-1.
. 28-20 -
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28-6 THE LOGARITHMIC LAW (Weiss and Peterson)

In a study of the Civil War, H. K. Weiss (Ref. 9) found that the Lanchester Linear and ‘Squarc Laws
did not apply well for battles involving about 15,600 or more combatants. Rather, the rate of losses, or
the losses at each time period, on each side appeared to be directly related to the number of comba-

tants on that side. (To many readers, this is no doubt a surprising development, as it almost says ‘‘too

mauch ‘bureaucracy’ gets in its own way.”’ In the sequel, however, we will show that the “Logarithmic”
I 'w may be derived from kill times). Also, R. H. Peterson (Ref. 10) in a study of tank combat during
World War II in Western Europe, found that the first kills in tank engagements seemed to depend on
the number of tanks on that same side, but that second kills seemed to be governed by the Lanchester
Square Law. For first kills. the “‘Logarithmic Law” seemed to apply better. Perhaps, this has some-
thing to do with initial shots and their advantage in catching the enemy by surprise, as compared to
subsequent, regular combat. (Also, the sparsity of suitably accurate data could be a problem.)
Weiss and Peterson indicate that the lirnited studies with the Logarithmic Law involved the form

dB/dt = —BBInR ‘ . (28-56)

showing rather weak dependence on the opposite side numbers, although here we will use Peterson’s
“simple form” in the following assumptions: -

dB/dt = BB o »  (28-57)
and
dR/dt = —pR. | , (28-58)
Then | | |
B = Byexp(—f1) o '. » 2859)
and | | | | |
R = Ryexp(—pt) | e o o (2860

so that losses and remaining numbers of cotubatants depend on initial cumbers on the same side and
the attrition rate constants § and p. Otherwise, Bluz’s and Red’s losses appear somewhat independ-
ent of each other!

We see also from Eqs. 28-59 and 28-60 that

B/R = (BJ/R)explo = B). o (28-61)

If p > 8, then B/R steadily increases with the time of battle and Red may soon have to give up;’

hence Biue wins. If p < B, the B/R steadily decnease: with time and Blue may have to capitulate. If

ﬂ = p, then Eq. 28-61 becomes

B/R = BJR, . (2862
' 282
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and the fighting ratio stays consiant, so that one could argue stalemate. On the other hand, battles
may stop quickly as indicated in Peterson’s tank combat studies.
For a relation between remaining Blue and Red not involving time, we may eliminate ¢ from Eqgs.

28-57 and 28-58 and obtain the ratio '

dR/dB = pR/(BB) o (28-62)
and then arrive at

(1/8)(InB, — InB) = (1/p)(InR, - In R) » (28-64)
or rewrite this as

(B/Bo)'? = (R/R,)" | ‘ (28-65)

or finally as

B Bo(R/R,)P”. v ‘ o (28-66)
The so-called *“Logarithmic Law”, therefore, leads to the exponential type of decay or attrition of
forces on each side. In addition, we note that if the Logarithmié Law fits the data, and if we know the
initial number on each side and the number of survivors, then the ratic of attrition or kill rates may be
determined, for example, from Eq. 28-66. Furthermore, Egs. 28-59 and 28-60 may be linearized by
taking logarithms and, if the times of casualties are known, then the kill rates may be determi.ied ex-
perimentally rather than predicted “passively”, as perhaps in Eq. 28-1.
" Finally, we return to a potentially important point concerning analyses of combat or simulated
battles- -i.e., kill times may be of much interest since, the faster that losses occu - on a side, the greater
likelihood the decision to withdraw.

EXAMPLE 28-5:

Six Blue tanks engage in a battle with eight Rcd tanks until Red desires to withuraw “vith half of its

. tanks lost. If Blue also lost half of its tanks, then find the quantitative advantage of one side over thc
- other.’ :

- Assuming that the Logarithmic Law is valid for this case, e have B. =6, 8=3, Ry =3, and

f = 4 Hence, usmg Eq. 28-56, we find that -

Bip = [In(B/B)]/In(R/Ry)] . @)
= 1
or that the attrition rates are equal. However, it is obviously true that Blue has sup?rior tanks, for with

a loss of three tanks he has killed four Red tanks chcc, the “‘trickiness”’ of the exponential decay
. combat law.,

2»-7 SOME CONSIDERATIONS ON TRANSITION PROBABILITIES

Some.remarks on (ransition prooabilities for the Linear, Square, and Logarithmic Laws are perti-

nent here. We are interested ultimately.in one aldc. Biue or Red winning through a s‘qnence of losses

28-22
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or some tota! number of losses of combatants on a side. Blue wins if Red’s force size goes to zero first
(which is drastic), or if we state hypothetically that a side has lost when, for example, it loses 1/3 of its
original size, and consequently disengages.

For the Linear Law the chance pp, of Blue losing an individual cngagcmcnt at any ngcn state of the
battle is found from

_dB/dB iR\ _ ) o L
bo = 7 + el A —ﬁ/(‘fﬂ —p)=B/B+p)=(1+p/8) (28-68)

and thus the chance pp, that a Red loses an individual engagementis
b = p/B + p) = (1 + B/p)" o ' - (28-69)

as we have already indicated in par. 28-2. _

In view of the foregoing, we may say that the “transition probability” from the “state” (B,R). i.=., of
B Blues and R Reds, 'to “'state” (B — 1,R) is given by Eq. 28-68, and the transmon probabxhty from
state (B,R) to state (B,R — i) is given by Eq. 28-69.

For the Square Law, since dB/dt = =B8R and dR/dt = —pB, then

per = BR/(GR + pB) = [1 + pB/(BR)]™! ' (28-70)

"and '

— AT

pB/(BR + pB)

. [t + BR/GB)" e
For the Logarithmic Law, since dB/dt = 8B and dR/d = ~oR, then
pov = BB/(BB + pR) = {1 + pR/(BB)]" O @
and | |

m_u = OR/BB + oR) = [1 + BB/GR)™. @)

If we assume a constant or parameter k = —1 for (he Logarithmic Law, k = 0 for the Linez - Law
and & = 1 for the Square Law, then Petenon (Ref 10) uses the general form

mih) = (1 + G/BERA, k=-to0e41 . @)

to describe the chance of one Blue loss for the three laws. _
In a like manner, we see that the chance of a Red ioss may be expressed as

pmk) = [1 + (ﬂ/p)(R/B)']'i,- k- -l,-O,‘or+i; . . - (28-75)

2833
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Ir order to estimaie & from actual statistics on battles, or from a simulation, we observe that from
Eq. 28-74

U= pa(®) = (o/B)B/RMIVH (/BYB/RMT (28-76)
and it is thus easy to see that for Blue we have

ln[/’m(k)/{l = pa®ll = In 3/ + k@B | (28-77)

In a like manner, for Rcd we get

In[pm(®)/{1 = pm(0}] = In (o/8) + kIn(B/R). | (28-78)

‘Thus, knowing the number of combatants B and R at some stage of a battle, the attritiun rates § and p,
and having estimates of the transition probabilities from other sources; then £ may possibly be deter-
mined, giving the form of the correct law to fit. Cr, knowing the form of the law (Vinear, Square; or
Logarithmic) and having estimates of transition chances, then the mtfrccpts of Eqs. 78-77 and 28-78
lead to the ratios of kill rates. .

28-8 CHANCES OF WINNING A BATTLE .
As a further consideration, now lét P(B,R) denote the probability that Blue finally wins over Red

when Blue starts with any force size B, and Red starts with a force size R. In this connection, we may:

find all needed values of P(B,R) by reasoning as incicared:

To begin with, it is clear that P(B,0) for B 2 1 is always 1; Ked has no chance to win. bcmg down to
zero men a'rcady On the other hand, P(O,R) for R 2 1 is always zero; since B has zero combatants,
Red has already won, and Blue therefore cannot win. Next, consider P(1,1). Here, Blue can win only if
P(1,1) changes from this state tc the state P(1,0), i.e., Red has to lose his only combatant for Blue to

“ win at this state. The chanc~ of this is ppy and for the Linear Law, for example, we know from Eq. 28-
69 ‘ '

Pm = (1 + B/p)"", andthisequals 1/2i{8 =

Thercfofe

P(-,l) = PmP(l 0) =1+ ﬂ/p) 'P(1,0) = (1 + B/p)""

Next, what about P(2,1) or P(X 2)? From state ‘2,1) Blue may win merely by Red losing 1 or the en-
gagement going from state (2,1) to state (2,0), the chance of which is pp,. Also, Bluie can win by losing

Jist one Blue, going to state (1,1), but then wmmng from state (1,1). The chance of thcse two mutuaily
excluswe events is

P(zal) = PRIOP(Z’O) + pllP(IJ)’
In a like manner, '

P(1,2) = pg,#(1,1) only.

e ——
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In general, however, P(B,R) is the total chance that Blue wins ¢itherif he loses ! in a battle, but still
wins, and Red loses one Lut Blue still wins. This may be written quite generally as

P(B,R) = paF(B —. LR) + pmP(B,R — 1) T (28479)

which for the Square Law, for exumple, would be

P(B,R "———LPB-IR +—EB——PBR—1 ( )
( ) )"' BR + B ( . ) ) 6R + B ( ’ ) \28’80)

For example, in C. ]. Thomas Table 111, Pagc VII-25, (Ref 3), £(3,2) is listed as 0.7750 and, from
Eq. 28-77, we have where p = 8

P(3,2) = > T 3P(Z,Z) + > T 3P(3,1) = (0.4)(0.5000) +0.6(0.9583) = 0.7750.

Thus, we are able to use the transition probabilities of par. 28-7 to determine overall chances of win-
ning a battle. However, xhc reader may easily see that the computatnonal details get to be very involved
indeed.

EXAMPLE 28-6: ,

Given that Lanchester’s Square Law applies to a certain battle and that the exchange ratio of Blue's
loss rate to that of Red is B/p = 3/5. Then build up a tablc of the chances of Blue winning for one to
five combatants on each side.

Now since P(Z,R) given by Eq. 28-80 is the chance that 'Blue wins if all the enumerations are carried .
out, then we see for 8/p = 3/5 that we have -

3R , 5B
POR = 3p+sp PB - R + Sp=p PBR - 1)

The first few romputatnons stamng with ¥ Blue and one Rcd “and one Blue and zero Red, are as*

follows: 4 .
) . K
P(©,1) = 0 ~-
' &
P(1,0) = 1 < '
3elg 5
PLD = 535 PO + Firs 0
. S 0d oo
8
S "
( = —8— = (0.625
- 28-25
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[ ] 5.1
P(L2) = 5557 PO + 55y PO
LI S
1 11 .8
I 0.284091
I
343 Se
_P(1,3) = 33 ;TP(OJ) + —3:3—;—5;—1-1’(1.2)
. 2%
T 14 88
=I5 001461
T 1232 0 ¢ '
3e4 .
POY = 53550 PO + s PO
5 1235
T 1771232
= 5 020841
T 20944 '

The resuiting computations giving the chances of Blue winning are given in Table 28-6.

In case the Lanchester Linear Law applies, then Eq. 28-80 simplifies to

. . ' ' p N X .
B.R) = - PL - \,R) + B.R — 1 28-8
PBR) = 575 PE = LR + g PBR = 1) (28-81)
and Brown (Ref. 11) shows that the chance of Blue Wiﬁniﬁg is the binomial sum
PBR) = j{::w +R - DB +R=-1- )
XI8/8 + PN/ @ + p)s+n-t-s (28-82)

= Ig,(B,R), or Karl Pearson’s incomplete beta iunction (e.g., par. 2i-3.l).
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'TABLE 28-6. PROBABILITY OF BLUE WINNING (SQUARE LAW AND 8/p = 3/5)

Red Force Size
1] 1 .2 3 4 5

Pi00) PO.1) P.2) - P(0.3) P04 . P(0,5)
0 Not :
I%fined 0.0000 0.0000 0.0000 0.0000 0.0000

PG P11 P(1.2) P(1.3) P(1.4) P(1.3)

1.0000 0.9856 08975 0.7127 0.4849 0.2847

_g 16000 0.6250 0.2841 0.1015. 0.0298 0.0075
S Sl Peer P2 PR2 PR PQY PRS)
E “ll1no00 09135 06774 04046 02002 . 0.0846
; F3.0)  P30)  P32)  PB3) P34 PB.S)
=

4 P4,y P4.1) P42y - P4Y I P(4.5)
10000 0.9981 . 0.9749 0.8935 0.7403 0.5451

PG PGy 0 P(52) P(5.3) P(5.4) P(5.5)
1.0000 0.9998 0.9950 0.9681 0.8942 0.7633

Now the binomial sum may be approximated by using the normal or Gaussian distribution (sce
Brown, Ref, 11), and we could pui B = B, and R'= R, for the start of the battle in Eqgs. 28-80, 28-81,

" or 28-82.

Brown (Ref. 11) also gives a normal approximation for the chance of Blue (and hence Red) win-
ning for the Lanchester Square Law, although we see that otherwise the calculations become véry
-etailed because of the discrete nature of the battles. ,

Having covered the Lanchester type Linear, Square, and Logarithmic Laws, we now turn to the
problcm of modeling guerrilla warfare, ‘which is also an important topic.

28-9 - THE MIXED LAW OR DEITCHMAN’S GUERRILLA WARFARE MODEL -

28-9.1 BASIC CONSIDERATIONS AND THEORY

S. J. Deitchman (Ref. 12) made a study of Lanchester type models to explore the force ratios—of
“regulars” to guerrillas—that might be required for a side to win. He shows that an attacking guerrilla
force, by using tactics which compensate for its weaknesses otherwise, can defeat a force of defending
regulars which has overall superiority in number of men and weapons. On the other hand, the defend-

-ers or regulais can win by appropriate selection of weapons, counter-tactlcs, and rather high force

ratios for individual engagements. :

Table 28-7 gives the force ratios for some nine limited wars, along with the winner and is based on
testimony of General Maxwell D. Taylor before the House Appropriations Committee (1960). We
have added South Vietnam as the 10th limited war for additional information. ,

Table 28-7 shows that the “regulars” won only with rather overwhelming force ratios, and even for
force ratios of about 9/1 the guerrillas won in Algeria and more recently in South Vietnam. (In the lat-

ter stages of the battle for South Vietnam, the North Vietnamese sent in large for-es to take over as R
 help from the U.S. dwindled.) Thus, the so-calied “limited" wars bring torth some special considera-
_tions that require proper analyses, and hence the need for modelmg guemlh type warfare as

. 2827
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TABLE 28-7. LIMITED WARS, FORCE RATIOS, AND WINNERS

Limited War Force Ratio (Reg/Guerr.) Winner
Greece, 1946-49 . 9/1 Regular
Malaya, 1945-54 18/1 Regular
Kenya, 1953 10/1 Regular
Philippines, 1948-52 5/1 Regular

Ave 10/1
Indonesia, 1945-47 ' 372 Guerrilla
Indochina, 1945-54 ‘ P75 Guerrilla
Cuba, :958-59 55/1 Guerrilla (Castro)
Laos, 1959-62 2/1 Guerrilla
Algeria, 1956-62 9/1 Guerrilla

Ave 4/1
South Vietnam ‘ 9/1 North Vietnam

: won in 1975

Deitchman did. (Deitchman was particularly interested in exploring the question, *‘Can a numerically
very inferior force of guerrillas defeat a much larger Army in a complete war?”)

In what follows, we will let Blue denote the defenders or regulars, and Red the guerrillas. Blue
moves through an area searching for guerrillas, while the guerrillas counter the attack by preparing an
ambush for the defenders. According to Deitchman, the “mixed” character of the model arises from
the asymmetrical or unbalanced nature of the combat situation. Generally, Red or the guerrillas will
fight only when the advantage seems to be decided! theirs, although in some cases the guerrillas may
be forced to fight when stumbled upon by the defenders or otherwise when forced into conflict.

In moving through an area searching for guerrillas, the defenders (Blue) are assumed to be in full
view, and therefore Blue’s losses are assumed to be directly proportional to the number of guerrillas
(Red) who bnng aimed fire to bear on the regulars. Thus,

dB . L o
- = -BR ' - A - (28-83)

On the other hand, Blue’s return fire is rather ineffective since the guerrillas in ambush are hidden

‘and Blue must fire blindly into the area occupied by Red, i.e., Blue’s ﬁre is ‘‘area” fire. Thus; for the

guerrilla’s loss rate, we have the area ﬁre model

dR

From Eqs. 28-83 and 28-84 we see that we have a mixture of the Lanchester Square and the Linear
type Laws.

In Eqgs. 28-83 and 28-84 we have a dec:dedly unbalanced type of model, where the attrition- ‘con-
stants 4 and p take on somewhat different meanings than they did before in the Square Law. To begin -
~ with, Eq. 28-83 states that the rate of change of Blue depends on a constant attrition coefficient mul-

tiplied by the number of opposing Reds or guemllas (the Square Law part) On the other hand, Eq.
28-28

— = “eBR. ‘ | (28-84)
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28-84 indicates that the rate of losses for the guerrillas changes not only according to the constant attri-
tion coefficient p and the number of opposing Blues or Regulars, but also the number of guerrillas in
ambush (the Second Linear Law). Thus, the more guerrillas in ambush, the higher the rate of losses
for the guerrillas—a perfectly reasonable assumption. Moreover, it is to the guerrillas’ advantage to
keep the number of ambushers small, or to bring about dispersement of troops, or better still to pro-
vide concealment, cover, and protection, which has the effect of keeping the total attrition to a low

figure, relatively speaking. We should expect also, therefore, and in fact as Deitchman endeavors to

point out, that the coefficient p should be k: t as small as possible in order that the guérrillas and their
“fighting power” can achieve parity, thereby prolonging the war, or achieve *‘local” superiority and
hence wipe out larger and larger forces of regulars.

It is easy to solve Eqs. 28-83 and 28-84 for the number of Blue (regulars) B = B(t), and the number
of Red (guerrillas) R = R(#), for any time ¢ of the battle. In fact, eliminating the time variable, we see
easily that ' '

pBdB = BdR . | ' , (28-85)

p(B* + C) = 28R + Cy). ' o . (28-86)

Now when ¢t =0, B = B, and R = R,, then

o(B + C) = 28(Rs + C) - S (28-87)

or finally’

p(Bi — BY)

25(1?(. - R. o - (28-88)
The condition of parity occurs when the requirement
' pB} = 2BR, B | o . (28-89)
is ‘mct, for then | | | |
pB* = 26R I B O (28-90)
élways, aifnd the regula\;‘s and guerrillas aﬁnihilate each other eventually if the battle is 'al'lowe;i to con-
tinue. ' ' '
If pB} > 28R,, then
pB} ~ 28R, = pB* — 28R >0 o (28-91)
always, and eventually R must go fo zero béforq B so that”Eq. 28.88 bécorr‘xes |

pB} — 28R, = pB} S @)
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or the remaining numtzr of Regulars is

e = [Bi — ZBRo)/p]”" | ' . (28-93)

with the regulars winning the battle. -
On the other hand, when 28R, > pBj, meaning that the guerrillas can keep p relatively »mall and

avoid fighting with too large a number of regulars, then the guerrillas can win znd have R, fighting
units remaining: '

R. = (28R, — pB})/(28). (28-94)

We note in this case, however, that we must have

ﬁ/é > Bi/(2R,) . | (28-95)

or a criterion depénding on the square of the initial number of Blues:
Ore should note that the condition for parity, Eq. 28-89, for the guerrilla warfare model, imposes a

stiffer requirement on the size of the Blue (defender) force than does the Square Law. In fact, for the
Square Law we have for parity '

pB} — BR} = pB* — BR* = 0 always—o . - (28-96)
. ' \ .
. ‘ , ———
Thus, for the right-hand side of Eq. 28-96, we see that ‘

— ﬁRz

—~BR(BR/B - pB/R)

B\ 1(dR\1 .
‘BR[B w ) "'\ @ }_='°

or for the Square Law (see par. 28-4.1) we have

1 ( @By ( ) SRR | 28-97
B\ 4 D o (28-97)
ie., ' b ‘ .
dB .dR
5 .2 S - o 28-98
. dt S IR (28-98)
always for parity. This says that fractiona: or percentage losses on both sides go at the same rate for
- ~ the Square Law.
e For the guerrilla warfare model however, we may subsmute the condxtnons of Eqs. 28-83 and 28-84

"info Eq 28-97 and obtam, BR/B = pB, or
\
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pB* = BR. (28-99)
Hence, we see from Eq. 28-90 for Deitchman’s “Mixed” Law case that parity requires that
pB* = 28R (28-100)

so that Blue winning a guerrilla warfare engagement requires a factor greater than twice that for the
Square Law, relatively!

We see that guerrilla warfare can indeed rcprcscm a very special type of fighting because the
guerrillas can take full advantage of the terrain and canopy, and more or less make the regulars fight
on the basis of the guerrillas’ own terms, so to speak. Thus, as the guerrillas spread out—taking advan-
tage of the terrain features for protection, remaining hidden, and preparing ambushes—they force the
regulars to split their forces and hence violate the principle of concentration. The result is that the
guerrillas often can easily achieve local superiority and trap the regulars in ambush. Thus, some
further analysis of the attrition rates is of interest here. ’

For Deitchman’s guerrilla warfare model, we have from Eqs. 28-89 and 28-90 rclatmg to parity that
the ratio p/(28) is of considerable interest, since for R,>(p/28)B: then Red wins, and for
B,>v/28R,/p Blue wins.

It is instructive therefore to consider the attrition constants in more detail, especially in terms of
rates of fire of weapons and average kill probabilities per shot fired from Blue and Red weapons. Thus,
we may take p as

p = r3Aur/Ar : ' (28-101)

where the loss or Lill rate constant p against the guerrillas depends on
rg = rate of fire of a Blue weapon
A,r = vulnerable area of all the Red forces in the battle
Ar = total area occupied by the Red forces or guerrillas.
(The ratin A,r/Ag is really the single shot kill probability of Blue against Red. )
For Blue’s loss rate constant 8 un the other hand, we have that since Bxue initially is in full view of
Red, thcn we may take 8 as

B = rapxn L , (28-102)

whex"c .
= rate of fire for a Red weapon :
p" = average kill probability per .hot ‘nr 2 Red weapon against Bluv=.
© Finally, the ratio p/(28) is thus given by

p/ (2R = 1aAin/(2Annprn) | L | (28-103)

which eqdals A‘../ (zA.px,) if rates of fire onv 6ppo'sing sides are equal.
Wc note that Red can ¢ffectively decrease p by increasing A, or in other words by spreading out his

. forces so that for the same number guerriilas his density becomes lower—a very worthwhile tactic.

Blue may increase his effectiveness by going *o more dcva:tatmg weapons—rifles to mortars, mortars
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to artillery, etc. Again, the guerrillas compensate by spreading out, effecting concealment, taking cover
for protection, etc.. until he has local superiority to win over the split Blue force or attrite him badly. In
summary, therefore, an inferior numerical force of guerrillas might be able to fight very effectively by
proper choice of tactics, splitting the opposition, and taking good advantage of the terrain features.
We next turn to the time solutions for the guerrilla warfare model.
Deitchman points out that the time solutions for the ‘““Mixed” Law in case Red wins, i.e.,

2BR,>pB2, are:

R

and

where

and

R,

i

R

Gt + [(Bo = Kitana)/(Ky + Botan a)]

5

B(t)

It

K;[(Bo - K; tan a,t)/(]ﬂ + Botanalt)]

v28C/p
R, — [p/(28)]B3
pk./2

x/2

R(final) = Ry, — [o/(28)]B}

On the other hand, if Blue winsg, i.e., p83>ZﬂR., then

R

and
B
- where
K
G
. Oty
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R(t) = Gi{[(Bo + Kstanhay)/(Ky + Botanhaw)]* — 1

B({) = K:{(Bo + Kitanh a.:')/(k,} B, tanh ay?)]

V'268Cy/p
o/ (28)1B3 = R,
pKy/2

(28-104)

(28-105)

. (28-106)

(28-107)
(28-108)

(28-109)

(28-110)

(@8-111)
' (28-112)

~ (28-113)

(28-114)

(28-115)
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and .
B. = Bfinal) = VBT = (28/p)Rs. . L (28-116)

Thus, the time solutions for guerrilla warfare are obtainable in analync form, although they are some-
what complex '

EXAMPLE 25-7:

. 200 Vietcong (VC) armed with rifles of about 0.4 single-shot kill probability, prepare and occupy an
ambush area of some 80.000 ft>. A Regular force of 600 riflemen; looking for guerrillas in the area, are
suddenly fired upon from the ambush. If the rate of fire on each side is about 12 rd per min and the.
vulnerable area of a VC is about 1.5 ft?, then who wins the battle and how many men are left? Indicate
how parity could be achieved, if 'possiblc. by using reasonable numerical values in the analysis.

Assumptions must be quite explicit.

Given:
R, = 200 VC guerrillas
B, = 600 Regulars
pxa = 0.4 (single shot kill probability of VC nﬂcs)

Ar = arca cccupied by the guerriilas
Avr, = 1.511? (vulnerable area of one VC guerrilla)
rs = rg = |2rd/min {rate of fire of weapons on both sxdes)

The average area Aq, occupied by one guerrilla is

Ar, = Ag/R, . - o ‘ (28-117)

1

or

Ar

, = 80,000/200 = 400 ft*.
Then (Eq. 28-102)
B = mpen = (12)04) = 48 S BRI X1

and (Eq 28-101)

Av ! !
p = r.( A:‘) 12( ) 0.045. - (@8-119)
1 7 -

How does pB§ compare with 28R,?

Bl = (0.045)(600)* = 16,200

26R, = 2(4.8)(200) = 1920. . -
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Since pB3>28R,, Blue (Reguiars) will win, and

B,

V(pB} — 2BR.)/p

V(16200 — 1920)/0.045
V31733333

563 Regulars remaining.

To achieve parity we need pB} = 28R,. Since we do not have the option nf éhanging Byor Ry, and 8 for

all practical purposes is constant (for example, we could increase pxa by giving him mortars but he "

also suffers a reduction in rg), we must look toward changiing p. So for parity

_ 28R, 1920
P = "B T "(600)

= 0.005333.

This means to achieve parity we must somchow reduce p by an order of magnitude! Since (Eq. 28-101)

- o(t2)

we must changc these factors to achieve parity. We can hardly decrease 7, from 12 rd per min. If the
guerrillas take cover behind trees and rocks, stay in ditches, or behind other natural or man-made
barriers, it is not unreasonable to assume they can decrease their vulnerable area from 1.5 ft? to 0.5 ft?.
This means that

A (A"")-lz(-—o;s——) 1251t
m = n\7,m) = 14\ 0005333 v

If we take Ax/R, to be the average area occupied by one guerrilla, then the total area occupied by the’
. guerrillas must be mcreased from 80,000 ft* to

An-= Redw, = Q00)(1125) = 2250008 . @s120)

Thus, the guerrillas must realize that their salvation lies in hiding and occupymg a larger area
(spreading out), especially to split the regulars as much as posslole

28-9.2 WINNING CHANCES FOR GUERRILLA WARFARE

The stochastic treatment of gucmlla warfare, or the probability of winning in an. ambush engage-
ment, has bee. studied by Kisi and Hirose (Ref. 13) and Smith (Ref. 14). In fact, Kisi and Hirose
(Ref. 13) developed an approximation for Blue or Red winning based on the worx of Brown (Ref 11)
in par. 28-8. Kisi and Hirose (Ref. 13) set up the following formulation:

1. Every unit of Red (Guerrilla) fires at Blues (Regulars or Counterguerrillas) with an exponen-'
tially dutnbutcd time mterval with mean 1/A’, and single shot kill probab:hty Or-
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_ would be

2. The distribution of time intervals between successive firing of Bluc (Regulars) follows an ex-
ponential distribution with mean 1/A.

3. Blue firing is distributed uniformly over an area 4, and thc effective lethal area per Blue shot is
4., and is considered .so small that two or more guerrillas are never killed by a single Blue shot.
Then the chance pg that the first casualty after time ¢ occurs for Blue is

ts = /(B + a) _ (28-121)
and pp for Red is | |

pr = B/(B + a) ' - : $(28-122)
where

a = NppA/(AAY). (28-123)

As a final definition, Kisi and Hirose select the cutof! point—or withdrawal from battle number—for
Blue to be a designated number B* which may be zero, and that for Red to be R*.
With the given formulations, the approximate chance P(B,R) that Blue wins is

PBR) = T 1B~ (BV)/@a) expl=(B" = B'YY@iL  @s129)

{=R-R"
and that for Red is
1 = PB,R) = sumofEq.28-124from0 to (R — R* — 1). .

For a sample computetion, Deitchman’s analysis indicates that the a of Eq. 28-123 is abouf 500 for

. guerrilla warfare. Thus, if we take a = 500, B* = R* = §, and B = 100 and R = 10, then the chance’
that Blue annihilates Red using Eq. 28-124 is found to be 0.546, whereas the exact value is 0.542—a

negligible difference.
We record here that Deitchman’s ‘““deterministic” model: for guemlla warfare gives equality of
strength or ﬁghtmg power at any stage to be ' a

(B* - (B‘)’]/(Za) =R~ R‘ ‘ L _(28-125)

Moreover, if the strength of the Regulars were reduced from B to B* at some time t, say, then there

8 - (8%1/@a) o N L (28-126)

guerrilla casualties at the same time, and Eq. 28-124 may be referred to as the stochastic counterpart.
We see that this analysis allows for a breakpoint B* for Blue such that Blue would withdraw from

battle, and a breakpoint R® for Red—ind:cating a more reasonable and more practical requnrement»' :

than complete attrition on a ude (Battle breakpomts are discussed in par. 28-11 ) -
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Finally, Kisi and Hirose point out, as one might expect, tha: the number of casualties for the
guerrillas is a random variable having a Pc.sson distribution with mean eanal to Eyq. 28-126.

For some turther enlightening study on guerrilla type warfare, the reader should consult Schaffer
{Ref. 15).

28-10 SOME CONSIDERATIONS OF THE ATTRITION COEFFICIENTS

We now come to cne of the critical issues concerning Lanchester type models of combat, and that is
the realistic determination of the attrition coefficients or the kill rates. In this connection, we have
already indicated that the attrition coefficients may be estimated, somewhat “‘passively”, by the use of
equations such as Eq. 28-1. \We see easily that in using kill rates so determined one is dealing primarily
with three components—i.e., the chance of a hit upon the target, the conditional chance that a hitis a
kill, and the rate of firz of the weapon. Thus, the chance of hitting will very drastically with range o
the target, whereas the conditional probability that a hit is a kill will not necessarily vary so
drastically, although it will vary some. The rate of fire of a weapon will not be dependent on target
range, although it is true that the rapid fire weapons are used predominately at the shorter rang s, and
large artillery or missile warhcads fired for the long ranges will naturally have relatively slow rates of
fire.

From this discussion, therefore, we see that the attrition coefficients cannot possnblv be constant, as
we have more or less used them heretofore. Moreover, it may not be proper or realistic to use average
kill rates over the ranges of engagement which two opposing forces fight cacl. other. In other words, we
may be dealing with a very complex problem indeed, although some of the simpler models could be
adequate for some applications or fighting conditions. Therefore, the problem of modeling combat

adequately may become quite complex indeed—even for the kill rates or attrition coefficients alone—

to say nothing about the best choice of model otherwise, trying to model the terrain features encoun-
tered, weather, command and control, etc. Then again, many of us are in agreement that combat is
bound to involve stochastic consldcratnons which may often turn out'to be very influential in all types.
of warfare.

Bonder (Ref. 16) has made a study of the Lanchester attrition rate cocfﬁcxems by hypothesizing that
such coeflicients are random variables following some probability distribution, since the concept of an
“‘average value implies a distribution". Bonder’s treatment (Ref. 16) is conditioned on the number of

rounds that must be fired to destroy a target, and involves sbljne of the more basic considerations of the

time to acquire targets, time to fire the first round, time to fire subsequent rounds given a hit or a miss
on the preceding round, projectile time of flight, and other events of firing. Bonder derives an expres-

sion for the probability densitv of the attrition rate and indicates that it is the reciprocal of the total
time to defeat a target, as onc would surmise, and as we have brought cut heretolore. The criticality of -

the ranges to targets is brought out.in Ref. 16 only in terms of such implication as range affects the fac-
tors just mcnuoncd :

Barfoot (Rel. 17) is somewhat critical of Bonder s analysxs and argues that a valid prediction of the
average attrition should be obtained by using the harmenic mean of the variable attrition rates rather
than the arithmetic mean. He points out that this change resuits in a constant Lanchester attrition rate
coefficient being defined as the reciprocal of the expected time to kill a target, and he gives an alternate
method for obtaining the coeffic.cnts. Bonider (Ref. 18) ther: shows, nevertheless, that his methodology
of Ref. 16 leads to an ave:age or expected time to kill a target, the reciprocal of which may be used as
the average attrition rate, and hence takes care of Rarfoot’s ob)ectlom-n least for the case of a single

~ “target kill probablhty
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One of the original and profound treatments of the targer range problem is no doubt that of Weiss
(Ref. 19) who extenued Lanchester type cornbat theory to the reiative movement of forces, combat
among small groups of forces in the presence of large areas of effectiveness for weapons, and combat

* between heterogeneous forces with consideration of the problem of target assignment. Indeed, Weiss’
‘paper (Ref. 19) and some of his s ibsequent studics represent several major contributions to corabat

theory (see par. 29-3).

Taylor (Ref. 20) shows hew to obtain a solution to Lanchester type cquatxon; for combat between
two homogenecus forces when the attrition rates arc variable, but their quotient is nevertheless a con-
stant throughout the battle. Also, Taylor’s solutions are developed for either time or fcrce separation
as the independent variabie. Indeed, one may easily appreciate the dependence between time of battle

and the closing of opposing forces in range against each other.

- In summary, we might say that the whole matter of determining attrition rates for Lanchester’s
combat equations needs much more research. Also, we should rot forget that the anaiysis of available
data from actual biitles such as that by Engel for Iwo Jima (Ref. 6) remains quite relevant for siudy of
the attrition rate prcblem and the validation of models.

28-11 BREAKPOINTS OF BATTLES

Anothcr critical issue concerning the analysiS or modeling of combat has to do with breakpoints, or
when and under just what circumstances will one of the opposing forces withdraw? Clearly, and es-
pecially as time marches on, it now seeme very unrealistic to assume that sides will fight to annihila-
tion as in nlden times perhaps. Hence, stopping criteria for battle disengagement need considerable
study if analyses are to be used for prediction purposes. Some investigators have suggested that a side
might withdraw or disengayc from battle waen it has suffered some 25% or 30% casualties, for exam-
pi¢, or a tank unit might disengage witen, say, 40% of its tanks are lost, etc. Helmbold {Ref. 21) has
studied various reasons fur breaking battle, and apparently found nothing very systematic for battle
breakpoint criteria that could really be depended upon as anything approaching universality. In fact,
many commanders withdrew ior uncxplained reasons. Blakeslee (Ref. 22) reviewed and analyzed .l
available studies on battle breakpoint casualty criteria. He found that percent casualties may still be
the best criterion to use, and that the breakpoint in percent casualties for the attacker was only one-
' alf of that for the defender. Moreover, a considerable amount of randomncss should be expected, es-
pecially for the defender. ' .

In spite of the limitations and state of the art of analyses on autrition coefficients and battlc break-
points, however, there recently has been developed some new thoughts and a fresh approach to the-
analysis of combat type data, both of which might help to circumvent some of the old problems. This,

~we take up next as the final topic of this chapter.

28-12 A NEW FORMULATION OF LANCHESTER TYPE COMBAT THEORY
28-12.1 BACKGROUND AND BASIC APPROACH

Up to this point, the reader will no doubt have acquired some apprecxatnon for many of the dif-
ficulties of modeling combat or obtaining suitably accurate predictions in studying new weapons and
tactics for a future conflict. Our account of combat theory here so far has been concerned primarily
with numbers of opposing elements, or weapons, etc., on each side for several Lanchester type models

“of combat and the attrition cocfficients or kill rates. However, any realistic representation of combat

must involve many other considerations such as terrain, line of sights.to targets, tarsget detection prob-
abilites, command and con'rol precedures, and othcr charactemncs 'ﬂms, we face an enormous and
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r.ther complex problem, as the reader will appreciate no doubt. Hence. is there another approach to
the probiem of analyzing combat . ata in some way that might be aelpful? Or, is it perhaps possible to
approach the battle description problem in terms of fewer variables or parameters? Recalling that at-
trition rates are tied in with the reciprocals of kill times at which targets are deleted from the battle-
field. then one migh! possibiy consider the problem of analyzing only xill time data. Hence, suppose
<hat we have at hand target kill time data from an actual battle of the past, or kiil time data from a
“realistic” battle simulation, or a war game played on a ccmputer, or even such data as they occur
from an actual battle (especially in the early stages) in the field. This latter consideration is one of
some importance, for commanders in the field now have sufficient irtelligence resources to gather such
critical information, and they also have sufficient computer capability to analyze data rather rapidly.
Analyzing the situation a bit further, one may see 1hat the side v hich loses too much of his combat
capability first, or before the other side does, will of necessity have to cume to grips with the problem as
to whether he rhould withdraw, or break battle—perhaps hoping fer reinforcements, or to fight later
uzder much improved conditions. Hen.e, the faster a side loses ris key elements, weapons, etc., as
compared to the other side. then the clcser he comes to defeat. This background brings forward the
idea of Grubbs and Shuf.: ¢ . ef. 23), who examine the problem of working with kill times in battles
or simulations for the '\ eiements, weapons, targets, ctc., of interest. They po_mx out that Lan-
chester’s differential equations of combat are inhercntly deterministic in nature, althorgh considerable
effort has been devoted in recent years to introducing stochastic treatments into the theory, for exam-
ple; by dealing with transition probabilities and ‘'variable” attrition coefficients. They also advance
the advartageous idea that the time to kill, or time to neutralize key oppesirg targets, is the more
logical random variable to be treated on a probabilistic basis, and hence that the fraction of remaining
combatants on each side should properly be estimated from the time-to-kill probability distributions
sampled —in cther words, from principles of the statistical theory of reliability and life testing. The ad-
vantages of such treatment include the possibility that the future course of a battle may be predicted
from data on casualties in the early stages of an engagement, and therefore that fizld commanders witl
have available information on which to base critical decisions—for example, either to withdraw or (¢
augment fighting forces—in order to bring about more desirable future courses of combat for a given
mission: Al,o, cominanders may even use the analyses suggested independently of information on
enemy losses to decide whether the course of combat is proceeding satisfactorily or according to plan
by comparing data on early casualties observed in an engagement with standards that have been
détermined froin experience or specified in advance. Another advantage of the suggested method is
‘thax available Weibull theory leads to placing confidence bounds oo the fractions of survivors for any
specified mission times. The degree of confidence on final predictions depends, as would be expected,
on the number of iargets put out of action in an engagement or simulation, the nature of the time-to-
kill distributions encuuntered or sampled, the degrec of accuracy or confidence desired, and the num-
ber of runs or the size of the war game. ‘

In other words, when a Blue force meets a Red force, or one stumbles upon the other, then the ensu-
'ing battle involves changing decisions on the part of commanders, many human variables, the random
effects of terrain, weather conditions, the selected or available weapon mixes, timely deployment and
use of weapons, accidental occurrences relating to the reliability and maintainability of equinment, .

. resupply, etc. Thus it is perhaps unnecessary to argue further that many conditions leadirig to various
degrees of randomness are ever-present, that the variable logically treated on a probabilistic basis
shouid be the time to kiil opposing targe:s, and therefore that other Lanchester parameters should de-
pend in a probabilistic manner on elapsed times in battles, in particular, when kills or other forms of
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attrition occur. As a matter of fact, if in a battie one were to tabulate the times from zero at which
targets are destroyed or combatant losses occur on both sides, then he might well develop a better un-
derstanding of applied combat theory; such data cuuld well help to develo;: general Lanchester-type

. theory further, or extend our knowledge of its validity—but such data are now unfortunateiy hard to

acquire since they have not been demanded. Why not work the time to kill concept into the
Lanchester-type theory nevertheless to see where it might lead? This we now proceed to do along lines
similar to the ones covered in some detail by Grubbs and Shuford (Ref. 23).

28-12.2 THE NEW FORMULATION

We begin with the concepts of par. 28-1 _.1 and a simple argument. As before, let B, and R,, respec-
tively, represent the initial numbers of Blue and Red combatants, targetz, or fighting units, etc., that
arc deemed appropriate as key elements or key targets in an engagement; and let B aad R be the num-
bers remaining on each side at aay time ¢ after combat has begun. Thus, the fractions of survivors,
B/ B, and R/R,, each represent quantities that will vary in a randora manner from unity at the start of
a ba.tle down to some fraction (or perhaps to zero), at the time the engageme:.t ceases, or a side with-
draws. Moreover, the proportions B/B, and R/R, clearly vary in a random manner with time: i.e.,
B = B(t) and R = R(t), and indeed they are the fractions of sirvivors on the two sides at any. time ¢, in-
cluding also perhaps the projected or assigned “mission’” tire ¢, to reach some objective. Therefore, it
can be arygued that these proportions, or a function thereo could be related to various forms of proba-
bility distributions of time t» kill. These probability distributicas of time must involve meaningful
physical definitions; criteria; or descriptions for time to kill, time to incapacitate, time to failure of
equipment, etc.; and their parameters should in some way describe the “fighting powcr” or capability
of a side at the random times required to kill opposing targets. To win a battle, one muat kill or ir-
capacitate before his opponent disables him. In this connection, it is well known that the two-
parameter Weibull distribution (actually a probability dlsmbuuon of R. A. Fisher discovered inde-
pendently by Weibull) can be used to represent a very wide vancty of time to fail (or, in this case, time
to kill) probability distributions. Moreover, the fraction of survivors at given times in life tests of equip-
ment is now rather widely recognized as the reliability of the equipment. In general, such percentage
or fractions of survivability could be equated to reliability which depends upon the random time-to-kill
variables in combat. For contiiiuous distributions the reliability or fraction surviving with respect to a
mission ume 1w may be defined 2s the integral of ar: appropriate probability density function (pdf)
from ¢ to ®©, Thus, immediately we have the followmg approximations or relations for remammg frac-
tions of Blue and Red at any time ¢ after the battle starts:

" B/B, = exp(-pt™, B = B(), (a.ﬂ>9;t20) - , (28-127)
R/, = exp(-p:‘), CR= RW),  (p8>0; 20 O @s128)

whcre 8 = B{L,R,B) is an ‘“‘attrition” coefficient for Blue, i.e., the loss or failure rate, or scale
parameter; and a = a{(,R,B} a shape parameter for the time-to-kill probability distribution encoun-
tered. These parameters represent the capability of Red forces to destrcy Blue targets, Blue to protect
himself, etc. In combination, we might say that a and 8 represent in perhaps an obscure way the “'total
fighting power” of Red against Blue, but including also various attrition accidents that occur to Blue

-+ in battle. Similar arguments apply to Eq. 28-128. By the notation 8 = 8{t,R, B}, for example, we mean

thay 8 is the parameter (constant) of a !ife-time chance distribution tha® is statis.ically estimable from
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the probabilistic relation between the remaining Blue and Red forces with time Note that Eqs. 28-127
and 28-128 may be interpreted as the chances of survival of a Blue or a Red. respectively, and these
propartions may approach zero theoretically, but not practically, in mosr battle:.

The suggested use of the Weibuil distributions in Eqs. 28-127 and 78-128, along with the proposed

method of analyzing data from combat or simvlations, requires some discussion and characrerization
for further justification. To begin with, we do not take the approach often used in the past in which one
is'interested int changes in the numbers of combatants or kev turgets for individuat engagements, bat-
tles, etc. Rather, we visualize the concept of sampling popuiations—that is to sav. a very large number
of similar engagements or battlcs-f—and' we concentrate on studying a samnle engagement that is
“‘representative” of the hypothesized general characteristics of many battles in tne supposed environ-
ment. We regard the cutcome of individual cngagcrﬁcms or battles as being accidental in character,

and—cxccpt for superior wcapohs, tactics, favorable weather, terrain, etc.—one side mav sometimes

"‘win " over the other due to chance. If it were possibie to fight ~::t many such engagements or carry out
a very large number of simulations, we could obtain the desired characteristics of the population in
great detail. However, sincs there will rarely ever be time for this and the cost would be high. it seems

of value to make inferences from samples representing comtat situations to the populations of such en- .

gagements or battles. This appears to us to be precisely what we should be getting at in indiviaual, or a
few, simulations of combat. In particuiar, for example, we may be interested in.running a sample
simulation of a combat situation in order to see whether or not it is likely that our choice of weapons,
the tactics employed in using them, and certain command:and-contro! princ’pies would overcome and
deicat an enemy thh somewhat dlffcrem weapon capabilities in the same hypothcsized battle envi-
ronment.

For our purposes here, therefore, we regard the problem of anaiyzing combat as that of sampling
two-sided mutually interacting failure situations or games in which time is, of the essence. since one
side, if he expects to win, must put targets on the other side out of action before his own fighting
capability is destroyed. The quicker Blue’s weapons and tactics bring the Red side *‘to its knees™, then
the better for Blue. He will have gained command of the battle situation before Red, who must now
withdraw, lose further men and equipment, or go down in defeat. Thus, the lifetimes at which combat
clements are put out of action seems to be of such importance that we must concentrate on analyzing

-the random lifetimes, times to iill or random times to failure of combat elements. Moreover, such an

analysis would give a summary of the battle conditions under study. In this connection, it is .ow

rather widely known that the class of probabnhty functions krown as Weibu! distributions possesses a
very attractive capability for treating (positive) data for times to fail, cycles to failure, mileages to .
-~ failure, etc. Thus, it seems evident that Weibull theorv may be applied to cumbat data, especially life-

tiines for the combat elemcnu We also note that Fa;ei’s analysis (Ref. 6) of combat data for the Iwo
Jima campaign appears to support an exponential type of decay, which is'a special case of Weibull
probability distributions. Furthermore, in order to have some conf* ienc: that our choice of a class of
probability distributions will be *‘robust’’ enough to cover many of the different forms of *ime-to-kill

distributions that might occur in simulations or in combat, we might well consider the two-parameter .

Weibull di-tributions for which the pdf’s appear in Fig. 21.7.

‘Of course, we do not claim that Weibull theory will apply to all combat situations or that only
Weibull distributions should be used, for in fact the idea advanced here of analyzing time-to-kill data
should be more general than this. Indeed, other forms of prolability distributions such as the Pearson

' Type 11l or g»mma distributions, or the four-parameter Pearson Type I or beta distributions, could
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aiso be considered, or even some very special probability distributions that accurately describe par-
ticular combat engagements. Nevertheless, we do point out that there are some rather distinct advan-
tages to using Weibull theory at the present time. In particular, statistical investigators have concen-
trated on and worked out a considerable volume of useful theory concerning the Weibull two-
parameter probability distributions, and have been able to place confidence bounds on the true, un-
known fraction of survivors in the populations by using either a complete random sample, or truncated
data. Although we believe this accomplishment could be attained eventually for many classes of pdf ’s,
it may nevertheless take many years, and we feel that the presently available Weibull theory can be
used immediately and to considerable advantage'in the analysis of simulated or combat data. Also,
much computer time can be saved. The analyses suggested here apply only to the two-parameter
Weibull theory, of course. Also, we believe, as apparently does Engel, that the parameters should
properly be estimated from two-sided conflict engagement data. It may be possible to use weapon
rates of fire, lethality, delivery accuracy, mobility ~haracteristics, target vulnerability, etc., to estimate
the parameters in advance, but we .do not see now just how this can be done from one-sided or
“passive”’ weapon characteristics not including enemy return fire.

We might derive Eqs. 28-127 and 28-128 somewhat formally from the consideration that B/ B, =
B(t)/ B, is the fraction of Blue forces remaining at time ¢; or the chance that a Blue combatant, tank .
target, or fighting unit, etc., will survive to time ¢; and hence that (B, — B)/B, is the chance of a Blue
combatant being lost by time ¢. Thus, we may hypothesize that (B, -- B)/B, is the cumulative chance
of kili for Blue within the random time ¢ and that furthermore the time derivative of this quantity can
be equated to a probability dcnsxty function of tlmcs to kill or lifetimes. ln summary, we say, for exam-.
ple, that

dF/dt = (1/B.)[d(B, — B)/dt] =~ aft*‘exp(—fBt*) o (28-129)

where the left-hand side is the fractional rate of losses for Blue and the right- hand side is the two-
parameter Weibull pdf for the time to kill Blue targets. Integrating Eq 28-129, we obtain 1mmcd1atcly

B = B.,cxp( By, . , . (28-130)

The Wclbull pdf has been suggcsted here because of its inherent generality.in dcscnbmg accuratcly the

. various possible shapes of time-to-kill distributions occurring in combat.’

Also, we could argue that, since (B, — B)/B, is the fraction of losses for Blue, then the conditional

 failure rate for Blue, given survival to some time ¢, may be described somewhat generally in the form

B'O/B/1BO/B = ~ et e

where the nght-hand side depends on the time of battle and B'(¢) is the nme dcnvat:ve of B. Thatisto
say, the conditional failure or loss rate of Blue forces may vary with some pewer of time, possessing the
generality of an increasing, constant, or decreasing kill rate. Hence, we get immediately that: '
In[B(t)/Bs] = —pt* or, as before, B(t)/B, = exp(—pt*). :
Now the fractions of survivors, or the “reliabilities” given by Eqs. 28-127 and 28-128, as we have
already indicated, can really encompass a wide range of probability dxsmbutxons on time for combat

' engagements. In fact, the two-parameter Weibull pdf glven by

f(t) = aﬁt“‘exp(-ﬂt’) ' S L 7 ‘(28-_132-)‘
" | B4
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is somewhat of a natural choice, for it can—by y "oper selection of the shape and scale parameters ¢-
and f—vary from the subexponential to the exponential (in which case a = 1, and the conditional
failure or kill rate is constart and equal to 3) to the super-exponential models of time to kill. Indeed,
various combinations of & and 8 even include the normal or Gaussian pdf, as well as skew, platykurtic,
and leptokurtic probability distributions. We can, therefore through the use of the Weibull model,
equate the random fractions of Blue and Red survivors with time to any of a wide variety of realistic
probability distributions for remaining lives, which in some way will depend on the ““fighting powers™
or combat capabilities of the opposing sides. If, for roughly equal forces, the chance of survival for Blue
forces (i.e., the proportion of survivors at various times ¢) ‘consistently exceeds that of Red, then Blue
obviously has the advantage in an engagement. '

28-12.3 PARAMETER ESTIMATION FOR THE WEIBULL KILL TIME DISTRIBUTIONS

We have already discussed methods for estimating the Weibull scale parameters, 8 and p, and the
Weibull shape parameters, a and 4, in Chapter 21. In particular, if the kill times are dis:ributed ex-
ponentially, then the reciprocal or the mean time to kill for either Blue or Red may be estimated from
Eq. 21-83. The recommended methods for estimating the Weibull scale and shape parameters
generally are covered in par. 21-8, and hence need not be repeated. Nevertheless, we will illustrate the
matter of parameter estimation and the details of analysis in an instructive example which follows.

28-12.4 AN INSTRUCTIVE EXAMPLE

EXAMPLE 28-§: . _ :

In a study of the effectiveness of antitank missiles as the main armament of tanks, it was decided to
simulate a “typical” engagement in Western Europe for a certain version of the Chief battle tank
(CBT) versus the R10 tank. Cne of the main purposes of the simulation was to determine whether
missiles could successfully. engage opposing tanks at longer ranges than guns, and hence obtain an
early advantage in killing enemy tanks, thereby neutralizing the enemy tank force and obtaining a
given objective on schedule. In pafticular, a mission time of about 90 min was suggested for accom-

.plishing the objective. ' .

In a valley, 20 R10’s were in position near the bottom of an inclining ground area Icading up to a
town of key importance in the hilli of the general battle zone. The R10’s were initially in defilade and
hence not easily in view of the friendly task force of 20 CBT’s approaching them. At about 2500 m,
however, the R10’s opened fire on the approaching CBT’s, but the latter were out of range for very ac-
curate fire from the R10’s." As a result, and as the battle proceeded, the first tank knocked out by the
missile armament of approaching CBT’s was an R10 at 4 min after the engagement had started. In 8
min, one CBT had come within range of the R10’s and was.killed. In summary, five R10’s were
knocked out at 4, 9, 15, 23, and 40 min elapscd'time from the beginning of the engagement. On the
other hand, three' CBT’s were killed at 8, 13, and 24 min, and later at 60 min another CBT was finally

*knocked out. During the period of 40-60 min, it was thought that another R10 had been put out of ac-
tion, but a heavy fog had set in, making such determination uncertain, and the battle was stopped just
before night. With these data on times to kill targets on each side, and assuming no major changes in
the commanders’ tactics, resupply, etc.. what can be said about the progress and outcome of such a
battle in general had it continued to 90 min, assuming the available data represent a valid sampling for
.a population of such engagements? i C ' -

‘We assume that the time-to-kil flistrgbutio_ns for tank targets on each side follow two-parameter

. Weibull probability distributions because of the wide variety of possible shapes for fitting such data,
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TABLE 28-8. COMPUTATIONS FOR THE INITIAL SAMPLE SIZES
(B, and R, for Example 28-8)

CBT Data (B, = 20) R10 Daca (R, = 20) .

4 » . lnt, A‘ C; 7 ll'lf| 'Ag ' C[
8 2079 -0408 —0.244 4 138 —0273 -0.193
13 2565 -—-0386 —0.239 9 2197 -0.259 -0.191

24 3178 -0.346 —0.223 15 2.708 —-0.23¢ -0.181
60 4.094 2.141 0.706 23 3136 -0.200 -—0.166
' 40 3.689 1.965 0.732

TAins, = 5828 =3 " ZAlnt, = 5040 = i

2Ciny, = 1.061 = 1/& ZClnt, = 1.002 = 1/3
Thus, & = 1/1.061 ~ 0.943, and Thus, 8 » 1/1.002 = 0.998, and

B = exp(~ag) = 1/244 = 0.0041 » = exp(—8i) = 1/154 = 0.0065.
1/8 = 244 1/p =154

(The constants 4, and C, are taken from Mann, Ref. 24.)

and we proceed to estimate the parameters so that an appropriate fit can be obtained to describe the
probable remainder of such an engagement. For quickness and convenience, we use the theory and
tables of Mann (Ref. 24 or par. 21-8.2.3) to estimate a, 8, 8, and g, although other methods of estima-
tion could be used [for example, the maximum-likelihood estimates of Cohen (Rcf 25, or par. 21-
8.2.2) or of Billman, Antle, and Bain (Ref. 26)). In order to use Mann’s estimates, 1.¢., the linear in-
variant statistics, it is convenient to ‘abulate the computations for the initial sample sizes [, and R., as
shown in Table 28-8. ,

From these results, we note that, since the estimates of the shape parameters a and 4 are each prac-
tically eéqual to one, exponential time-to-kill distributions may be used to describe the battle, i.c., the
losses on each side. In fact, the estimated true mean time to kill an K10 is estimated to be about 154
min®*. To put this result another way, 'since the exponential failure distribution ‘involves a constant
conditional failure rate at any time ¢, the instantaneous kill rate for CBT"’s is predicted to be

0.0041/min. and that for R10’s to be 0.0065/min.

Since the single-parameter ncgatwc-cxponentxal distribution seems to be a suitable hypothesis from

these estimates of shape parameters (a = 1) for the small numbers of kills, we can estimate the scale

parameters § and p (i.c., the conditionul failure rates) from Eq. 21-83. We have, in fact,

1/8 = est(1/8) R :z::::, +"(B.,:-f N)/r '(r=,numberofkilng)

[105 + (16)(60)]/4 = 266  (vs244}

1/8 = est(1/p)

91 + (19@0))/5 = 138 (v 154)

so that the agreement is surprisingly good in this case. .

‘Thu example is for illustrative purposes, and hence we do not 1mp|y tlut 154 min is a typical or average combat k'l time.
: : 2843
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An interesting and important feature of our method is that we may easily place confidence limits on -
the fractions of survivors for each side. For example, for the assumption of an cxponcnnal distribution,
it is known from the theory of Epstein and Sobel (Ref. 27) that

2r0/0 = x}2r) . (28-133)
where | |
8 =1/Borl/p
= 1/Bor1/p

xX}@r) = chi-square with 27 degrees of freedom.
That is to say, 2s8/8 and 2rp/p are each distributed in probability as the well known chi-square, and
hence—since the true unknown fraction of Blue survivors is exp(—g¢), and that for Red is exp(—pt)—
we may determine confidence limits for the true fractions of survivors as follaws.
We start with

Prix22) < 320 = 20/ < x3a@)] =1 — 2a (28-139)

where X3 is the lower a probability level and x}_, the upper a probability level of the chi-square dis-
tribution for 2r degrees of freedom. Hence, for a mission ¢,, we can convert this probability statement
to :

P’[’mx (2’)/(2’0) S twf0 S thl-a(27)/(270)]
Pr[exp{ t,..x,-.(Zr)/(ZrO)} s cxp(—t.../ﬂ) < exp{—t,,.x (21‘)/(270)” 1 — 2a.
(28-135)

But exp(—ptm) = B/B,and cxp(—pt..) = R/ R, for any mission {,,, and thus we have lower and upper
confidence limits on the true unknown fractions of Blue and Red survivors. Thus, had the tank battle
. gone to 1.5 hr (90 mm), we could state for the assumptnon of an exponential dnstnbuuon that -

Pr[B/Bo 2 exp(—tuBid-o@)/@B))] = 1 - a
or
P(B/B, 2 exp{— (90)(1/266)x30s(8)/8} = 052] 095

In other words, we state with 95% confidence that at‘lcast 52% (10.4) of the CBT’s will survive after 90
min of such a battle. On the other hand, we can only say that at least 30.4% (6.0) of the R10’s will sur-
vnve after 90 min, again with 95% confidence.

With two-sided confidence limits based on x3 eas(8) = 2.18, x§¢1(8) = 17.53, x3.00(10) = 3.25, and
X2.m(10) = 20.48, we can state with 95% confidence that at 90 min the fraction of surviving CBT’s will
be between 0.48 and 0.91, while for the same confidence level the fraction of surviving K10’s will lie be-'
tween 0.26 and 0.81, Of course, the widths of the confidence intervals depend markedly on the number
of kills, the conditional failure rate, the mission time, and the confidence level; in this illmtfation, we
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are dealing with data from a rather limited engagement too sparse to allow us to infer very precise

statements about the general population. For the mission time of 90 min, the estimated fractions for -
" point estimates of surviving CBT’s and R10’s are, respectively, exp(—90/266) = 0.71 and

exp(— ~90/138) = 0.52 for further population inferences. Should more precise information be desired,
the simulation could be carried further, repeated, or the problcm enlarged in consonance with the im-
portance of the decision to be made.

In this example we have concentrated properly on placing confidence bounds on fractions of sur-
vivors; however, if desired, relevant statlstxcal literature is available for comparing the Blue and Red
population parameters.

We have indicated that confidence bounds can be estimated also for the reliability or proportion of .

survivors, R(lm) = B(tm)/By = 1 — F(tw) = exp(—ft*) related to the Weibull distribuiiors of time tc
kill, i.e., for a#1 and 6#1 in Egs. 28-127 and 28-1_28. This recent work has been carried out by N. R.
Mann (Ref. 28), and should prove to be most useful indeed to the weapon systems analyst.

28-12.5 SOME REFLECTIONS
As mentioned eariier, it is ditticult under ordinary circumstances to obtain times at which casuaities

occur in actual battles—especially such data for the opposing side. Nevertheless, in realistic simu'a-
tions of battles or computer games, etc., one can acquire the needed data and hence have at hand in-
formation to judge the probable future outcomes of engagements by using the method suggested here.
Also, data obtained in a natural manner on the friendly side, with no such information at all o1 enemy

" casualties, may be of considerable importance. For example, as we have indicated the Army in the

field carries computers as part of its equipment at the present time. Hence, if Blue were in a battle and
had been allocated a certain time, say 3 h, to accomplish an objective, then computations could be
made in the field and during the battle to arrive at estimates from the Blue casualties occurring, say,
during the first 30, 45, or 60 min of battle. From these data the shape of the appropriate Weibull pdf
could be determined and, hence, the remaining Blue survivors at the mission time of three hours could
be predicted. (We remark in this connection that truncating a simulation or battle at some predeter-
mined fixed time as compared to that of a fixed number of casualties would lead to somewhat different
methods of estimation.) If this estimated fraction of survivors is expected or is satisfactory, then Blue

* proceeds; otherwise, higher headquarters would be so advised and hence have important information

on which to base any decision to withdraw, throw additional units into the battle, etc. Furthermore,

. standard values of the Weibull parameters 8 and a can be developed from experience, and hence com-
* puted casualties as a function of time could be compared with observed rates in a simulation or actual

battle to determine whether requirements are satlsfactonly met, or various alternative actions should
be taken by commanders. Moreover, confidence bounds may be placed on, the predictions.
Finally, other forms of probability distributions could, of course, be fitted to observed time-to-kill

. data on targets in a' battle or simulation—for example, the gamma, lognormal, or especxally the

extreme-value distribution—although it is believed that the two parameter Weibull model suggested

here represents a single form of distribution that will be sufficient for many battle situations of interest. -

For an application using Lanchester type combat theory to study armor protecnon, ﬁrepower, and
mobility for tanks see Ref. 29.

28-12.6 STOPPING RULES TO CONTROL RISKS FOR EXPONENTIAL LIFETIME WAR
GAMES OR SIMULATIONS

A problem of considerable interest and importance in military operations research is that of provnd- .
ing appropriate stoppmg rules for war * games and computemed nmulauom of combat Past practnce ,
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has been to run many simulations in order to study the variation in outcomes of a stochastic game and
hence arrive at some idea of the confidence that might be placed on the results. The new formulation of
Lanchester combat theory in par. 28-12, makes possible the analyses of results in terms of random
times-to-kill in battle. Hence, in accordance with the statistical thccjry of reliability and life-testing,
our new procedure has the ai’ antage that stopping rules may be found for games with exponential life
times of combat elements si ply by using statistical decision theory. Shuford and Grubbs (Ref 30)
have solved this military operations research problem and an example of the analytical solution is pre-
sented bere. ' .

Consider, for example, what actually may be a typical problem faced in the weapon acquisition
process. Should Blue forces equip its new main battle tank (say, the XM1) with missiles or guns to op-
pose effectively Red’s new battle tank (call it the R10), which is equipped with guns? When Blue tanks
are equipped with. guns, we might assume that the Blue force would normally lose about 25% of its
tanks on the average in the first 90 min of combat. (This 25% loss could have been predicted by using a
detailed computer simulatioii model or verified from historical records.) The proponents of the missile
armament for the Blue XM1 might claim that the Blue force would lose only 10% of its tanks in 90
min. How, therefore, may we settle the issue? ,

A study team decides that if it can be reasonably sure that the fraction of XM1’s surviving after 90
min of battle is in fact as high as 90% when armed with missiles, the change should be made. If, how-
ever, the Blue fraction surviving after 90 min appears to be close to 75% the change would not be **cost-
effective””. The study team, therefore, decides to test the following battle hypothesis for Bluz’s missile
armament: ‘

H, = The fraction of Blue XM1’s surviving at mission time ¢, = 90 min is 0.90, against the alter-

native hypothesis :

H, = The fraction of Bluc XM1’s surviving at mission time ¢, = 90 min is only 0.75.

The team also decides that the acceptable risk of rejecting H, when it is actually true should be
abcut 5% (chance of a Type I error is 4 = 0.05); and that an assurance level of 90% is required for re-
jecting Hy, when 1; is false and H, is true, or chance of a Type II error is put at » = 0.10.

Since pretests with the simulation model and analyses of actual tank battles show that the life-times
of tanks in combat can be approximated with an exponential distribution, then the hypotheses to be
tested for a typical mission can be restated as follows:

Hy: B/By = expi—tn/8) = 090 | ' (28-136)

Hy: B/By = exp(—tw/02) = 0.75, S (28-137)

With the mission time t,, = 90 min, the problem reduces to determining whether the fraction of sur-

" vivors or the “reliability,” exp(—90/6), is 0.90, or as low as 0.75; i.e., whether in an engagement the
mean-time-to-kill the XM1 armed with missiles is 6, = 854.2 min, or is as low as §. = 312.8 min.
These values are found from Eqs. 28-136 and 28-137, respectively, for tw = 90.

Our hypotheses now can be written equivalently as H,:f, = 854.2 min versus H,:0, = 312.8 min.
Our problem is to determine the number of kills that we must observe before we can truncate the
simulation to perform our test of significance and coatrol risks as previously indicated.

Grubbs (Ref. 31) has shown that for exponential life-testing and the case where 8,<8,, the power

function of the test, or the operating characteristic curve of the slgmﬁcame test given in Eq 28-138, im-
. plies that '
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2o _ (28-138)
64 .
. [1 -5t n7(9r) ]

Here, 7, is the lower ¥ p"obabilit)" level of the standard normal distribution, 9,_, is the upper » proba- -
bility level, and ris the rcqulrcd number of data or tank kili times required. Solving Eq. 28-138 for r, we
find that '

4(1 - u)?
r = 0.5
Nuny = Moy + [y = m-n)? + 4 — 1Y
A | |
~ 5 : . © (28-139)

where p = (0o/04)"‘ and A= (mo, = uny)/{(n—1).

Our stopping rule th=n is analytically to find r, the number of kills required before stopping the
simulation, that will fit the cperating characteristic curve as nearly as possible through the risks,
v = 0.05 and » = 0.10, for the acceptable and unacceptable true mean times-to-fail, 6, = 854.2 min
and 8, = 312.8 min, respectively. We can find such an r from Eq. 38-139.

For 4 = 0.05, and » = 0.10, then, from a table of values for the standard normal distribution we find

7y = —1.645 and n,_, = 1.282. Then we compute .
u= (B/0)' = 1.40 : N . (28-140)
. and |
A= (e, — un,)/Q ~ 1) = 8.9625. : (28-141)
Finally, -
r m N9~ 8.9'or9k'ill‘s required. . : - (28-142)

Our stopping rule teils us that we need 9 Bluc tank kills before we stop our simulation and perform our
test at the isk levels ¥ = 0.05 and » = 0.10.
To cor dlete our test, we run the simulation with some initial numbers, B, and R,, of tanks on each

side (mu 1 greater than 9, say B, = 20 or 30) until we have obtained 9 Blue tank kills.. We record the

time fron. he start of the battle at which each tank kill occurred. Next we compute our utlmatc of 8
from Epstein and Sobel (Ref. 27) as

‘ L=

b= (Eu+ Bo- i = U0+ B - O/l sy
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for the ordered kill times £,<t,<--- <t , with the battle being truncated immediately at r = 9 Blue tank
kills. Since 2r0/ 8 = x*(2r) is distributed in probability as chi-square with 2r degrees of freedom, we will
accept the hypothesis that

Hy:i, By = exp(— 90/0) 0.90
and hence that missiles are very effccnve, if the observed
9 2 foxs. u(Z')/ (2r) = 445. 6. o (28-144)
6 < 445.6 we reject the hypothesis that B/B, = 0.90 and accept the alternative hypothesis that

missiies are not so effective. .
Thus, with the technique developed by Shuford and Grubbs (Ref. 30), risks of erroneous judgments

- in war games or simulations may be controlled for exponentially distributed combat life-times.

28-13 SUMMARY

We have described the two Lanchester Linear Laws of combat, the Lanchester Square Law, the
logarithmic or exponential decay law of Weiss and ‘Petersen, and the Guerrilla Warfare model of
Deitchman, along with some methods of estimating chances of a side winning a battle. The determina-

tion or estimation of attrition rates or kill rates was discussed and some of the problems of verification -

of the laws of combat brougnt out. Finally and for proper stochastic analyses, we recommend for future
applications the matter of treating survival times of key targets, or battlefield elements, and show that
such an analytical apprcach would have some very decided advantages, including the capability of be-
ing able to place confidence bounds on the proportion of survivors at an extrapolated mission time.
Several instructive examples are given to indicate various types of applications. The considcrations of
this chapter apply pnmar'ly to homogeneous forces, whereas heterogencous forces are treated in
Chapter 29.
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CHAPTER 29

LANCHESTER COMBAT THEORY—-MODEf. EXTENSIONS;
HETEROGENEOUS IORCES; AND COMMAND, CONTROL,
'AND INTELLIGENCE EFFECTS

Lanchester type models of combat theury to describe and predict outcomes of battles are evtended from ihe homoge-
neous force concepts of Chapter 28 to include additional terms for resupply: production and resupply raies; some non-
combat type of losses due to the environment, disease, or accidents; and the scale of operation.. Attntion of forces due
to the cnitical factor of range or distance of separation of Blue and Red forces, i.c., ra: ge-dependent attrition r'es are
introduced, and the concept of trading off time or.range for combat losses brought out. Also, the gemeralization of
Lanchester laws to include the ¢ffect of line-of-s1zht problems s covered, along with criteria to establish whether the
Lanchester Linear Law or the Square Law is likely to apply. Then the highly important concept of combat between
heterogeneous: forces is introduced and illustrated with some useful examples of applications. Then, we indicate a

niodel for a battle which is assumed to he made up from many individual duels between Blue and Red forces. Finally, '

in a new topic involving Lanchester combat theory, a derivation due to Schreiber ( Ref.. 12) points out the key impor-
tance of command, cont . and :ntelligence effects on battles, espmally as compared to numbers of weapons or forces
on each side.

29-0 LIST OF SYMBOLS

a = aircraft availability rate
a = constant of proportionality in Eqs. 29-27 and 29-28
B = aumber of Blue forces or units at any time t
B(r) = number of Blue forces as a function of separation distance r
dB/dr = instanta'.cous rate of change in the number of Blue forces as a function of separa-
tion distance » '

dB/dt = rate of change in the number of Blue forces with respect to time ¢
B, = initial number of Blue forces ‘
B, = B,(t) = remaining nuinber of i-type Blue units at any time ¢ of the battle
B,, = initial number of i-type Blue units or weapons
. B = average number of surviving Blue forces at time ¢ ol battle .
B, = number of Blue tanks at time ¢ .
B, = number of Blue infantry at time ¢
.'By = number of Blue artillery weapons at time ¢
Dy = number Jf Blue aircraft at time ¢ .
4, = Blue aircraft attritior. rate per sortie

¢a ™ casualty rate Blue will accept
¢n = casualty rate Red will accept
E = parameter given by Eq. 29-5 . .
E(R) = expected number of Red forces killed by Blue
¢ = final or top level of command and intelligence efficiency
¢ = initial level of command and intelligence efficiency
¢s = command and intelligence efficiency of Blue forces
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R

command and intelligence efticiency of Red forces

F = paramctcr given by Eq. 29-6

{2 — &)/(2 — ¢) — 1 = parameter defined in Eq 29-71

f = fraction of Blue aircraft sortics employed against Red tanks
‘1 — t = fraction of Blue aircraft employed against Red artiliery

f (l)

Go

g
1-¢
g(n

]

H=

H,
h(t)
(7}
i

i

K

L

A

n

, P
P(B,R,t)
P

I-l!ill

probabllny density function of number of duels

v BR — K/+/B = parameter defined by Eq. 29-10

initial value of G .

fraction of Blue artillery used against Red tanks

fraction of Dlue artillery used against Red artillery

monotonically dccrcasmg function of the separation distance r to mdncate tiie de-
pendence of attrition rates on r

V/PB = parameter defined by Eq. 29-11

initial value of H

probability density function of d.ration of duels

= idemity matrix

LI

]

1, 2, ..., I represents the ith type of Blue units or weapons for l.cterogeneous forces
1, 2. ..., J represents the jth type of Red units or weapons for heterogenc wus forces
replaccmem rate for Blue forces

replacement rate for Red forces

VBp = parameter defined by Eq. 29-9

number of duels , _ .
chance that Biue will kill a Red in view of target detection chances and time to fire
chance that B Blus and R Red forces survive at time ¢

chance that a Blue wins a duel against a Red

single-shot kill probability for Blue against Red

single-shot kill probability for Red against Blue .

matrix of the product of kill rates and allocation factors (Eq 29-51)

1 = p = charnce that a Red attrits a Blue :

number of Reéd forces or units at any time ¢

number of Red forces as a function of separation distance r

instantaneous rate of change in the number of Red forces as a function of scpara-
tion distance r :
rate of change in the number of Red forces wnh respecttotime? RE
initial numbcr of Red forces v '

R,(t) = remaining number of j-type Red units at any time ! of the battle

initial number of ;type Red units or weapons ‘

average number of surviving Red forces at time ¢ of battle

number of Red infantry at time ¢

number of Red tanks at tirne ¢

‘number of Red artillery weapons at time ¢

= |55 — snl = separation distance between Blue and Red forces
separation distance between Blue and Red forces at the start o cl.e bame
replacement rate for Red tanks

-’
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5

sp = distance of Blue forces from a reference line well within Blue's ground area and
parallel to the line of battle {LOB)
sy = distance of Red forces from the same reference line uscd in the definition of sp
t = time
LSS St = ordered times
' v = dr/dt = closing speed of Blue and Red forces
[2] = row vector representing all Blue and Red units (Eq. 29-48)
[dZ/dt] = time derivative of the vector [Z] (Eq: 29-49)
[2,] = initial vaiues for the vector (2] (Eq. 29-50)
a = reciproc?! of mean time to detect a target for Blue (rate of detection)
a’ = Red's rate of detecting Blue targets
8 = combat attrition rate of Blue forces -
B, = attrition rate of Blue elements, i.e., the rate at which an individual weapon or ele-
ment of the jth type Red weapcn attrits ith tvpe Blue elements or targets when
firing on Blue ' ' )
v = noncombat loss rate of Blue forces :
v, = allocaiion of Red weapons against Blue tarzets, i-e., the proportion (o probabil-
ity) of the jth type Red weapon firing against the ith type of Blue target
§ = noncombat loss rate of Red forces _
8, = allocation of Blue weapons against Red targets, i.e., the proportion (probablhty)
of the ith 1vpe Blue weapon firing against the s th type of Red target
a L4 )
0= 08(r) = f(ﬁ/p)‘“f g(r)dr = angular value for Eq. 29-25
A = rate of duels between Blue and Red forces
# = rate at which duels are completed
1/u = mean or expected time of a duel
p = combat attrition rate of Red forces
py = attrition rate of Red elements, i.e., the rate at which an mdmdual weapon or cle-
ment of th= ith Blue group attrits jth type Red e'ements or targets when finng on
- Red . :
@® = variance of number of Ked forces kxlled = E[R - E(R)]‘
r = timeto firr for Blue
7' = Red’s time to shoot
29-1 INTRODUCT ION

{(ss + sa)/2 = distance from the reference line to a hr_lc (LOL )’ which is parallf-l to’
and moves with the same speed as the LOB
sortie rate, per available aircraft

Chaptrr 28 dealt primarily with Lanchcster s equa.ions for homogeneous forces, which gencrally
wer= kept simple enough to introduce some of the rather basic concepts. Nevertheless, the idea of réin-
"forcaments for either side was brought out during the discussion of validating the: Lanchester Square -

- Law model for the Iwo Jima campaign. One can only begin to model more complex battle situations
" with such simple concepts because battle results arc not only a function of ti:e numbers of forces and |
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weapons on each side, but also the various types of weapon systems (taking into account their diver-
sity), the capabilities of the various types of weapon systems in combined arms roles, range, doctrine of
employment (tactics, organization, etc.), intelligence of enemy activities, the environment of employ-
ment, logistic considerations, industrial capabilitv. and other factors. Thus, there is a need to include
more parameters in any realistic models which attempt to provide sound inferences for future con-
flicts. Therefore, it is the purpose of this chapter to cover some of the more inclusive models of combat
and to see just how they may be used for the purpose of evaluating weapons.

In particular, we will discuss the matter of additional terms in Lanchester type models of combat,
along with some of the recent developments of theory and application relating to force separation, the
value of imclligcﬁce, and some account of heterogeneous forces. Moreover, one can see that if we are
able to deal with the case of heterogeneous forces in terms of combined arms effects or the “‘equiva-
lent” homogeneous moclels, then some very useful simplifications will have been accomplished.
Finally, we need to indicate the relation between deterministic models and that of the prnbabxhstlc
models.

We first discuss some additional terms (par. 29-2) for Lanchestcr s’ homogeneous equations for the
case of the Square Law.' (We have already introduced a term for troop replacemcnt in Eq. 28-51 of
Chapter 28.) :

29-2 ADDITIONAL TERMS IN LANCHESTER’S EQUATIONS

Lanchester’s differential equations for either the Linear or Square Laws may be extended to lnvolvc
additional terms such as replacement rates and ncncombat losses due to accidents, diseases,
epidemics, etc. For example, for the Square Law we might add additional terms, bringing about the
following: ' '

dB
dt

-6R - yB + K j | (29-1)

—pB — 8R + L ‘ S (29-2)

1

dR
dt

where
K = replacement rate for Blue forces
L = replacement rate for Red forces
v = noncombat loss rate of Blue forces
3 = noncombat loss rate of Red forces
. B = combat attrition rate of Blue forces
p = combat attrition rate of Red forces
B = number of Blue forces or units at any time ¢
- R = number of Red forces or units at any tlme t
© ¢ = time. ‘ : .
In these extended Square Law equations, the constants X and L can be considered to be replace-
ment rates for the Blue-and Red forces, respectively, whereas the terms —yB.and —6R for Blue and
Red represent noncombat or nonoperational type losses, or losses dependent on the scale of each side’s

activity, or in accidents, etc., and are not related directly to the size of the opponent. Cbmbat losses are

- such that ﬁ and p dn'mnatc ¥ and §, however, as would be cxpected

29-4
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When the opposed forces are equally effective, i.e., for 8 = p and ¥ = §, but the replacement rates
are different, for cxample, then the solutions of Eqgs. 29-1 and 29-2 are:

B = %92_;_-_{;(21 + ECXP[(ﬁ. - Y] + Fexp[—(8 + ,'y)t] (29-3)
and

R = %’E‘%“ — Eexp[(8 - 7)t] N Fexp[-—(B 0 94
'wl;.ere A

E = —;_—[(Bo +3 fv) - (R; *+3 f 7)] | (29-5)

F-il [(B + K )+(R 'L )] | (29-6)
2L\ "B+ v ° Bty : )

B, = initial number of Blue forces ‘

R, = initial nuinber of Red forces.

We note that the size of the constant E, which is fixed by the initial conditions and the production
and resupply rates, determines which of the forces goes to zero. The total ‘strength on a side is the
initial fighting force plus the replacement rate (or it could be the production rate) divided by 8 = «.
- The equations take a very special and interesting form when ¥ =8 = L = 0, for then only Blue
replaces troops in battle, or adds to them. In this particular case, we have

2 - -8R+ K = ~VBWER - E/VB) = —MG/VF @

T =,
—‘j’—,?— = .;”B = -Vh(VeB) = ~“MHNVE @9
whe;e" . | - | | | .
M- \/793 . o @9
G = VBR - K/VB | | (29-10)
H = VpB | | | | : (29-11)
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and we immediately see that

dH/dt = —MG | (29-12)

dG/dt = —MH. B (29-13)

But Eqs. 29-12 and 29-13 are in precisely the same form as Egs. 28-28 and 28-29 for Lanchester’s
Square Law as a function of time, and we may write down immediately (see Ref. 1 for example) that

H = V3B = VaBycosh(VBpt) — (VBR, - K/VBsinh(VBat)  (@5-14) |

and ‘
G = VBR - K/VB . ' (29-15)
= (VBR, — K/V/B)cosh(vV/Bpt) - \/;Bosinhu/Eiz).

We recall from the Square Law that for Blue to win we e must have pB3 > BR}, and hence such con-
dition here means

MH2> MG? ' . (29-16)
H,>G, = VB, >VBR, — K/VB (29-17)
or Blue wins if

v/pB, + 1{/\/§>\f,§k.. L . | o (29-18)

If H, = G, at time ¢ = 0, then H and G approach zero asymptotically; thus, B approaches zero
while R approaches a limiting value K/+/B which really just permits Red to destroy Blue’s replace-
ments at a rate equal to their arrival rate!’

- Engel (Ref. 2) has applied these very equations to the battle of Iwo Jima in an attempt to vahdate

" the Square Law as we indicated in par. 28-5.
* Thus, the reader can see that additional terms’ can be included in the basic Lanchester type com-
‘bat equations to represent a variety of considerations, although it can be seen also that the solutions
- could become somewhat complex. An important problem is to develop the best model for a given
- application. '

EXAMPLE 29-

Given that Blue and Red have equally effective forces in a blttle, but that Blue’s replacement rate
of forces is at the rate of 15 per unit of time while that for Red is 5 per time unit. Suppose that Blue
has only 100 men while Red has 200 men, and the kill rates of Blue and Red are equal at the value

' B % p =15 per time unit, while noncombat loases for both sides are at the rate y = § = 0.3. (1)
Does Red have enough men initially to overcome Blue’s resupply rate, and who wins? (2) Assume’

that there are only losses on each side due to combat and that Blue has an artillery advantage whlch
prevents Red from any resupply, then determme how the battle will go.

29-6
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From Eq. 29-5, we note that E may be positive, in which case Blue will win; E may be zero and
bring about a stalemate; or E could be negative, in which case Red wins (as may be noted from Eq.
29-4). Hence, the computation of E is of central interest. ‘For (1), from Eq. 29-5

E = —4583

and hence Red’s 200 combatants initially is much more than that required to win.
For (2), ¥y =48 =0, and L = 0, and hence now

E = —45

so that Red still wins easily.

29-3 RANGE-DEPENDENT ATTRITION COEFFICIENTS

Appropriate models for describing ground combat should account for the fact that the attrition co-
efficients or kill rates will depend on ranges of engagement. In fact, we have already brought out this
point several times, for example, by indicating that the probability of “hitting drops off rather rapidly
with increased range to target. A first step concernirg this matter was taken by Weiss (Ref. 3), who
extended Lanchester-type warfare equations of combat between two homogeneous forces to include
relative movement of forces and hence allowed for a trade-off between time and space in generating
casualties. Weiss’ formulation considered that the attrition coefficients depended upon force separa-
tion in such a manner that the ratio of Blue to Red kill rates was a constant. This is probably a fairly
reasonable assumption; otherwise, one would have to introduce much more complexity into the

'modeling process. Later, Bonder (Ref. 4) used Weiss’ extension techrique to study the effects of

mobility and range dependent attrition rates on the number of surviving forces. Bonder (Ref. 4) also B
developed a second-order differential equation for the purpose of relating average force strength to
the force separation distance, and he obtained a solution for the number of Blues and Reds at any .
time after combat had begun for the case of constant relative closing speed of the two sides. Taylor
(Ref. 5) has giveér. a rather compact treatmer:t of this very problem Hence, it is of interest to record

_some of the accomplishments of these investigators here.

Following the notation of Chapter 28, let:
B = number of Blue forces at any time ¢
R = number of Red forces at any time ¢
B, = initial number of Blue forces =
R, = initial number of Red forces
B = rate at which Blue forces are killed by Red forces
p = rate at which Red forces are killed by Biue forces
= distance of Blue forces from a reference line well within Blue’s ground area and parallel to the
line of battle (LOB) ‘ :
sp = distance of Red forces from the same reference line used in the dcfinmon of s
5 = (s + sa)/2 = distance from the reference line to a line (LOB)’ which is parallel to and moves
with the same speed as the LOB
r = |55 — sp| = separation distance between Blue and Red forces.
‘A reprcsentauon of Sm :,, s, and r is shown on Flg 29-1.

7]
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* Theline of battle is between the Red and Blue forces; but the location of it depends on the rate
‘of advance of these forces.

Figure 29-1. Location of Red and Blue Forces

Then Weiss (Ref. 3) sets up the Lanchester comtat equatxons takmg account of the force scpara-
tion dxstance r as .

dB

S = = —BRE) o - @)

and

dt

where
&) = monotomcally decreasing function of the distance or separanon r.
One may easily note that upon comparing Eqs. 29-19 and 29-20 with Lanchester’s basic Square

Law, Eqs. 28-28 and 28-29, the attrition rates now become Sg(r) and pg(r), and hence the rates may

depend markedly on the separation distance r. Neverthelm, the eﬂ'ecnve ratio of the time denvatlves,
Eq. 29-19 10 Eq. 29-20, leads to . -~ * - :

pBdB = BRR. S . @)
298 | - - |

& S
Rt =pBg(r) -« - - (29-20)
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Eq. 29-21 is precisely equal to Eq. 28-30, so that as Weiss (Ref. 3) showed, the usual Square Law
given by Eq. 28-33, or

p(B} — BY) = B(R: — RY : ' (29-22)

still holds for force levels in spite of the dependence on the separation distance r between Blue and
Red forces. Obviously, iliis seems to be a rather unique outcome, which rcprodt.ces and gcncrah..cs
the Lanchester Square Law.

‘Since Eq. 29-22, the ordinary Lanchester Square Law, for this much more complex case does not
involve the separation distance r, the rate of change of Blue forces (and Red) with respect to time
may be transformed to the equivalent rate of changc of Blue forces (and Red) w1th respect to dis-
tance r. For Blue, for example, we have

dB 4B ' _dr ‘ . 29.23
e Udr 0 ' T @ ) (_')
so that Taylor (Ref. 5) and Bonder (Ref. 4) give force levels as a functlon of the closing range r for
Blue as :
B = B(r) = Bocosh® + Ro(B/p)"*sinh@ | | (2924)
where
[ 4
0 = 06(r) = "(ﬁ/p)”’f g(r)dr . , (29-25)

Te

with 7, = the separation distance between Blue and Red at the st~~ of the battle.
A similar expressnon for Red as a function of separation distanc:. is

= R(r) = Rocosh@ + Bo(p/B)*sinh8. - , (29-26)

Thus, the numbers of reméining Blue and Red forces for any clocixi'g range r can be determined

-also, or we may say that the effect of mobility is to trade casualties for control of ground.

Weiss’ clever analysis (Ref. 3) also gives some interesting equations for the closing speeds of the

* Blue and Red forces. In terms of the closing speed of opposing Blue and Red forces, Weiss (Ref. 3)

shows that for the distances s3 and sp of Biue and Red from the rd'erence line, one finds the speed .

‘relations.
dsp (-43_1) ' 2027
Tat T N\t L I ".(.)
.and | '
den - '(1 - Ry o | | 29.28
& cndt - ' ; (&%
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~ where a is a constant of proportionality, and ¢» and cg are the casualty rates Blue and Red, respec-

tively, are willing to accept before withdrawing or retreating from battle.
Weiss (Ref. 3) indicates that a method of obtaining the solution to Eqs. 29-27 and 29-28 is to con-

sider first the initial part of the action and assume that Blue and Red reach an equilibrium at some.

closing range r before large losses have been received by either. (This is reasonable since only rarely
will a whole force be annihilated without withdrawal or retreat.) The complete action is then solved
under the assumption that the time lag in change of this equilibrium is small compared with the time
for the whole engagement. In fact, at this stage we may say that the closing speed dr/dt could be set
equal to zero, and the function g(r) in Egs. 29-19 and 29-20 selved for, so that the attrition cquauons
become

el 28R/(BR/cp + pB/cp) ’ (29-29)

and

dR | |
5 = 2pB/(BR/cs + pB/cp). ’ (29-30)

Moreover, the corresponding speed of the LOB is given by

dt

- from which we see that due to the chosen sizes of the casualty rates cg and cp, the speed ds/dt may be

. positive, zero, or negative; or that an inferior force may “hold the line’” against a superior force by

accepting a higher casualty rate, so to speak. Clearly, this would seem to help with the validation of
this particular model, and as a matter of fact we have already remarked in par. 28-11 concerning
breakpoints of battles that once a forcs is on the defensive it will then often suffcr nearly doublc thc

offensive casualty rate. \

29-4 A GENERALIZATION OF LANCHESTER’S LAWS FOR LINE OF SIGHT

CONSIDERATIONS .

* While we are discussing addmoml terms for Lanchester’s basxc linear and square laws, it is of

' some interest to consider a somewhat different kind of generalization due especially to line-of-sight.

problems or chances of seeing targets. The particular formulation that follows is due to Owen (Ref.

'6), and approaches establishment of the Square Law of Eqs. 28-28 and 28-29, and the area fire

model of Eqs. 28-22 and 28-23 in a different manner. Owen (Ref. 6) innicates that the Square Law
should be valid for close combat, whereas the Linear Law for area fire should be valid for combat “at

" a distance” and proceeds to establish this with a rather clever analytical development. He assumes

that an individual, for example on the Blue side, takes a certain time 7{to fire, and he will fire oniy
when he sees a Red target or has detected one. Hence, the chance that a Blue does not see or detect
a particular Red target in a given time 7 is exp(—ar), where a is a “visihility” parameter, and in fact

_ is the detection rate (or its reciprocal 1/a is the mean time to detect). Clearly, « may be relatively

large for open terrain and small in the dark, or for trees, ambushes, etc. Now if Red has R men with
29-10 - | B

i"’ ‘a(caBR — CMB))(CJRI + c¢ppB) . S (29-31)
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weapons, or there are R targets, the chunce that a Blue sees none of them will be given by
exp(—aR7), so that the chance that a single Blue sees at least one target to shoot at is
[1 — exp(—aRt)]. Hence, if the kill probability per shot is py (which would consist of the chance of
hitting multiplied by the conditional chance that a hit is a kl"), then in the time interval 7, a Blue
member has the chance P or

P = py[1 — exp(—aRr)) | B - (29-32)

of killing an opponent. Moreover, since each Blue has a probability of killing given by Eq. 29-32,
then for B Blues the expected number E(R) of Reds killed by Blue will be :

ER) = Bpall — exp(-aR7)] - | (29-33)

where we have ‘3nored the “small” chance that two Blues kill the same Red. In addition, it is easily
seen that due to binomial probability theory, then the variance of the number of Reds killed is
simply

6'2

i

E[R - E(R)]’

]

Bp[1 ~ c:?p(—aRr)Hl - Nl — exp(—aR7)]} (29-34) |

In conclusiun, we see that the number of Red elements killed is a random variable with mean and
i " variance given by Eqs. 29-33 and 29-34, respectively, and perhaps for many applications such dis-
tributions may be appruximaiely described by the normal fit. ‘
Owen (Ref. 6) at this stage replaces the random number of Red kills by its mean value, Eq. 29-33,
“thereby disregarding the stochastic element or variance, and obtains the deterministic form

dR ) | - ‘
— = —E(R)/r = ~(Bp/7)1 = exp(—aRr)] . o (29-35)

and similarly

—‘ff— ~ —(Rp;‘/r')['l - exp(=a'R¥)] | O 2936)

where a’, p4 and 7’ now have smular deﬁnmom for Blue side kills, or they are resprcnvely the
visibility -parameter, the kill probabxhty. and firing times for. Red. -

Now suppose that the visibility is poor, i.e.; aRr is small, or we have distance ﬁnng, or conceal- - 1
ment, in which cases

cxp(—aRr) 1= aRr o . (29-37)
or from Eq. 29-35 we then. establish that o , _ ~
. ; , : A .
T ™ TopBR ‘ o (29:38) 5
o o AR | o 2een L

.
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But this is, precisely the form of the linear law for area fire, or Eqs. 28-22 and 28-23. Similarly, we get
that

dB . ' .
— ~ —a'#BR (29-39)

fer the poor visibility case of Red seeing Blue.
On the other hand, if the visibility is good, or aRr is large (or Red has a “large” Army, or a very
low rate of ﬁrc) then clcarly the exponcnual approaches zero, i.e.,

' exp(- aRr) ‘ ' : (29-40)
and from Eq. 29-35 one sees that in this case

dR o -
- = —(p.(r;B | ) (29-41)

which for any ““fixed” r is of the form of the Lanchester Square Law, Eqs. 28-28 and 28-29. Thus,
with this more general approach to combat, we are still able to validate, on some practical grounds,
the Lanchester Linear and Square Laws.

In this more general formulation of Owen, whick: involves the chance of fiiding the target, there is
more to be said for the now three combat parameters—a the visibility parameter, p, the single-shot
kill chance, and 7 the time available for target detection. In particular, we note that the single-shot
kill probability appears in both models, i.e., in Eqs. 29-38 and 29-41, or these limiting cases. Thus,
for either law, advantages are gained by always trying to increase kill probability per shot, i.e.,

whether for the linear law for area fire, or for close combat and the square type law. (The reader is

no doubt aware that for small arms type weapons it may be difficult to increase single-shot kill
chances for area or ambush fire, whereas increasing the rate of fire will be an advaantage for the

weapon, such as use of a machine gun. On the other hand, the use of artillery and large lethal areas

per projectile or warhead payload becomes very much in order in this case.) Moreover, it is clearly to
Red’s advantage here to decrease Blue’s single-shot kill chances, and he may do this by hiding or
hardening his units, or by cover protection.

. For the sighting or visibility parameter a, we note that the attrition rate in Eq. 29.38 is directly de-
“pendent on it, i.e., for area fire; whereas for high visibility and the square law of close combat it is
compietely missing in Eq. 29-41. We conclude then that should the enemy be “hard to find”, it
_becomes of critical importance to increase visibility or improve on target detection. On the other

hand, if ihe product aRr is or can be made sufficiently large, then i mcreasmg the size of the visibility
parameter may be of relatively little importance indeed.

Finally, we might take a look at the firing time r available for Blue. We note here that the kil rate
in Eq. 29-41, or for the limiting square law, is inversely proportional ta 7 or hence the rate of fire.
Thus, the machine gun may be extremely valuable in such conditions of combat. On the other hand,
for the mode! of Eq. 29-38 or area fire, very little, if anything at all, is gained through rate of fire; and
even the machine gun, for example, may be of little value against ambush, a. we are well aware.

These arguments make considerable sense in the analyses of combat, but of more importance is
the fact an appropnate theoreucal dcvelopmem h.u been camed out whnch will aid in more precue

29-12
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quantification of combat than otherwise would have been possible. In addition. we gain considerably
more appreciation for the basic work Lanchester originally performed for us.

EXAMPLE 29-2:

A Blue force of company sizé (= 200 men) believes that a much smaller Red force estimated to be

50, is in the general area just ahead. If this be true, Blue hypothesizes that Red’s single-shot kill
probability per weapon may be as large as 0.075, and the chance of a Red <~eing a Blue is about 0.6.
Blue, on the other h1ind from immediate past experience has been detecting about one Red target
every 30 min and Blue’s p, is about 0.05. Considering that Blue may be caught by surprise and must
fire immediately, within 6 s while Red may use as much as 5 min to detect and fire on Blue, what

can be said about any appropnatc choice of a combat law which might be applicable to such a situa-
tion?

It is easy for the Blue commander to analyze these available data in lhe foliowing terms or -

paramctcrs )
B =200 R =50
pa = 0.05 A = 0.675
a = 1/30 = 0.033 o' = 0.6/5=0.12
r=6/60=01 —

Hence, we find that
aRr = (0.033)(50)(0.1) 0.165, while a’'B7’ = (012)(200)(3) = 120.

Thus, there is some evidence that since aRr is rclauvely small and o'2+' is large, then Deitchman’s
mixed or guerrilla warfare model of par. 28-9 would be appropriate for the cemmander to predict
casualties or infer outcomes of such an engagement. :

We note that the determination of the model to fit dcpends on the size of aRr and a'B7', and not
on the single-shot knl chances Proor B

29-5 HETEROGENEOUS FORCES OR COMBINED ARMS

'29-5.1 PRELIMINARIES

By heterogeneous forces, we mean the employmcm and “mixture” of weapons of different types on

a side for various firing missions in combat. Through long and past bitter experience, we have lear-

ned that combat against any current or potential enemy must involve infantrymen with their rifles
and machine guns; artillery to attack targets at longer ranges, or for counterbattery, or to deny the
enemy.the use of key areas of the terrain; and tanks to aid in breakthroughs or fight enemy tanks, or
carry out mopping-up actions, etc. Thus, modern war dcpends on the wisest use of combined arms
or heterogeneous type forces to get and keep an advantage over the enemy in combat actions.

Lanchester’s original investigations into combat theory involved primarily the analysis of “ homo-
geneous” forces on each side, and he touched very lightly on the problem of evaluating combat be-
tween heterogeneous forces. Nevertheless, we must discuss some of the problems involving the
analysis of heterogeneous forces, ior this is actually the case in practice, even though this is obviously
a rather involved and difficult area of analysis.

Obviously, for heterogeneous forces, there is a problem in allocatmg weapons to targets on both

sides. Thu was not too involved a problem for the homogeneous case, in which several nﬂemen, tank .
2913
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crews, etc., could fire at single similar targets on the opposite side. Needless to say, the allocation
problem becomes very important indeed for combat between heterogeneous forces since, for example,
artillery can successfully engage enemy infantry, riflemen may waste bullets against tanks, some
man-portzbie weapons can destroy ianks, aircraft may attack some ground targets without coming’
under fire, etc. Herce, it beconses clear that, for combat between forces, appropriate paramctcrs'
must be considered to take account of weapon-target allocation problems. Moreover. there is the
problem of determining the *‘best” weapon-target allocation modes in order to conserve ammunition,
or to maximize effectiveness of weapons for a given logistical supply or other criteria of importance.

It is not difficult to establish appropriate notation and the general model for the case of combat be-
tween heterogeneous fcrces on each side. We consider ¢ = 1,2, ..., ] different types of Biue weapons,
men. key elements, etc, and j =1 2 J di atmct types of Red weapons, men, key elements, etc.
Then define:

B, = B,(t) = remaining number of i-type Blue elements at any time ? of the battle
" B, = initial number of i-type Blue elements

R, = R/(t) = remaining number of j-type Red elements at any time ¢ of the battle

Rj = initial number of j-type Red weapons or forces

B, = the attrition rate of Blue elements, i.e., the rate at which an individual weapon or element of
the jth type Red weapon attrits ith type Blue elements or targets when firing on Blue

¥y = allocation of Red weapons against Blue targets, i.c., the propertion (or probability) of the
Jth type Red weapor firing against the ith type of Bluc targe:

pi; = the attrition rate of Red elements, i.c., the rate at which an individual weapon or element of
the ith Biue group attrits jth type Red eiements or targets when firing on Red

6, = the allocation of Blue weapons against Red targets, i.e., the proposticn {prebability) of the

ith type Blue weapon firing against the jth type of Red target.
With these definitions, it is easy to see that the rate of change (i.c., decrease) in i-type Blue targets
and j-type Red targets can be expressed as:

dB . ' .
-Zi‘ = z 6”7”R, y 31T = 1,2, '."’I , (29-42)
and
dR ! ) | - .
3 7’1- = - ZoduB . jE12...,0. (29-43)

; Thus, Eqs. 29-42 and 29-43 represent the generalization of Lanchester type differential equations
' of combat to describe the.course of battle for heterogeneous forces or combined arms on each side.
We note in particular, as previously stated, that there is the problem of estimating the / and J dis-
tinct attrition cocflicients and also the allocation proportions, or “probabilities of assignment” of &

every weapon on each side. against targets on the other.
As a particular example, and to illustrate further, suppose that we consider that Blue and Red

have only. mfantry and artillery on their sides. Then, Eqs. 29-42 and 29-43 nmphfy to the I‘ollowmg
considerations:

- im Ircpnescml Blue u.famry
i = 2 represents Blue amllexy weapons

i 29
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B, = number of Blue infantrymen at time ¢ of the ba‘tle

= number of Blue artillery weapons at time ¢ of the battle
J = 1 represents Red infantry

j = 2represents Red artillery

number of Red infantrymen at ime ¢ of the battle

= numl er: qf Red artillery weapons at time { of the battie
ana hence that the basic equations become

»
|

ey
W

dB o | o ,
7;1‘ = —fuvuli — Buvals . _ (29-44)

_7!;’— = —Buvaly = BuyaR, ) " ' (29-45)

dR; ' .
_2;"‘ = —P|:61181 ".PnanBt . ' i (29-46)

and

dR ' -
7,’- = —pudiuB: — pudub:. | | (29-47)

Continuing, if we put, for example, §;, = p,'., then Red artillery kills Blue infantry at the same rate
that Blue artillesy attrits Red infantry. If we were to put v, = §;3 = 0, then no Red infantry is
assigned to kill Blue artillery, ard likewise no Blue infantry is allocated to fire against Red artillery.
Indeed, this might make sense, for on the other hand the attrition rate 8y for Red infantry kills of
Blue artillery could be practically zero, or the kill rate py of Blue infantry against Red artillery may
likely be quite small. These points or examples should illustrate the relation between attrition rates
and allocation factors. Attrition rates may be. estimated from realistic hit probabilities, rates of fire,
and conditional charccs that hits are kills, as before; or they could be es:imated from the reciprocas
of kill times in a simulation, computer playcd battle, etc. The allocation factors, on the other hand,
may be varied to determine the best or optimum weapon target engagement procedures; or perhaps,
in some’ cases, they may even be known roughly from combat experience. '

“Concerning weapon-target. allocatlon studies, Bonder and Honig (Ref. 7) inlicate that based on
some research of Dr. Stanley Sternberg there are some findings of much interest to determine the char-
acteristics of good or optimal allocation strategies. It was assumed ir: this connection that the battle
idynamncs of heterogeneous force battles could be described by coupled set« of constant attrition coeffi-
cient differential equations, and also that:

1. Zero time is required to switch from one target to mothn

2. Projectile flight times are small.

3. Blue and Red forces have perfect control and intelligence.

Based on these assumptions, the research results (Ref. 7) indicate that, **For linear payoﬂ' functions, it

is ineffective for individual weapon groups to distribute their fire over different target groups. That is,

all (Blue) i-group weapons should engage all (Red) jgroup targets witl. no splitting of fire allocation

e within a group. (or type of weapons). The optimal assignment strategics are such that all weapons of a

( ). single group (type) should be assigned to a single group in the opponent 's arsenal.” Moreover, ‘It has
also been shown that the choice of (an enemy) group (urget) to be fired upon is mdependcnt of the

-, | . 2918
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nuraber of weapons in the group (performing) the firing.”” The targets to be fired upon are selected by
determining the maximum attrition rates on the marginal utilities of the opposing sides and not di-
rectly on number of weapons available. ““‘A good strategy seems 10 be to assign Blue group (weapon
type) i to Red type j targets for which the product 8,.0,, of attrition coefficients is a maximum, or vice
versa.” (These findings on the allocation problem seem to agree with those of Weiss in Ref. 3, who
studied the case of heterogeneous forces where Blue and Red had only one *“primary group ™ or “men”’
and one supporting weapon system or “‘air’’ orn eacli side. Weiss points out that if Blue “‘Does attack
ground unilaterally with his air, it is best for him te use all of his air rather than-a fraction, and to com-
mit it to ground attack as lcng as it exists rather than switching back to attacking enemy air.”)
As some points of further consideration, we should emphasize that there is aiso a problem in the ac-
tual designation of Blue i-type weapons or systems which will be used against the j-type Red targets,
and the j-type Red weapons which will be firing on i-type Blue targets. or vice versa. This ill
naturally depend to some extent on the analyst and the particular problem he faces in a given applica-

tion. Moreover, the analyst must often arrive at some rather clever selections of what actually con-

stitutes the best i- and j-type elements, weapons, or targets. For example, it could be argued that men
are most important of all, and that B, and R,, for example, should represent the number of Blue men
and rumber of Red men, respectively, for if men are put out of action, then they cannot man weapons

- to fire at the enemy. Likewise, B, and R, might represent the number of Blue and Red artillery pieces,

respectively, and By and R, could iepresent the number of rifles on the two sides, etc. Alternatively, it
might be appropriate to deal with ‘“‘entire” weipon systems as key elements in ‘an analysis. Thus, a
tank and crew with its armament could be considered as oiie of the B;'s or R)s, etc. Finally, for larger
scale operations, then more aggregation would be in order, depending on the systems analysis appllca-
tion.

With this background, we now turn to the problem of solvmg the Lanchcstcr type extended square
law for heterogeneous forces. »

29-5.2 .CENERAL SOLUTION OF HETEROCENEOUS FORCE EOUATIONS

In sbité of the increased complexity of Lanchester type equations, Eqs. 29-42 and 29-43, of combat -

for heterogeneous forces, fortunately, there exists a unique method of solution for *he rcmainirig num-

bers of Blue and Red type clemenrs at any time ¢ after the battle has started. We note that for the ex-

tension of the Lanchester Square Law type of ahaiy sis for heterogeneous forces as in Eqs: 29-42 and 29-

43; we are dealing with a set of / plus J simuiltaneous differential equations. Moreover, s might b~ evi-~

dent, a matrix thcory approach will lead to a solution, and we proceed as follcws to facilitate the studv
and solution of Eqs. 29-42 an4 29-43. Consider the row vector |2] for remaining Blue : nd Red forces,
[dZ/&] for time denvauvu on both sides, and [Z.l for initizl conditions, gl\cn by ‘

121 = (B Bs ...,B,.R.,R.,...,R,] | o  (2948)
[dZ/dt] [ 7R TR it R _,. Z T h (29_:49)
[ZQ] = '[Bu. B., .. B,.. R;., Rp, .'..,.R”] . ) ] (29_50)

and the matrix of products of attrition and allocation coefficients given by |
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. pudis  puabiz P1sdy
. ”
r !t pudn  P1dn P20z,
0
Pnﬁnl P}zatz Prabdrs
[Q] . (29-51)
Buyu B Buru
LaYer:  PuYn Btz
1]
Bsvn Buaayse Bityn
L d

Then, it becomes « lear

that we may convert Eqs. 29-42 and 29-43 to a new single system of matrix

differential equations given by the schematic notation

(d2/d1] = —[2]{Q]

which has the matrix expontntial solution

and where the matrix

cfo—‘[Q]t} = (1]

(29-52)

[Z]‘ = [Z,)expt—{Q]t} (29-53)
|equnemial is to be expanded as

- QI+ [QIry2 + (29-54)

and [/] is the identity

both Blue and Red forges, we have succeeded in finding a rather simple mathematical form of the
matrix differential equations, which handles the problem of Lanchester heterogene. s or combined
arms type of weapon f,Ic“ Although the solutions of Eq. 29-53 may appear complex, it is neverthe-

less clear that solutio
that of cvaluating the
tablishes an analytical

matrix exporential, expi—[Q]f}, and Sternberg (pp. 389-436, Ref. 8) es-
m.cthod for writing equations of the type of Eq. 29-55 in closed form which

hopefully will lend itself to *“‘rapid” computation.
Onc may note that when I = J = 1, then Eqs 29-42, 29-43, and 29-52 simplify to the ordmary

~ homoguneous type of |

anchestcr models for the Square Law in Chapter 28. To illustrate, we have

from Eqs.. 29-48, 29-4?, and 29-50: -

12] = (B

(d2/dt) = (dB/dt, dR/dr)

R

,

matrix. Thus, through matrix notation and a generalization which combines .

can be fourd, perhaps especially with modern computers. The problem is.

2917
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(2] =» [Bo, Ro)

and Eq. 29-51 gives

r-. 0 - .
Q=1 -
|8 0
Moreover, ‘
60 0 o 6] gt 0
Q1 = 1. =y . ’ .o1elt = et
0 Bp : B O ] 0 g%
and finally | |
(2] = (B, Rl = By, R] = [BRo pBolt + [BpBo, BoRilt/2! = - .

Thus, the remaining numbcr of Blues as a function of time ¢ is given by the fastly converging series
B =B, - /3Rot + ﬁpBot’/”' — FoRSY3 + B4l — -,
For the data of Table 28-1 of

B, 100, Ro—SO g = 010 p = 0.05

and time ¢ = 2,

B

IOb - (0.10)(50){2) + (0.10)(0.05)(100)(2) — (0.10)*(0.05)(50)(4/3)

90.97

to four terms versus the discrete value of 90.5 in Table 28-1. _

‘We will not go any further into the solution of the generalized Lanchestér type models for heteroge-
neous forces or weapons, i.e., Eq. 29-53 here, but in Chapter 30, ‘‘Weapon Equivalence Studies”, we
will have much interest in converting values of heterogeneous weapuns 1n a conflict to equivalent ho-
mogeneous ‘veapon values, which represents a somewhat different approach but a very useful one in-

deed. Occasionally, the practicing analyst may have to solve equations such as Eq. 29-53 for the’

remaining numbers of Blue and Red weapon systems for the case of heterogeneous forces.

Finally, we remark that the allocation factors v, and §, in the previous equations for heterogeneous

forces may be determined by applying the procedures of Chapter 32 on weapon-target allocation prob-
lems, this indicating the extent of our analytical treatment of geneneahzed Lanchester type combat
models in this handbook.

*The reader may have soine ‘interest in comparing this expremon for the remainirig number of Blues asa function ol time

versus that of Eq. 28-48.




S e

“ vy e SR AT

."N‘

,m-.‘

_ DARCOM-P 706-102

| v -
29-5.3 ILLUSTRATIVE HETEROGENEOUS FORCE EXAMPLES .

In recent years, there has been increased emphasis-on the exterid=d Lanchester type equatxons and
applications of Egs. 2Y-42 and 29-43. Weiss (Ref. 3) carried out some of the earlier i investigations an.d,
in particular, gives a rather extensive account of the case of men with support by aircraft. He assumes
that men can attack only men, whereas aircraft can attack both men and enemy aircraft. He sets up a
“value” function of. the difference in numbers of Blue and Red men, and develops analytical criteria
for the analysis of this type of simple battle.

Bonder and Honig (Ref. 7) further develop analytical modcls of ground combat theory for heteroge-
neous forces and consider in their. model the use of attrition or kill rates, allocation factors, and also in-

telligence factors. In addition, they consider firing doctrine, terrain interactions, the comparison of
analytical and Monte Carlo simulation results, and they also give some account of the Army’s use of
their analytical models or development. In connection with the study of battalion task force activities,
Bonder, Farrell, e aj. (Ref. 8) contribute many significant findings to the broad subject of analyzing
combat between heter rogeneous forces. Althouyh we cannot delve extensively into these subjects here,
systems analysts havmg some interest in similar applications will want to study Refs. 7 and 8 and also
the various con:~ibufions of Thrall ef al. (Ref. 6). :

For our illustrative purposes here, we sketch some of the work of Willis (Rcf 9). In connection with
his studies of mathematical models of weapon systems and tactics in land combat, Willis (Ref. 9) es-
tablishes Lanchester type (heterogeneous) square laws involving Blue tanks B,, Blue artillery B;, Blue
aircraft B,, Red tanks R,, and Red artillery R, to illustiate the gcncrahty of possible applications of
available theory. He then uses the following attrition equations:

_B_mc +anks:

= = —BuR, . L : (29-55)

where 84, = rate at which Red tanks can kill Blue tanks. (Only Red tanks aftack Blue tanks.)

Blue anillg:gx: |

dB, 4 o | |
—Z" = ~BnRy | . L (29-56)

where Sy = i'ate at which Red amll-ry can k:ll Blue amllery (Only Red amllery attacks Blue aml-_

lery.)

Blue aircraft:

dB ‘ | .
-'2""'- = ~—ﬂ,.:aR; . : . (29'57)

where we see that only Red tanks attack Blue aircraft and - :
" Bis = Blue aircraft attrition rate by Red tanks, per sortie ﬂown
s = sortie rate, per available Blue aircraft .
a = ‘Blue aircraft availability rate. : S N

29.19




DARCOM-P 706-102

Red tanks:

4R . |
T = —puB, — pughs — pnasfBs + 1o (29-58)

where we see that Blue tanks, Blue artillery, and Blue aircraft all have the capability to attack Red
tanks, and '
pu = rate at which Blue tanks can kill Red tanks
pn = rate at which Blue artillery can kill Red tanks
ps: = rate at which Blue aircraft kill Red tanks
& = fraction of Blue artlllery employed against Red tanks (the rest being used against Red artil-
lery) :
a = aircraft availability rate
s = sortie rate, per available aircraft
f = fraction of Blue aircraft sorties cmploycd against Red tanks (the rest being used against Red
* artiilery)
ro = replacement rate for Red tanks.

Red amllex_'z.

dRs

where we see that Blue artillery and Blue aircraft, but not Blus tanks, attack Red artillery, and
pas = rate at which Blue artiliery can kill Red artillery
pas = rate of attrition of Red artillery by Blue aircraft
1 — g = fraction of Blue artillery cmploycd against Red artillery (the rest against Red tanks)
© 5 = sortie rate .
a = aircraft availability rate
1 — f = fraction of Blue aircraft employed against Red artillery. -
One may easily see and appreciate not only the generality but also the considerable amount of flex-
ibility that can be mcorporated into the Lanchester type equations describing combat of heterogene-
ous forces.
~ Finally, we remark concerning ‘the solutxons of (linear differential) equatxons such as Egs. 29-55
through 29-59 that even though the general approach of the matrix. exponential Eq. 29-53 may be used,
one might be able to'employ a “trick” or rather straxght-forward solution. By this we mean that otten
one or more of Eqgs. 29-55 through 29-59 could be differentiated, thereby giving second-order differen-
tial equations. Since the first derivatives, i.e., Eqs. 29-55 through 29-59 cxist, they may be substituted
into the second-order equations. Now since the second-order differential equations are in standard
form, one has only to refer to a textbook on the subject such as Ref. 10 for their solution.
‘With the given definitions of coefficients, Willis (Ref. 9) provides some informative examples based

and Red artillery for sake of computation, so that Blue tanks and aircraft attack Red tanks, but Red
- ‘tanks can attack Blue tanks and not Blue aircraft. Further, take the values of the remaining parameters

29-20

dt = —pu(l — g)B; = pysa(l — f)Bs‘ : (29-59)

on the certain values of the coefficients. In particular, suppose we omit terms B; and R, involving Blue. ‘
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{ pu = 0.003 s = 0.004
Bu = 0.001 by = 0.05
a =070 : Py = 2

where 4, = Blue aircraft attrition rate per sortie. Then for a Blue goal of killing either 400 or 300 Red
tanks in 16-2/3 h of combat, Table 29-1 indicates different combinations of Blue aircraft and tanks
needed to do the job for the attrition rates given. We see from Table 29-1 combinations upon which to
make a selection based on total cost or other criteria. ’

A very interesting feature of this type analysis concerns the trade-off between Blue tanks and Blue air-
craft and, as Willis (Ref. 9) points out, this depends on two major uncertainties: (1) the time duréiion
of combat, and (2) the ratio of Blue tank effectiveness py, to Red tank effectiveness §y,. In this connec-
tion, and for the given assumed numerical values of the parameters, Willis (Ref. 9) calculates Table 29-
2. Hence, one may appreciate the importance of such analyses to the weapon decision-making process.

TABLE 29-1. COMBINATION OF BLUE AIRCRAFT AND BLUE TANKS
'REQUIRED TO KILL A GIVEN NUMBER OF RED TANKS

Combinations of Blue
. Aircraft and Tanks Needed
Number of Red Tanks :
Blue Must Kill Aircraft ©  Tanks
400 100 133
75 200
50 267
300 100 33
75 100
50 167

TABLE 29-2. TRADE-OFF BETWEEN BLUE TANKS AND BLUE AIRCRAFT
AS A FUNCTION OF p.,/f::

Number of

Blue Tanks

Ratio of Blue Tank | ) Equivalent

Effectiveness to Red Combat Tume, to One Blue

Tank Effectiveness p../fs: min Aircraft

1to] 2000 . 8.5
- 1000 - 6.2
. . 500 5.8
! v ol 2000 5.3
- ' - 1000 ' 2.7
( \ o . ] 0 22

29'2.1 :
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As a matter of fact, the trade-off equivalence between tanks and aircraft brings forward the concept of
weapon equivalence studies, or equating the effectiveness of diverse weapons, which we will discuss in
Chapter 30.

We now cover some other extensions of Lanchester’s basic laws of combat, and in particular discuss
battles of many individual duels and the relative value of intelligence, command, and control effi-
ciency.

29-6 LANCHESTER’S LINEAR LAW AND THE BATTLE OF MANY DUELS

In Chapter 17 we discussed and presented models and techniques for analyzing several types of
stochastic duels, and we ‘brought out the possibility that some battles, especially for hocmogeneous
forces, might well be treated in terms of many individual duels. Hellman (Ref. 11) made a study of a
stochastic model of military engagements which are assumed 1o involve individual duels between com-

batants. Hellman assumes that the duels between individual Blue forces and individual Red forces

start at the ordered (random) times, 0 < <¢<--- <{y<---, where this sequence of times follow a
Poisson process of density A. This means that the probabxlnty density function f (t) of n duels begun
during the time interal zero to ¢ will be given by :

f (&) = [exp(—At)] (N)" 218 | (29-60)

Thus, the parametcr A may be estimated from any typlcal data on target detection and engagement '

times or otherwise hypothesized realistically. Hellman (Ref. 11), as a special case of interest in his
more general theory, also assumes that the probability density function A(¢) of the duration of a duel is

stochastic and foliows an exponential law given by .

h(t) = pexp(—uf) | | | (29-61)

~ where u is the rate at which duels are compl;:ted and the mean or expected time of an individual duel is

1/u. Now a duel will always result in the elimination of one or the othcr combatants, and we define
# = chance that a Blue wins a duel against a Red : -
g = 1 — p = chance that a Red attrits a Blue
B, '= initial number of Blue forces
Re = initial number of Red forces .
B = (random) number of remaining Blue forces at time ¢
= (random) number of remammg Red forces at time ¢.
Fina! ly, for this type of battle, we will be.interested in
B = average number of surviving Blue forces at time ¢ of battle

m}! = average number of surviving Red forces at time ¢ of battle.
Hellman gives B and K as |
B = B~ Mit - {1 — exp(=u)l/ul e
. and ' ‘ ' '
o B o= Ry= et = [1 = exp(~ui)}/u o : (29-63) O 1
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Clearly, these are relatively simple equations for a battle consisting of a series of stochastic duels, and p
and ¢ may easily be estimated from the principles of Chapter 17. Also, we remark that Hellman’s
theory gives us the opportunity to compare the results of the Lanchester deterministic linear type laws
(Chapter 28) with that of the stochastic battle results of Eqs. 29-62 and 29-63. ‘
Hellman (Ref. 11) also shows that the same form of the familiar Lanchester Linear Law, or

p(Bs = B) = g(Ro — B) ' O (29-64)

still holds even for this stochasnc case.
Finally, Hellman is able to derive expressions for P(B,R,) or the chancc that B Blue and R Red
- forces survive at time ¢.

EXAMPLE 29-3:

- A computerized simulation of many Blue versus Red tank battles, involving 20 tanks on each side,
indicates that on the average Blue had 15 tanks remaining after 60 min of battle time and Red had only
10. Assume the tank battle may be described as a series of duels; what can be said about the chance
that a Blue tank will win in a single engagement against a Red tank?

We note from Egs. 29-62 and 29-63 that our solution for p and hence ¢ is quite independent of the
parameters A and u, and even also of the time . In fact, the ratio p/q depends only on B,, R,, Band R—
or on proper division of Eqs. 29-62 and 29-63—with the result

g/t = (Bo — B)/(R, — R) | (29-65)
| which is Eq. 29-64 also.. Thus, |
g/p = (20 — 15)/(20 — 10) =
That is to say, sincep + ¢ = 1,
p 0.67 and ¢ = 033

Thus, we see that' Blue’s chance of winning an individual duel agains® Red is 0.67, and indéed this
figure may easily be estimated from rather cursory data on the initial and remaining numbers of forces.

29-7 THE VALUE OF COMMAND EFFICIENCY IN COMBAT

It is well known that intelligence of enemy activities, surprise, and good command and control of an
Army will offset enemy advantages and indeed may often result in superiority. Schreiber (Ref. 12)
studied this very problem in connection with the use of Lanchester’s Linear Law for area fire. He con-
siders two opposing homogeneous forces in an engagement which consists of a sufficiently large num-
ber of similar weapons on a side, although Blue and Red weapons could be different types. During the
battle, every unit of each force is within range of and can be fired upon by every unit of the opposing
force, and the battle ends when one force annihilates the other. Schreiber (Ref. 12) says:

- “When the battle starts each force has complete information of the locations of the enemy units. '
Dunng the battlc each force employs an mtclhgence system to provide information on the effect of its-

29-23
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fire on enemy units, and the effect of enemy fire on its own units. This information is used by a com-
mand and control system to redirect fire with the object of always distributing it uniformly over surviv-
ing enemy units, and in particular, avoiding wasteful fire on targets already destroyed.

“The effectiveness of the intelligence and command and control systems in this type of battle can be-
measured by the fraction of the enemy’s destroyed units from which fire has been redirected. If this
fraction is one, fire is always directed only at the enemy’s surviving units and no ‘overkilling’ results; if
it is zero, fire is directed all.during the battle against the original enemy positions, and much of it is
wasted in ‘overkilling’. This fraction will be called the ‘command efficiency’, and is assumed to be con-
stant throughout the battle. : ' :

“Assuming that the battle lasts long enough for some units to fire at least several rounds, and that
the initial number of units on either side is sufficiently large, the following equations hold:”

B pBR/B - B - BY (29-66)

dR S
—~ = ~PBR/[R, — e5(Ro — R)] o (29-67)

where B, R, B,, Ry and time t are as pi'eviously defined, and
= command and intelligence efficiency of Blue
= command and intelligence efficiency of Red.
Note, for example, in Eq. 29-66 that if Red’s mtelhgence and command efficiency iseg = 0, then

dB
= = —(6/B)BR - (2968)

which is of the form of Lanchester’s Linear. Law for area fire, and Red’s effectxveness is so limited.
On the other hand, if ¢x = 1, i.c., Red has complete mtelhgence and conducts a most efficient battle

- against Blue, then Eq. 29-66 reduces to

dB | . i "
2 o . e

which is none other than the ordinary Lanchester Square Law.
Hence, the outcome of the battle may well depend on the relatxve intelligence and command effi-
ciencies of the Blue and Red sides. ,
Schre:bershomtlutforadnworpmty,then '

BRY 2 — ex) = pBY(2 — e). S o (29-70)
Thus, an increase in the value of the intelligence and command efﬁeneney from, say; an iritial value ¢

to some final or top level ¢ will increase the combat power by the equwalent amount as an increase in
nunmcalnrengthpvenbythefnctwni'or :

F=V@Z-wi@-0-1 @
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Hence, Schreiber constructs Table 29-3 to indicate the value of good intelligence and command con;
trol. '

Needless to say, the advantages of target intelligence and superior command and control are very
substantial indeed and up to a maximum of about 41%!

As a point of some particular interest, Schreiber shows that if, for examplc, Blue wins by an-
‘nihilating Red, but, of course, suffers the fractional loss (8. B)/ B, in doing so, then this quantity is
given by

(Bo — B)/B. ={1-{1~- (2 - ea)emﬁR./(pB H]V%/en. (29-72)

‘Thus, it is noted in Eq. 29-72 that the fractxonal loss of the winining force, Blue, is thc same for all
values of p, B,, and ey which result in the same relative “combat power”’ for Blue given by Schreiber as
the right hand side of Eq. 79-70. This, however, means that the absolute loss is minimized by the

smallest value of B,, the initial starting force. Therefore, as Schreiber points out, if minimizing battle

losses is the required criterion, and assuming the kill rate p fixed, then the “combat power” should be
attained by increasing command efficiency rather than by increasing the number of Blue wexpon

units! In summary, the modified Lanchester Egs. 29-66 and 29-67 throw much light on the relative im- -

portance of intelligence, command and control as thcy affect combat capability along with the effec-
tiveness of weapons.

29-8 SOME ADDITIONAL CONSIDERATIONS

. In our account of Lanchester combat theory we have presented “deterministic”’ theory primarily but
nevertheless have also introduced stochastic or probabilistic considerations in connection with changes
of state from the numerical forces on each side to a smalier number of combatants. Also we have used
the random times at which targets op each side have been killed, or put out of action, to establish ap-
propriately fitted (Weibull) kili-time distributions and advantageously estimate future casualtxes after
some point of truncating the battle or simulation.

For the deterministic approach, and as pointed out by Taylor (Ref. 1) in his Figs. 22 through 27, for
example, the battle time results for the more complex stochastic transition probability equations ap-
proach those of the simpler deterministic modeis for sufficiently large numbers of forces. Heuce, in
such cases the systems analyst will naturally make his inferences from applying deterministic medels,
whenever possible. This also suggests that random eﬁ'ects, nevmhelm, may be pamcularly imporzant
for combat among small numbers. :

 TABLE 29-3. EQUIVALENT PERCENT INCREASE IN NUMERICAL STRFNGTH
CORRESPONDING TO AN INCREASE IN COMMAND EFFICIENCY FRC - to ¢

02 04 0s 0s 1.0
0 5.4 1.8 195 291 - 414

02 6.1 134 225 32
04 6.9 155 265
0.6 . . 81 183,

0.8 : L 9.6
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Clark (Refs. 13 and 14) has made a rather extensive investigation of this problem and found, for the
Lanchester Square Law attrition process and the same values of the attrition coefficients, that the force

level results were greater for the stochastic analysis than the corresponding deterministic model. .

Taylor’s Figs. 25 through 27 of Ref. 1, which is readily avaxlable give some of Clark’s numerical
findings on this subject.

Concerning the analysis of random kill times for targcts on each side in a battle, the models for this
situation were discussed in par. 28-12 for homogeneous forces on each side. A suggestion to extend this
~ type of analysis to heterogeneous forces is advanced by Grubbs and Shuford (p. 939, Ref. 15).

For a discussion of a variety of Lanchester type dilferential equation models and some seven different
measures of effectiveness, the reader is referred to a paper by Willis (Ref. 16). In fact, Willis discusses
measures of effectiveness which include the loss rate difference, the ratio of percent losses, the loss
ratio, differences in losses, surviving force ratio (effectivenzss of a force), fractional reduction in force
ratio, and percent losses of a side at the time of a battle when losses on the other side reach a specified
value.

We:ss (Ref. 17) discusses opnmum tactics for a combat model which includes a primary and sup-
porting weapon system on each side, and covers the implications on force structure depending upon
the weapon range, cost, and parametrically specified performance.

Some other topics of interest associated with this chapter are given in the Bxbhography

29-9 SUMMARY

‘The aim of Chapters 28 and 29 has been that of presenting to the analyst a rather comprehersive
base of useful Lanchester type combat models which should ajd in numerous applications requiring
management decisions on weapons and forces. The basic models for homogeneous forces in Chapter 28
and the extensions in this Chapter—including additional terms of analysis, along with the important
case of heterogeneous forces on each side, and the value of command efficiency—should give the
systems analyst a considerable amount of expertise so that he can extend his knowledge and applica-
tions to a wide variety of combat theory type problems or uses. Some of the «ypical examples prescnt-
ed herein also should indicate soms of the many areas of application.
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CHAPTER 30
"WEAPON EQ_UIVALENCE STUDIES

A discusston is given of one of the fundamental and currently key studies in the evaluation of weapon systems; n‘amely,
the problem of quantifying, comparing, or equating in some way the relative performance of diverse weapon systems.
Thus, can the effectiveness of infantry antitank weapons be equated to that of tank armament against common largets, or
can infantry effectiveness measures be “‘equated” throvg's some deterministic scale t equivalent measures of effectiveness

" (MOE) for artillery? Also, in general can one determine a useful overall value or worth of a military unit with com-

bined arms, so that a proper comparison can be made in judging chance of success in defeating some hypothesized enemy - -
unit with perhaps the same or different set of heterogeneous weapons? A survey is given of recent analytical work on this
important and useful topic to convert combisied arms or heterogeneous force MOE’s io equivalent homogeneous values for
all weapons of the same, identical type. Obviously, it can be seen that some introductory matnix applications are very
useful, or even needed, to handle problems of this type, and indeed the use of eigenvalue techniques help in oblammg the
solutions on suitable and common grounds.

The killer-victim scoreboard is discussed and examples of equivalence type studies are given for indicated apphca-

tions.

We note also that the methods of this chapter can be used to deuloo combat unit values as accurately quanified mput:
Jor theater-level war games. :

30-0 LIST OF SYMBOLS

»
A= Z 6“’" = Kl Oqu. 30-48 also

ay = number of j type weapons éliminated by i type weapons in some time ¢ for a
. “knllcr-v:ctun" scoreboard

B= Z: Bupu .
By = B.(l) = number of Blue type "weapons remaxmngat any time ¢ of the battle
(i =1,2,...,8)

[B] = column vector of numbers of Blue weapom in Eq. 30-4
[dB/dt] = time derivative vector of Blue weapon numbers '

. Bm= weighted average Blue force = Zw..B’. V.(B)

= number of Bluetype:mpom atnmct

Biw = initial number of Blue type i weapons in the mth engagement
= number of types of Blue weapons employed in a battle

by = pyfori=1,.. bandj=b+1,..,5+ rof Eq. 30-67

by = Ofori=1,. band)-12 boqu.30-7

by = Bylori=) + 1,..,0 + und) = 1,2,...,bof Eq. 30-67

bij=Ofori=bd+1,...,0+randj=b+1,..,0+rofEq.30-6

C= z.:ﬂuﬁn
le}
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¢ = particular constant of proportionality = 1/8s = 1/pn

»
D= E‘ﬁuPu
i .
[Es] = re B column vector for Blue
.J_I.JL
S
1
1 .
|E)} = R colum® vector for Red
1

F F (5) = force rativ of Blue 2o Red at gencral time?
= Vo(B)/ 7(R) = initial force ratio, Blue to Red .
I-}. = Vi(R)/Ve(R) = fraction of relative Red initial strength remaining at time ¢
[{] = identity matrix
| ~ L Kapm = total number of kills by Red type vweapons of Blue type i weapons in the
| ' mth engagement
Kpym = total number of kills by Blue type i w eapons of Red rype j weapons in the
mth engagement .
k = superscript for number of iterations in Eqs. 30-37, 30-38, and 30-39 _
k = largest eigenvalue of a matrix in Johnsrud’s notation (see Eqs. 30-68) ¢
£ = integer = 1,2,... '
M = total rumber of small unit engagements considered
[M] = general matrix
[M,) = submatrix of [M] in Eq. 30-36
| [Ms; = submatrix of [M] in Eq. 30-30
| [Mn) = submatrix of [M] in Eq. 30-30
n, = Johnsrud’s notation for number of type { weapons
" my = B, type 1 Blue weapons '
. mg = B, type 2 Blue weapons

n = B.tfpetBlmmpom
ntys1 = R, type 1 Red weapons
Roes ™ R.typeZRedmpom_

" Resr = R,typer Redweapons
[R] = [p]lB8] = product of kill-rate matrices
- . o [B] = [8](p] = product of kill-rate matrices .
. [R] = column vector of numbers of Red weapons in Eq. 30-5 o o
' [dR/ﬂ] - mdennmevectorofk:dmponnnmbel _ ' o () !
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R = weighted average Red force = Z':wg,R, = V(R)

V(B)

A(R)
V(B)

Vi(R)
(Wl

[Wn]
(con]
7]
tony

”’h %---:W.
Worr Wosn..., Moo,
[

" ay

loi .

Py

» pa = constant of proportionality in Bq 30-22

30-1 INTRODUCTION

" In a battle, it is likely that friendly mluxitry will fight enemy infantry; tanks will fight tank.:i and|ar-
tillery will attack artillery some of the time but often will be used against personne! targets as well.
Nevertheless, in recem military hutory mfantry penonnel have been provnded weapons to attack Eﬂ .

.Blue s kill rate matrix against Red in Eq. 30-7

R,(t) = number of Red tvpc J weapons rcmammg at any time ¢ of the battle
(J=12,...,1)
initial numbcr of Red type j weapons in the mth engagement

 number of Red type j weapons at time £

number of types of Red weapons employed in a battle
time :
time duratien of mth engagement

3 -
‘Elw..B, = initial value of all Blue weapons = B (ave)

,wa,R; = initial value ofall Red weapons = K (ave)

value of equivalent Blue strength at time ¢

value of equivalent Red strength attime ¢

new vector defined in Eq. 30-37

wny/m (sce Eq. 30-59)

column vector for weights or values of Blue weapons
column vector for weights or values of Red weapons
value or weight of Blue type i weapon (i = 1,2,...,5)
value or weiglit of Red type jweapon (j = 1, 2 ceeyT)
relative worth or value of ivpe | weapon (johnsrud’s notation)
Wa, Waey -+, W, PCSPCCUVCIY

War, WRy, - - - , Wary Fespectively

transpose of a vector 6r matrix

-detectability/availability factor or chance for Blue type ¢ weapons engag-

ing Red type j weapons A

Red’s kill rate matrix against Blue in Eq. 30-6
constant of proportionality in Eq. 30-23
constant rate at which a Red type f weapon kills a Blue type i weapon, uhit,
etc.
eigenvalue (Howes-Thrall) = £* ( Johnsrud)
c’ ‘ » ' ' '

2 Busn

e

constant rate at which a Blue type i weapon kills 4 Red type j weapon,
etc.

3

|-

R

t
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targets such as tanks, and hence man portable antitank weapons are becoming a real threat as tank

killers, especialiy on a smaller cost basis. In addition, tanks have the capability not only to attack other
tanks, but can be used advantageously to attack enemy personnel such as infantry or, in break-
throughs, may overrun many types of enemy positions including those of artillery. Artillery also has
the capability to attack tanks, trucks, or personnel in protected positions. Thus, it is seen that the
trend has been toward weapon systems which have the advantage of being *‘multipurpose”” in charac-

ter. There is no such military item as an “ali-purpose”” weapon nor is it very likely that future weapons

can be used for “universal” applications. Hence, the different types of *-eapons in a fighting unit will

naturally have the capability to take on the same or some common types of targets, and in this way will -

compete with each other, even on a cost-effcctiveness, or some other basis. In addition, there is the
need as we pointed out at the end of Chapter 8, to determine the overall effectiveness or ““fire power” of

any combat unit. Finally, we see from Chapter 29 that studies involving combined arms ‘or -
heterogeneous weapons invariably run into much analytical complexity. Therefore, there exists much -

motivation not only to compare competing weapons, but also to try and equate their relative worth on

some common scale. Clearly, this should be possible—especially since different weapons uader study’

are employed to attack the same targets—and hence it might be expected that a useful scale of relative
values could be established. Moreover, such an equivalence study of different type weapons could be
used perhaps to simplify the complex problems of combined arms studies, i.¢., the placing of values of
heterogenecous weapon systems on a common or homogeneous basis. This, therefore, is the goal of
weapon equivalence studies. o
To appruach this type of problem, it is seen that either key or meaningful measures of effectiveness
(MOE'’s) must be used in any useful analytical development. In this connection, we have seen that
perhaps one of the most important and ‘“‘key” measures of effectiveness is the kill rate of each weapon

on a side. Thus, we must find some analytical means of converting kill rates to useful quantities ona

convenient scale of measurement. Some authors employ the “‘value’ of Blue and Red combined arms

or forces, and use the sum of products of the individual weapon *‘values” and numbers of weapons on
cach side as *“good” measures of the relative strengths of opposing forces. Others may nse the concept '
of “‘killer-victim "’ scoreboards which may easily be obtained from computer simulations of battles. The.

“killer-victim” scoreboard is a matrix of elements showing how many of each type of weapon were
eliminated in a battle by each type of weapon on the opposing side. Thus, this represents a very useful
measure to analyze, especially in view of the fact that currently there are wide-spread uses of computer
simulated battles, and also there is an urgent need to analyze the type of data which may be obtained
therefrom. Finally, other investigators approach the problem by determining “‘ideal linear weights”
which are used to develop a “weighted average” of the effects of a given weapon on a side against each
of the enemy’s weapon types. All may lead to the same results. -

In our account here, we will follow in particular the work of Holter (Ref. 1), that of Howes and
Thrall (Ref. 2), Dare and James (Ref. 3), Anderson (Ref. 4), Spudich (Ref. 5), and Johnsrud (Ref. 6)
since these authors seem to have accomplished some of the more significant results rclatwe to the prob-
lem: of weapon equivalence studies.

. '30-2 BASIC ASSUMPTIONS AND THE ANALYTICAL APPROACH
30-2.1 PRELIMINARIES

We consider a battle or combat situation between two opposing forces, Blue and Red. We dcﬁne or

. hypothesize the following: :
By =B\ = numba’ofBIuetypesmponsremauungatanyttmetol'thebattle (i=1, 2 v d)

A
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R, = R/(t) = number of Red type j weapons remaining at any time ¢ of the battle (j = 1,2,...,7).
(Hence, there are b different types of Blue weapons and r different types of Red weapons employed in
the battle. Also, Blue and Red may employ the same types of weapons, or they may be different ones of
their own choice or availability.)

By = constant rate at which a Red type j weapon kills a Blue type: weapon, unit, etc.

pyy = constant rate at which a Blue type ¢ weapon kills a Red type j weapon, unit, ctc..

(With regard to 8, and py, and their definitions, we remark that for some applications they may be
defined more generally than just in terms of kill rates. In fact, these might be extended to include also
chances of seeing and engaging targets on the opposing side aad in addition could include the alloca-
tion type factors ,, and §;, of Eqs. 29-42 and 29-43, for example, or chances of weapon-target engage-
ments for heterogeneous forces, etc. Such will depend on the application at hand and the need for such
generality.)

The problem of weapon equivalence studies is to ﬁnd the welghts for or “‘values” of Blue type ¢
weapons, i i.e., -

Wpy, Was,...,Wpay ..., Why
and Red type j weapons, i.e.,
WR1, WRe, - - - s WRys - - s WRy

which are then used to determine the linear combinations

' ‘ .
VWo(B) = wmBy + wpsBy + -+ + wpBy* = Exme' . (30-1)
and
KB = wmByt wmByt ot um R = TR, - Go)

where ¥,(B) and Vy(R) are good overall measures or *‘values” of the relative strengths of Blue and Red
forces, respectively, at time zero. Then, for example, the initial ““effeciiveness’’ or force ratio F,, usually
- for attacker to defender strength, given by :

= WB/WR) | ey

‘can be used as an index of relatlve force strengths Moreover, a solution for the individual wps,’s and
wa,’s provides a set of weapon effectivencss. values (WEV 's), which can be multiplied by the corre- -
: ~ sponding numbers of weapons, or force levels, on a side to give the overall unit or total force effec- i
5 tiveness values as in Eqs. 30-1 and 30-2.

‘Acmally.noeonﬁmonlhwldmuhﬁunmlkmgtheB.nndR,enhethelmmlnuubeuolmpominlbanleorthe
nmnbeuatmnel

305
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It will be convenient and more useful to outline this problem in terms of vectors and matrices. Thus,
the Blue force level column vector [B], or numbers of different Blue i type weapons, is given by

i n
[ B,]
. B,
B8] = | . (30-4)
| B |
~ Correspondingly, the Red force level column vector [R) is
R, |
R, S » ' ,
(R] = . ' . ’ ‘ (30-5)
‘ R" R )
The kill rate matrix [8] for Reds killing Blues.is ‘
| (B B . Bu|
Bss Bz e B
B = | . (30-6)
B Bn o Bl
an r X b matrix, and the kill rate matrix [p] of Blues against Reds is
Pu  Pn . Pir
Pu P ... Py | . ; ,
ol = | . . ~ . (30-7)
| Poi Pz -o Por .
~ aéX rmatrixof elements. - :
_ 'The weight column vector [ws] to be determined for the Blue weapons is
T s
Wps| o :
; (ws] = : S . (30-8)

We

o and the weight coluinn vector [wa] for Redis . -
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Wpr1
WRe

[wa] (30-9)
Wrr

' Thus, with the definitions, Eqs. 30-4 through 30-9, we see that Eq. 30-1 may be expressed as

V(B) = [ws]"[B] ' (30-10)
where the superscript T means transpose of the column vector to a row vector, and also we have for Eq.
30-2 that ' ;

V(R) = [wal"[R]. L (3e-11)

In summary, therefore, the problem is to establish methodology to determine some sort of “‘good” or
“best’’ column vectors, [ws] and [wg]. These vectorr, established by using the kill rat¢ matrices of Egs.
30-6 and 30-7, then give us the needed weights for determining overall force effectiveness.

For Lanchester’s Square Law model for the attrition of heterogeneous forces on each side, we see
that with the definitions enumerated, we have also the differential vectors
- -

dB,/dt
dB,/dt
[dB/dt] = . . , (30-12)

dB,/dt
and

[ dRy/dt |

- | dRy/dt - o
[dR/dt] = : (30-13)

dR,)dt
Then the appropriate equations in matrix form are . _
[dB/di) = ~[6]IR) | (30-14)

arid.

— s

(dR/at] = ~LoI"(B]. - ooy

C - \ . These Lanchester type heterogeneous force equanons are similar in form to the basic model of Eqs.\29- '

42 and 29-43, except for convenience here we have used symbohcally single eoefﬁcxenu

-
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Before proceeding to the problem of converting the Lanchester heterogeneous case to an equivalent
form for the Lancliester combat theory homogeneous case, it will be useful and informative to indicate
some particular contributions of Holter (Ref. 1) and some illustrative examples of the kill rate matrices
of Howes and Thrall (Ref. 2). In fact, we follow initially much of Holter’s contributions (Ref. 1) before
proceeding to the results of others.

30-22 ESTIMATION OF KILL RATES

In Ref. 1, Holter indicates that his develcpments on the weapon equivalence problem were bcr-'

+ formed .in connection with a study entitled “NATO Combat Capabilities Analysis II”” (COMCAP II)
under the sponsorship of the Deputy Chief of Staff for Operations and Plans, Headquarters Depart-
raent of the Army. As Holter indicates, “One of the principal objectives of the study was to develop
weapon effectiveness values (WEV’s) and unit effectiveness values (UEV’s) for representative US and
Soviet forces engaged in mid-intensity combat in Western Europe, circa 1976. The objectives of the
study were attained by analyzing killer/casualty data generated by an exercise of the D:vision Battle
Model (DBM) over some six days of simulated warfare in the European theater.” His paper (Ref. 1)
presents the ma:hematical description and justification of the methodology we will cover here, and ap-
pears as Appendix D of the COMCAP II final Report of the General Research Corporatlon s Opera-
tions Analysis Division.

Concerning the kill rate matrices, (8] and [p], the elements 3, an_ p,, are measures of the killing
poweis of individual firers on one side against different types of targets on the other. Although the
analyst may try to estimate such quantities realistically from weapon performance values of rate of fire,
and hit and kill probabilities, Holter gives equations for their ‘‘realistic” determination in COMCAP

II by grouping Division Battle Model killer/casualty data into discrete sets of small unit engagements

according to Blue posture: delay, defense, or counterattack. The estimates of kill rates are:

Bu = L Roum/ T Rm)@) - (016)
“and ' ~ o :
M M ' ; I
;= ;E';Km’"'/ mz_l(Blm)(A‘m) : : (30-17)
where

M = total number of small unit engagements considered
Ksum ™ total number of kills by Red type j weapons of Blue type ¢ weapons in 1 the mth cngagcment
R;m = initial number of Red type j weapons in the mth engagement
Aty = time duration of mth engagement
Kpym = total number of kills by Blue type { weapons of Red type; weapom in the mth engagement
Byw = initial number of Blue type i weapons in the mth engagement.

Thus, the more realistic the Division Battle Model (DBM) is ‘played, the more accurate the es-

timates of attrition rates brought about from the two-ided conflict simulated.

30-2.3 SOME NUMERICAL EXAMPLES OF RATE MATRICES

.As a preamble to understanding weapon ecuivalende studies and their use of “ideal l_ineafized
weights”, Howes arid Thrall (Ref. 2) give some rather striking numerical examples of Blue and Red

C
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side potential for two different classes of weapons, i.e., b = r = 2, and this should be informative to il-
lustrate here. They consider for the sake of simplicity only an infantry weapon class and an artillery
weapon class, for which i = j = 1 indicates infantry and ¢ = j = 2 indicates artillery. Recalling that ’
the first subscripts of 8 and p,, refer to rows and the second to columns of matrices, Howes and Thrall
(Ref. 2) illustrate the following numerical effectiveness measures for the killing power of kill rate
matrices: :

05 0} r0.6

tp] = o7 gof ™ B = l_o.e 01| - I

Here, the numerical kill rate matrices indicate that
1. In infantry combat Red is more effective than Blue, i.e., 0.6 vs 0.5. _
2. Neither Blue nor Red infantry has any capability against opposing artillery, i.e., 0 vs O.
3. Blue artillery is superior to Red artillery, 0.7 vs 0.6, when artillery attacks infantry. ,
4. Blue and Red artillery have a positive effect against each other, with Blue being a bit superior to
Red--i.e., 0.2 vs 0.1.
Now if the effectiveness matrices are changed to be

ol |05 041 . 0l 0.6 02 . 0. '9)
= . an = 1

7 o7 02 ' 06 0.1 o -

then Blue and Red are giveﬁ some capability for infantry to attack opposing artillery, with Red having

a slight upper hand—0.2 vs 0,1,

The following kill-rate matrices show that Blue (0.8) and Red (0.5) have both increased thenr ar-
tillery vs artillery capability, but their infantry units nevertheless have zero effect against artillery:

o = |03 o] a1 = |08 0 | 020
P o7 o8] Y 06 05| | (30-20)

Finally, as Howcs and Thrall (Ref. 2) pomt out, if the amllery units of Blue and Red are conccaled :

or are under good cover, or are out of cach other’s range, then the effectiveness matrices may become

o = | of . g = |06 0 | ’. ot
P e of T T los o) (02

for example. Hence, we see that the analyst certainly has the opportunity to use much flexibility and
generality in setting up weapon systems analyses of the kind we are iLustrating here. In fact, these
numerical examples should give us a good background to study the relation of heterogeneous force
analyses and the ‘“‘equivalent” homogencous forces type of Lanchester Square Law.

30-2.4 RELATION BETWEEN.  METHODOLOGY FOR LANCHESTER HETEROGENE-

'QUS AND HOMOGENEOUS FORCE LAWS
We now establish one of the major results on which weapon equivalence values are based. This im-

. portant and interesting result was apparently noticed first by Dare and James (Ref. 3) and subse-
_quently elaborated on by Thrall (Ref. 7) and Anderson (Rgf. 4). For our purpose here, we foliow the

30-9
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development ot proof given by Holter (Ref. 1). Holter highlights a “‘major premise” conccming this
development:

“The total value of a number of weapons of a given typeon a snde is dxrcctly propomonul tothe total
value of the opposing forces destroyed by those weapons per unit of time.’

This means that, as a direct consequence of the premise, positive constaats ﬂ, and pj exist and can

~ be found such that the relationships between Bluc and Red weapon effectiveness values (WEV’s), or

weights wp, and wgy, can be written

prlws] = [p] [ws] . (30-22)
and |

Bslws] = [B](ws] | | (30-23) -
where the vectors [ws] and [wn] are dcf' ned by Egs. 30-8 and 30-9, respectively; the kill rate matrices

[8] arnd [p] by Eqs. 30-6 and 30-7, rcspcctxvcly, and 85 and pp are constants of proportionality, also to’
be determined in some “‘optimum’’ manner. This means that aside from constants of proportionality

~ the kill rate matrix for attriting a side multiplied by the ‘‘values” (or weights) of the weapons or forces

put out of action gives a vector of relative values for the weapons on the opposite side.
We can now transform Eq. 30-22 successively by using the three key Eqgs. 30-15, 30-10, and 30-11.
First, in view of Eq. 30-22 we have also that

lws]Tlp]T = pn[wa]"~ R | (30-24)
Then, multiply both sides of the equation by -1 and on the right by (B], so that we get
—lwa]T{[p]7[B]} = - Pn{[wn]rw” o (30-25),
Finaliy, using Egs. 30-15, and 30-10, we see that
- [wa]T[dR/dt] = —pp V(B) for equivalence , . .
or S o ' o ' (30-26)
' = —pa[ws]T[B].

But this last equation is a weighted average of time derivatives for all of the Red type weapons equated

© to a negative constant. multiplied by a weighted average of all Blue type weapons, i.c., the weighted - '
averages are represemauve single values for the different types of weapons Expanded,. Eq 30-26 -
" becomes

d . . . ’ .
;;(me‘ + w,,R, + -+ w,.,R,-) = —p,.(wa,B, + Wy’Bg + e 4+ w..B.) (30-27)

which is of the form of the Lanchester Square Law ‘or homogeneous forces in terms of an “average
Rcd force R and “average Blue force B, i.e.,
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' 30-3 DETERMINATION OF VALUES OR WEIGHTS

dR - , .
T = _qu = _pREme;. . : : (30—28)

Similarly, for Blue attrition, we get

dB : - v » _ .
T = —ﬁnR = ‘3Bzme/ S L (30-29)

Thus, if we can find unique values of 85. px, and the “value” or weight vectors [wp] and [ws], for
Egs. 30-22 and 30-23, then Eqs. 30-10, 30-11, 30-22, and 30-23 imply that one may go from the heter-
ogeneous Lanchester model, Egs. 30-14 and 30-15, to an equivalent hombgcncous Lanchester model
represented by Egs. 30-28 and 30-29. This very striking, remarkable, and important result, apparently
first worked out by Dare and James (Ref. 3), can be used to convert the heterogeneous force overall ef-
fectiveness of a side to an equivalent value in terms of an average homogenevus force, so to speak.

We next face the prcbiem of determining the components of the weight vectors [ws] and [wp], and
the scaling factors 85 and pg. It is not ordinarily possible to determine unique values of all of these un-
knowns, and hence in order to make this possible some additional assumptions must be made or some
criteria must be set in advance. Studies of this problem by Dare and James (Ref. 3), Thrall (Ref. 7),
and Anderson (Ref. 4) would indicate in most cases that the product 850 may be determined unique-
ly, and the components of [ws] and {ws] may be determined to within an arbitrary scaling factor.
Holter (Ref. 1) points out that il the marrices [8]{e] and [p} (8] determined from products, as in-
dicated, of the kill-rate matrices of Blue and Red are “irreducible”, then there is one and only one
value of the product of factors fispx that leads to nonnegative values of components of [wp] and [wa],
and this is the maximum eigenvalue of [8]{p] or [0](8]. (This maximum eigenvzlue is the same for
both products of kill-rate matrices). A nonneganve square matrix [M] is said to be “‘reducible” if it hac
the form

wy= | M0 | | | o)
M,, M, . A B i »

where [M,] and [M,] are also square matrices, or more generally, if the form of {M] given by Eq. '30-
30, can: be obtained by a reordering of the rows followed by the same reordering of the columns. Other-
wise, the matrix is irreducitle. An example of the reducible matrix is that of Eq. 30-18. We will not go
any further into the subject or details of “‘reducible” and “‘irreducible’ matrices here, although the
reader may consult Thrall (Ref. 7), or Howes and Thrall (Ref. 2) for further information. Holter (Ref.
1) points out that the matrices [8](g] and [p]{6] are reducible (i.e., not irreducible) if at least two op-
posing weapon types are not interacting directly with the other participants in the battle—and in his
COMCAP 11 DBM study previously referred to the prublem of reducibility did not arise—so that ir-
reducibility is usually to be expected for many heterogeneous force analyses.

Some of the assumptions or criteria adopted by various authors in their studies of hﬂcrogcneous

forces to estimate weights include the following:

- 30-11
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1. Dare and James (Ref. 3) take

r
T wp = X ws =1 ' : . (30-31)
imt J=1 . :

or in other words the weights or values must add up to unity. Hence, the relative worths of the different
. tynes of weapons are placed on a relative frequency basns, and the vectors in Egs. 30-8 and 30-9 may be
referred to as ‘‘probability” vectors.
2. In Ref. 7, Thrall suggested taking

on = T um - | | (30-32)
and '
e
B = T wn ' , , (30-33)

=1

so that the wexghts for the different weapon types on one side are ucd in with the scaling factor for the
5 other side.
3. Howes and Thrall (Rcf. 2} discuss several different methods for determination of the relative
weights or values, and give examples of their recommended “ideal” weights. The interested reader
should study their paper. We sketch their ideal linear weight procedure in par. 30-6.
With reference to 1, 2, and 3, a possible disadvantage—as pointed out by Holter (Ref. 1)—is that
_ the weights or values need to be cross-structured so that the overall representative strengths or
equivalent fighting powers are determinable on the same homogeneous scale and in terms of the same
weapon. It is apparently for this reason that Holter suggested the following relationships be used

Ba=on=1/c - o ' (30-34
where ¢ is a single scaling factor for convenience, and
wm = 1 | o (30-35)

'~ for the designated Blue type 1 weapon. (For the COMCAP II study, Holter designated the M60A3
; tank as the Blue type 1 weapon, and the results would be in terms of relative effectiveness values for the - o
M60A3.) Another, and perhaps simpler procedure, which apparently gives equivalent results, is that '
of Johnsrud (Ref. 6) which will be discussed later. The advantage of both the Holter procedure and
that of Johnsrud is that all Blue and Red weapon relative weights will be expressed or measured in
terms of the worth of the same weapon, although we recognize that other techriique« to determine the .
: “best” or ‘‘optimum” weights may vary for different applications perhaps. . '
o We now turn to the solutions of Eqs. 30-22, 30-23, and30-34 These equations may easily be com-
" bined ("lolter, Ref. 1) to obtain

Vo el = el | o s O
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which involves only the scaling factor ¢ and the Blue weight vecior or weapon effectiveness values.

Holter (Ref: 1) gives a rapidly converging algorithm (e.g., Ref. 8), which leads to unique values of

A = ¢* and the weight components of both [ws] and [wg]. Let the superscript k be uzed to dcnote
values obtained at-the end of the kth iteratior.. Then Holter’s iteration is:
Step 1. Put k£ =1 (for the first iteration).
Step 2. Set all components of [wp]™ for £ = 1 equal to unity to start the xteratxvc process.
Step 3. ‘Calculate in succession: :

T @ (W™ = [o][B][ws]™ A - (30-37)
where [W]™ is a new vector. o ‘

(b) A® = 1/ ' - (30-38)
where W,® is the first componcnt of [W)™ at that iteration, and then calculate

(C) [w,]""” = X"‘[W] w (30-39)

StcE 4. Now repeat Step 3, incrementing & by unity at each iteration, until a value A**" = A, at
some stage or iteration k to within a specified degree of accuracy. The iterations converge to
~ a unique value of A (see Hildebrand, Ref. 9) and the vector [ws] desired with ws, = 1,
assuming the matrix [p] [ﬁ] is irreducible. .
Stcp 5. Calculate:

T@e=VvA " , (30-40)
. (b) with the value of ¢ from Eq. 30-40, calculate
| liwa] = c[B]lwa] | | (30-41)

 where [wp] is the final iterated value in Eq. 30-39. .
The final vectors, [wa] and [wa], give all the weights or relative values of the Blue and Red weapon

. types, and the total force values or strengths are found from Eqgs. 30-1 and 30-2 or, that is, Egs. 30-10

and 30-11.

We will illustrate the methodology with a very snmple example involving only two different types of
weapons on each side. The principles extend to any number of weapon types, and for such applica-
tlon.s the analyst will no doubt want to program the calculations on a computer.

EXAMPLE 30-1:
A Blue infantry-mortar “‘team” meets a similar Red “teara” in the jungle. Blue has 80 infantrymen

. with rifles and 24 mortars for the attack. Red, on the other hand, is estimated to have about 60

defending nﬂcmen and 18 mortars. Blue’s kill-rate matrix (o] against Rcd is

0.10 - 004

[” F= 1020 o010

and Red’s kill-rate'n;atﬁx (8] against Blue is
. ] : 0.15 0.10
_ . 10.20 0.05
Let the subscript 1 refer to riflemen and subscript 2 to mortars. Determine:

1. Relative values of all weapons employed in the engagement
2 Relative strengthl of the forces

3013
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3. Equivalen: force vatio

4. Percertage of losses for the winner assuming the loser breaks battle when he has sustained 30%
cacualties.

From the marrix [p] we see, for example, that p,, = 0.1, or each Blue rifleman kills 0.1 Red rifle-
man per time unit of say one hour; aad ps, = 0.2, or each Blue mortar can kill 0.2 Red rifleman per
hour; etc. Similar statements may be made for |8}, or Red’s kill rates of Blues. These kill rate matrices
‘may have been estimated from calculations of hit and kill probabilities, and rates of fire for the
weapons used under jungle conditions. Or perhaps, better still, they might have been determined from
combat expcrience records of a similar engagement or from a realistic computer-simulated battle in
jungle canopy—the better the kill rates, the better the final analysis. Accurate and relatively precise
kill rates are necessary for any good rankings of weapon values or worths.

In line with Holter s assumptions, we will take the relative valuc of a Blue infantryman with rifle to
ve 1, ie.,

w3,=1

and determine all other weapon values or weights with respect to a Blue rifle.
Following the step-by-step procedure previously given (Egs. 30-37, 30-38, and 30-39), we initially

set ‘
| I—Pl}-[
ol = || =

and calculate the product of the kill rate matrices

01 004 [0.15 o0.10 0.023 0.0120

MBI =1 o 00| [o20 00s| T |00 0.2s0

Then the iterations proceed as follows
Ist lteratlon '

S [o 023 0.0120] [1] _[o.0350
W1 = ol 8] el = -
' _ |_o 050 0.0250 . 10.0750
CAY = 1/® « 1/0.0350 = 28.5714

. | - [o.0350] [1.0000
(wa]® = AD[W]® = 28.5714] -
. 0.0750]  |2.1429

-2nd Iteration: , | , ' S - ‘

| . ~ [0.023 0.0120] [1.0000 o487 S N
j Wi® = 1) m L - ‘ . ' O
. (Wl ,7[’,’;' “?I len] [o.oso 10,0250} |2.1429) . |0.1036 -

) 30-14
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NP = /WP = 1/0.0487 = 20.5339

| 0.0487] [1.0000}
[ws]® = AP[W]® = 205339 =
0.1036|  [2.1273

3rd lteration:

0.0485
W1 = (51181l ® = [0-1032] |

A® = 1/ = 1/0.485 = 20.6186

[wa]®@ = \®[W]® = 1.0000 ]
2.1278

4th Iteration: _' : -
(W)@ = [ ”5” j@ = -0-0485
pIF D 0.1032

AO = 1/W,@ = 1/0.0485 = 20.6186

[ws]® = AW [W]® = 1.0000 ,
o 2.1278 | -

Thus, thl}! iterations were actually necessary, the fourth reproducing the third orie. Hence, the
- final value of A is ' : .

A = 20.6186

and the weight or value vector for the Blue side is

T
| 1.0000
wy] = :
* la1278)
or a Blue mortar is more than twice as valuable as a Blue rifle.
To obtain Red’s weight or value vector, we calculate from Eq. 30-40

c= /X = /206186 = 4.5408

quamay

30-15
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and from Eq. 30-41

o | 0.15 0.10|] 1.0000| {1.6473
[wr] = VA 18] [ws] = 4.5408 = .
| S 0.20 0.05(]2.1278| |1.3913
In summary, we have ' -

Wgy = 100

Wy =213
wr; = 1.65
whs = 1.39

and we see that a Red rifleman is 65% ““more vaiuable” than a Blue rifleman (1.65 vs 1.00), that Blue’s
mortars are corisiderably more effective than Red’s mortars (2.13 vs 1.39), and each Red mortar is
only 39% more effective than a Blue rifleman (1.39 vs 1.00).

Continuing, Blue’s overall unit or team effectiveness, measured in units of Blue riflemen, is

['s0]
[ws]T[B] = [1.00 2.13] i = 131.12
: 24
| ; S
and that of Red ls given by
e , [60
[w..]"[R] = [1.65 1.39] 18 = 124.02.

Hence overall, Blue is only slightly superior to Red, i.e., about (131 12 — 124.02)/124. 02 = 6%
The total value of all weapons on both sides is .

(1)(80) + (2.13)(24) + (1.65)(60) + (1. 39)(18) = 255.14

(summing Eqs. 30-1 and 30~2) or the equivalent of **255 Blue rifles” were involved in the conﬂxct
Holter (Ref. 1) shows that the ““state equation”, which relates Blue's and Red’s equivalent strengths
at any instant after the start of the battlc {and gnven by his equation (24)j is .

(11 = BRYVERVG = VXBYVEEN™ = WB/WR) = o - (042)

where:
Vi(R) and ¥;(B) = strengths, respectively, of Red and Blue at time ¢
Vo(R)- = Red’s worth at time zero = 124.02 from Eq. 30-2
V4(B) = Blue'’s worth at time zero = 131.12 from Eq. 30-1

- and the fraction or force ratio K is such that if one specifies the proportion of initial strength remaining

on one side, i.e., a battle breakpoint, the corresponding fraction remaining on the opposing nde may

* be determined from l-'.q 30-42. In our enmp!e Ii - 131 12/12$02 - 1057

30-16 .
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Thus, we see that Biue wiil be the victor and, if Red brcaks battle after 30% <asualties, then from
Eq. 30-42 we get (since F(R)/}(R) = 0. 7)

({1 = ©NY/L - VAB)/VIEN = 1057

or solving for the fraction V;{B)/¥,(B), of remaining Blues, we pbtain'

V,(B)/131 12 = 0.737

or that is to say Blu= has already suffered 26.3% equivalent casualties when Red breaks battle at 30%
equivalent casualties. At this stage, Blue has left the equivalent of (0._737)(131.12‘. = 96.6 riflemen and
Red has ‘eft (0.70)(124.02) = 86.8 equivalent Blue riflemer.. '

Finally, as another significant contribution, Holter established in Ref. 1 that the batxle time ? as a
function of the fraction of i -i:ial Red strength remairing, is given by the expression

= cln( VE+ ,E” ~1- Fn');

=1 (30-43)
where :
F, = relative force ratio as in F.q. 30-42, and ‘
Fa = V(R)/Ve(R) = fraction of Red relative initial strength remaining at time ¢. (30-44)

For the battle analyzed here, we use ¢ = 4.5408, Fr = 0.70, F. = 1.057, and obtain the total en-
gagcmcm time of ‘

.= 1.50hor { hand 30 min.

As a somewhat separate approach, suggested by Mr. Roger Willis of the US Army Tfaining and

. Doctrine Command Systems Analysis Activity (TRASANA), we might return to Eqs. 30-28 and 30-29

and let Blue have b weapon types, but Red have only r = 1 weapon type. In this case, it can be shown
that the weight for the ith Blue type of we.pon is |

Wae = Wb/ P, for each . | | (30-45)

wmﬂn‘éﬂutﬂu- | o R  (3046)

Eqs. 30- 45 and 30-46 are still equivalent to Eqs. 3(-22 and 30-25. -
From Eqs. 30-45 and 30-46, it is also scen that tne pmduct pafBs of positive comtanu becomet

paba = ‘f::'ﬂuﬂu o ' - | ’ . (30j47)

30-17
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where tor convenience we may take

: »
K, = ‘):_lﬁupu , ' (30-48)

- for known or estimated kill rates 8,, and py,. Thus, this means that pp is constrained to be

pn=Ki/Bs , o - (0049)
and in fact Hc;ltér’s ¢of Eq. 30-34 then becomes | .
= 1/VK, (30-50)
and Thrall's suggestions in Eqs 30-32 and 30-33 b'ecome, in effect,
wm = Ki/Bs ‘ (30-51)

where 8, is stiil determined fror: Thrall’s Eq. 30-33 or

Bs = ‘2:21 2o - (30-52)
Finally, if we sct for convenience
B =1 \ | | (30-53)
then |
“on = K, . ‘ (30-24)
and if we also take as a c'onvcr_\ience—l-cimilar to Holtér's assumption Eq 30-35—tuat wp, = 1, then

é.ﬁuwm =1 s - . (30-55)_

" and for cach ¢ we have from Eq. 36-45(!:;(

wa = /Ky | o | ' " (30-56)

or that 18 to say each weight wy for the Blue weapon typu u uniquely detcmuned from

-1 . v , C o .
wu'pu(‘}::.ﬂum) . o S . (30-57)

3018
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We have a further useful inference of Willis; even if Red has r different weapon types, then Egs. 30-
14, 30-15, 30-28, and 30-29 imply for each j = 1, 2,..., r that

] r . . ' ‘ '
prBs = ‘Zl ¢Z. PiaBywry/wa,. (30-38)

In particular, if Red lLias two weapon types, i.e., r = 2, then the relative weight or worth of Red type 2
weapan to Red type 1 weapon is

w = wea/wn , o » (30-59)

where w is found from the quadratic equation

But+ (A - Cw - D=0 ' - (30-60)
where ' '

.

4= ‘gi'ﬁupu ‘ (30-61)
. .

B= % Bupn | . G062
[ : .

C= ‘2.:‘ Buon : : -~ (30-63)
» L B

D= P2y Bupi. : 30-64)

Moreover, if for convenience concerning relative values or weights we put wp; = 1, then gy, and hence
w, becomes the positive solution of the quadratic Eq. 30-60. Furthermore, the worth or weight of the
sth Blue type weapon is .

oy = (l/ﬂt)Otn + tvapus) _ . : | (30-65)
" and Holter’s A becomes
A=A + Bun/tm)". | | S (306)

Hence, for some particular cases it is possible to cdlcd!a@ ¢, or A, of Eq. 30-40 directly without any

need for iterations. The analyst may well, therefore, keep such results ready for reference when
The methods of analysis we have just discussed are clearly of much importance in weapon systems
analysis studies, and especially for battie analyses, or simulations or war games involving hecerogene-

~ous forces. For example, suppooc that a computer simulation of opposing. heterogcneom forces is
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carried out, and it is found that Blue lost 25 tanks, 8 howitzers, 40 machine guns, 125 rifles; 21 anti-
tank weapons, and 15% of its perso. nel. In this same simulation. sappose that Red lost 22 of its tanks,
9 artillery pieces, 45 machine guns, 100 rifles, 19 hand-held antitank weapons. and 18% of its person-
nel. Then a simple question. but a very important one is, **Who has really won?" Recall that such a
simulation was not only expensive, but also was conducted to settle important questions concerning

‘some new weapon mix or force structure, and moreover that such (perhaps confusing) results are to be

expected! One easily may see that it certainly seems reasorable to measure the worth of weapons on a
side in terms of their potentia. or capability to destroy or attrit the enemy's weapons and personnel.
Now especially, if the numbers of kiils on cach side are relatively equa! —thereby bringing about some
confusion—then there is indeed a rather formidable problem of reaching the right decision concerning
overall force effectiveness. Hence, one easily should see that the use of weapon equivalence studies are
certainly convenient for overali judgments. :

These considerations are amplified more fully in the analysis in par. 30-4 of “‘killer-victim™ score-
bords and Johnsrud’s treatment (Ref. 6) of it.

30-4 ANALYSIS OF KILLER-VICTIM SCOREBOARDS

The killer-victim scoreboard is a matrix showing how many of each type of weapon were eliminated:
in an engagement by each weapon on the opposing side. The killer-victim scoreboard may be deter-
mined at specified or truncated times of a battle, or it may be obtained as a summary for the results of
the entire battle. A typical killer-vi ictim scoreboard is given in Table 30-;.

In Table 30-1, ‘the killer-type weapons for Blue and Red are listed on the left as rows, and the num-
bers of Blue and Red weapons attrited from the battle are listed as elements of the matrix (columns).
Thus, during battle time ¢ a Blue type 1 weapon attrited a,, Red type 4 weapons and a,4 Red type 5
weapons. There are three different types of Blue weapons, e.g., rifles, tanks, and artillery, and only two
types of Red weapons, i.e., machine guns and tanks. The different types of Blue and Red are num-

. bered together, with the smaller integer subscripts identifying the Blue side and the larger integer sub-

scripts identifying types of Red weapons. This is. a matter of convenience to group Blue and Red

wcanon types together. Note in Table 30-1 that there are no Blue viciims from Blue weapons, as

should be expected ordinarily, and no Red victims due to Red weapons. In general,
a,; = number of jtype weapons elnmmaled by weapons of type ¢ insome time ¢,

For example
« = number of Blue type 3 weapons (artillery) ellmmated by Red type 4 mpom (machme
A guns)
' TARLE 30-1. KILLER-VICTIM SCOREBOARD
Victim Weapons
“ Killer Blue Red
Weapons || 1 2 3|4 5
‘ 1 0 o .0 de Gy
‘Blue 2 0 0 € |on o
3 0 0 0 | e o ) S
4 '
Red “ e Ww|0 O
5 S Ou 8] 0 O
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= 0, or Red tanks don’t kill Red machine guns
a;; = 0, when the subscripts / and j both refe- to either Blue weapons alone or Red weapons alone.
The kilicr-victim scoreboard may be converted easily to a (combined) kill-rate matrix of elements,
such as we have already discussed in connection with Eqs. 30-6 and 30-7. Suppose we let
n, = number of weapons of type 1

" and

¢ = time of t attle (completed or truncated). -
Then, if we take any element q,; of the killer-victim matrix and divide it and other elements of that row

. (“killer” weapon type t) by the product of the number of killer weapons and time ¢ of the battle con-

sidered, we obtain new elements b,,, where

by = ay/(nd) = the relative kill rates of type i weapons against type j targets, or kills  (30-67)
per shooting weapon ¢ per unit of time against type j targets.

Hence, if we now replace the gy, in Table 30-1 with the b, of Eq. 30-67, we get a2 new matrix or *kill-
rate scoreboard”’ which has zeros in the upper left b-rows and 4-columns for Blue weapons, zeros in the
lower right r-rows and r-columns for Red weapons, whereas the upper right b-rows by r-columns
represent the kill-rate matrix [p] of Eq. 30-7 for Blues against Reds, and the lower left r-rows by &-
columns represent the kill-rate matrix {§] of Eq. 30-6 for Reds killing Blues. Further correspondence
between the combined Blue and Red or killer-victim scoreboard and the treatment of weapon equiva-
lence studies in pars. 30-1 through 30-3 indicate also for cross-reference purposes that we may equate

n, = B, type 1 Blue weapons

ny = Bstype 2 Blue weapons

ny = B, type b Blue weapons
ns.; = R, type 1 Red weapons
Mg =

Ry type 2 Red weapons

my,, = R, typer Red weapons.
" by = pyfori =1, .. bandj=b+1,...,b+rof Eq. 30-67
b, = Ofori=1,.. ,bandj = 1,2,...,60f Eq. 30-7
. by = Byfori=b+ 1, 6+randj=12.. , bof Eq. 30-67
by = Ofori=b+1,.. b+rand]=-b+l .+& + rcfEq. 30-6. ‘
We now follow the analym of Johnsrud (Ref. 6), which is aimed at the problem of using the kxllcr- }
victim scoreboard for fighting among heterogencous forces, and showing how to uncouple the interac- |
tions among weapons and derive an equivalent force ratio which will accurately reflect the course of
the battle. Thus, he answers the question, *‘How does one analyze results from heterogeneous force |
battles?”. As poirted vut by Johnsrud (Ref. 6), “To date such time-dependenit (killer-victim) score-
boards are not being used in weapon effectiveness studies because nobody knows how to extract all the |
information they contain.”. His paper, therefore, is a contribution toward helping in this regard.
Johnsrud’s analysis (Ref. 6) converts the killer-victim scoreboard to a matrix of kill rates b, as
previously discussed and then sets up relative value equations for eack wezpon as follows, where we il

lustrate for the particular example of Table 30-1 with &, now replaced by b,

- 30-21
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kW = bW + bl
kW = bW + bl |
kW = bl + bulty | ' (30-68)
KW, = bW, + bW + baty | |

kWs = by W, + bWy + bl

Here, & is a constant of preportionality. Thus, one has a set of n = 5 homogeneous linear equations in
n = 5 unknowns, and it is known that a solution for the values—weapon relative worths or weights
W,—is suitable when & is the largest cigenvalue of the (n X n, or here) 5 X 5 matrix. This leads to
Johnsrud's “‘worth” matrix, or really the expanded matrix of k’s and kill rates for both sides given by

W, W W, W, W,
- S y
ol 0 0 bx‘ bll
0 0 =k by bl . ' (30-69)
by ba be —k O '
bey bes bes 0 -k

e -

Due to the zeros, for which it is assumed Blue weapons don’t kill other Blues and Red weapons

don’t kill other Reds, it is easy to sec in general—for any number of weapon types on each side—that

~ the corrcspondmg matrix of any size may be expressed as

U
T I

where [/] is the identity matrix, and {8] and [p] are the usual kill-rate matrices of Eqs. 30-6 and 30-7

. of Red vs Blue and Blue vs Red, respectively. Furthermore, and as Johnsrud (Ref. 6) points out, the

largest cigenvalue' or characteristic root £, may be found from the determinantal equatibn
e = (Bl | = 0 - | L e

where the left-hand nde determmam is the difference between two determxmmn. one consisting of
only &* and the other one involving elements obtained simply from the product of the two kill-rate
matrices of Blue aad Red weapons— in either order, incidentally. The order of the determinant in Eq
30-71 is the same as that for the product of the kill-rate matrices. -

For Example 30-1, the product of the kill-rate matrices taken there as [p] (8] is

10.023 0.612
0.050 0.025]

 ite) -

(30-70)
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and hence for that example, Eq. 30-70 becomes the determinantal equation

Rl - bl - [k’ - 0.023 —0.012] _
- ~0050 & —0.025
or
K — 0.048K + (0.023)(0.025) — (0.050)(0.012) =
or

Ir‘v - 0.0488* — 0.000025 = 0.

The solution of this quadratic equation of k* yields two values of &2, i.e.,
£ = 0.048515and #* = ~0.0005153,

and the largest eigenvalue is
k = 0.22026.

Since Eqs. 30-68 are the same as Eqs. 30-22 and 30-23, thh pn=0s =k, we have consistent with Eq.
30-34 that,

¢ = VA = 1/k = 4.5401. . o | (30-72)
Recall that with the iterations of par. 30-3, we obtained

¢ = 45408

there being a difference of 7 in the fourth decimal place due no doubt t. not carrying enough signifi-
cant figures at each stage of the iterations. For our example, the value of ¢ = 4.5401 is hkely the more
accurate determination.
We may now proceed as before to obtann the relative values or weights for Blue and Red weapons.
Another procedure, however, using the largest eigenvalues of £ is to return to the full matrix Eq. 30-
69 and tmngulanze it, as doajohnsrud Ref. 6), i.c., we start with & replaced by its Aargut exgen-
- value

[~0.22026 0 0.1 004 |
0 -0.22026 02 016
0.15 .010 - -022026 O
020 05 0 ~0.22026|




DARCCM-P 706-102

and use the first row to produce zeros elsewhere in the first column, obtaining

Then we use the second row to preduce zeros for the elements in the sccond column below the dngo- '

nal, etc., obtaxmng

[ _0.22026 0 0.1 0.04 |
0 -022026 02 010 |
0 0.14684 —0.22343  0.04
0 0.05507 01 —0.20257)

[—022006 0 0.1 004 |
0 ‘—0.22026 0.2 0.10
0 0 -0.13515 . 0.16
0 0 0.59996 -0.71021
Finally, the triangularized matrix is:
W W W
r—0.220’26 -0 0.1 0.04
0 ~0.22026 0.2 0.10
0 0 -0.13515 . 0.16
| o 0 0. 0.00001]

The lower right elerent 0.00001 indicates a sunably accurate computauon ‘due to its smallness.
Hence,

= (0. '6/013515)W: ¢ = 1. 1839W.
= (0.21} + 01W)/022026 = 15290m
W = (0.1W, + 0.044,)/0.22026 = 0.7191 M.
Therefore, in terms of the first Blue weapon, we get
W, = 1.39W,
W, = 1.65W;
W = 2.13M

~ which are the same values obtained by iteration for Example 3(-1.

In summary, we see that Holrer’s procedure of Ref. 1 and that of Johnsrud (Ref. 6} lead to the same
results® For general application, however, the Johmrud procedure is easier to apply, since it is

*it can be shown mmhtmupmuby\ir hlphShurdthelRL.thnjohthmd:amlymlh

really identical to that of Holter, nwm-m-mmwum.uy {See also Ref. 10, p. 66) ,
30-24
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relatively straight-forward and easy to remember. Of course, once the killer-victim scoreboard is deter-

mined and the kill-rate matrices of Blue and Red known (whether from transformation of the killer-

victim scoreboard or estimated otherwise), then the relative wortns or values of all Blue and Red

weapons can be found. For large scale problems, involving many types of weapons, one may desire

access to a high-speed computer programmed for making such calculations. -
Next, we give a further example indicating a quantity-quality type of trade-off.

EXAMPLE 30-2:

Under what conditions would parity have been achieved using the data of Example 30-12

The question v-e are asking here is, *‘Under what conditions is the equivalent initial effectiveness o;
force ratio unity?”’ This may be determined by using Eq. 30-3 equated to unity. Now we know that
Blue would win from the data of Example 30-1. However, equivalence means for this example that

wp By + wpsBy = weR, + wpaRy

L

or
(1)(80) + (2.13)(24) - wmRy + wesRy
or
wp Ry + wrelRy = 131.12, as we already _know.
Thus, if Red were to use weapons of thé same relative values, i.e., wp: = 1.65wy, and was = 1.3%9uy,,
then the numbers of Red weapons R, or Ry, or both, couid be changed. Thus, for example, we might

keep R, = 60 Red riflenen a« before and add to the number of Red mortars. In this case

(1.65)(60) + 1.39R, = 131.12
R. = 2311,

or

‘Thus, Red could employ 23 mortars in the battle instead of 18 to achieve equality. Alternatively, he
could use more rifiemen, v. e:.iploy tactics which make both rifles and mortars more effective, etc.,
since a unicl,ue solution does not exist for this problem..

30-3 FORCE RATIO AT ANY Mm TIME
The cqunvalem force ratio of Blue to Red at ume ¢ of the battlc wnay be found from

F=F@) = ‘g wnBul &, onR (30-73)

i.~., an expression similar to' Eq. 30-3, but where now we designate specifically that
Bu = number of Blué type i weapons &t time ¢
Ry = number of Red type j weapons at time ¢
and w;, and wy, are as before the relative values or welghts for Blue and Red type weapons, assumed to

- be constant over the battle.

30-25
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Johnsrud (Ref. 6) also points out that the eigenvalue k, which obviously has the dimension of
reciprocal time, i.e., £~%, can be used—with the assumption of the Lanchester Square Law and con-
stant worth matrix during the battle-—to obtain the force ratio also as

(Fo + Dexp(=kt) + (F, — Dexp(kt)

: — : 7
FO = T e (k) = (R = Dexpld) (074
where '
F, = initial force ratio, i.e., Eq. 30-3, for example
k = largest eigenvalue

-t = time.
Johnsrud points out the importance of using the force ratio plotted as a function of time over the battle
and in his example gives graphs describing the changes in it as the battle proceeds. Indeed, for any
battle invol-ing many different types of weapons on exch side or unbalanced forces, the relative force
ratio would seem to be a key and perhaps one of the simplest effectiveness values to study, and hence
placc'ﬁnal judgments upon.* : :

30-6 ADDITIONAL CONSIDERATIONS

Some of the fundamentals of weapon equivalence studies having been covercd there remain some
particular points of interest to the analyst, and which are worthy of mention here. '

Whereas many heterogeneous weapon systems studies may naturally be conducted or programmed |

on computers because of analytical complexity or to introduce more realism, the establishment of data
relating to killer-victim scoreboards will often represent the basic information to analyze. Neverthe-
less, Johnsrud (Ref. 6) points out that sometimes the methods of weapon equivalence studies will lead
to very peculiar results if the simulations are not realistic, or one permits the use of Lanchester type
Square Law attrition all the way to extinction. He suggests nevertheless that sharp, and hence un-

realistic, discontinuities may be eliminated by considering target availability. In fact, attrition rates’

might be generated which include target availability by using equations of the form

dR ’. : ‘ e o '
—- = ~ LBl - exp(-auR,)] ~ (30-75)

where, as prwnousiy.
R = numberofRedtyoe)mpom
t = combat time
b = kill rate of Blue iype i weapons agaum Red type j weapons for “available” targcts to shoot at
B = numberofBluetwecmpom
and, in addition,
= detectability/availability factor for Blue-type { weapons att:chng Red type j targets. (Hence,
ay; is the chance or fraction of Red type j target weapons detected and brought under fire,
while a.,R,uthcupectednumber) , .
Similar equations hold for the Blue side.

WMJMB“&W%NMW.IumhMMM
m.mbdparmbau.thewh te obtain a given objectivc, percent reduction (or increase) in force
ratio, or Red percent losses by the time Blue losses have reached a critical level. o :
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{ Hence, as easily seen from Eq. 30-75, when Red targets are verv plentiful, i.e., R, is large, then the
loss rate dR,/dt (for Red) approaches the ncgétivc sum of terms for the Lanchester Square Law. On
the other hand, if argets are not detected or are very sparse, i.e., ayR, is small. then the term in
brackets of Eq. 30-75 becornes approximately a,,R,, and we see that Lanchester linear type attrition
takes over. Thus, as we have noticed before, combat often proceeds along the lines of either the
Lanchester square or iinear type of attrition, and hence Eq. 30-75 or some similar law tends to
generalize what might happen. Johnsrud (Ref. 6) suggests solving Eq. 30-75 numerically by advanc-
ing time in small increments (df} and calculating the corresponding decrements dR, in the R,. Such a
procedure may clearly lead to worthwhiie studies of rather complex battles, once fairly realistic kil
rates and target detection chances are available for typical engagements of interest.

' Whereas we have indicated' the problem of “reducibility” for the kill-rate matrices may not or-
dinarily be invoived, especially since many analyses will involve competing or interacting weapon
sysiems, there will be occasions for which one weapon system will have absolutely no kill potential
against some weapons on the opposite side. For example, rifle bullets usually would have zero effect
against armor. Onc way out of this difficulty perhaps is to redefine targets or weapon systems for the
battle studied so that some interaction is likely. Hopefully such a technique might not affect any major
conclusions of the study otherwise. Failing this, however, then zeros will appear in kill-rate matrices
and still the problem demands proper analysis and miust be treated, nevertheless. Howes and Thrall
(Ref. 2) treat the problem of reducibility in a thorough manner, so we only sketch their use of recom-
mended “ideal linear weights” here. By way of summary in fact, their ideal linear weights for the dif-
ferent Blue weapons against Red weapons, i.e., the column weight or \alue vector (n,l of Eq, 30-8,
turn out to be :

[ws] = lp]lewnl/([E]T i2em])

. (30-76)
= (Pl B ws)/ (LEW]T [wa) [E,])T [ewn])

where
[p} = kill rate matrix of Blue agamst Red
[ta] = column weight vector for Red weapons

(E,} = . _ L30T
= an equally mghted probabnluy column vector wuh r'elements of 1 / r

each
[B] = kill rate matrix ol Red agamst Blue

t _
: AR R - © (30-78)
. I | |

, --
¢ ( . o , = anequally weighted pmbabn!n / column vector with & elemems of i/
' each. : ,

omae

- 3027




DARCOM-P 706-102

Likewise, the column vector [wy] of Eq. 30-9 for the ideal linear weights of the different types of Red
weapons turns out to be

i8] [L"a]/([ £, {ws])
(8] {p] lenl/([E}]T [wwr) [Es] T [0n])

{t0r]
(30-79)

Although Eqgs. 30-76 and 30-79; for determining the relative weights or worths of Blue an? Red
weapons might seem ‘‘circular’—especially since Blue’s weights in the top expression of Eq. 30-76 de-
pend on Red’s weigats, or indeed, in the bottom expression of Eq. 30-76 Blue’s weights depend on
Blue's weights, so to speak (’)—Howcs and Thrall (Ref. 2), nevertheless, show that a umquc solution
is obtainable. They define

(R} = [e}18] | S (30-80)
B} = Bll] . | O esn)
y = B lwpl B Ien). | (30-82)

This means that the ideal linear weights must sat.sfy the foliowing eguations and also be nonneganve
and nonzero:

[R][wa] = v¥[ws) | - (30.83)

(B]lwon] = ¥{wa]. | ' " 130-84)

These vectors can be - sed to compare or relate elements on each side of the expressions in Eqs. 30-83
anu 30-84, 30 that the ideal linear we.ghts are olLtainable.

-The desired weights are easily calct ated, and we illustrate the process for our Example 30-1. To

begin with, we know that the p-cducts of the kill-rate matrices, both {p}[8] and [ﬁ]lp, have the same
cigenvalues. Moreower, for the data of our Enmplc 30-1, we found that the eigenvalues ol,

[R] = [#][8] were
y = 8 (Johnsrud) = 0.048515 and -oooosls;

Then, by subsituting in both sides of Eq. 30-83, we mthm from
(Rl{ws) = ylws]

we have

06023 0012| |om| - fwm
= 0.048515|
0050 -0.025| |mpef re
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. found to be

or
0.023ws, + 0.012wp, 0.048515wy;

0.050ws, '+ 0.025wp, 0.048515wpy | |

and since corresponding elements on the two sides must be equal, we have two equivalent linear equa-
tions in two unknowns, from whxch Wy may be found (from cxther equation) in terms of wy;. The solu-
tions yields '

= 2.1263wp;.
Thus, the relative weight of wp; to use may be determined fr . ¢ -action
wpy/(wm + 2.1263ws,) = 0320
and that for tl;c relative weight of Way is given by
| 2.1263/(1 + 2.1263) = 0.680

and hence Blue’s ideai weights or relative value or weight (probability) vector for his weapons is

A

and “circularity” is thus avoidable. However, Howes and Thrall (Ref. 2) give also other methods of

solution, including an iterative technique starting with all weights for a side being equal.
In a corresponding manner, the appmpnate and umque ideal linear weight vector for Red may be

0.542
0.458
Finall, waeethnrehlmlyanmpon vduuofeochudemnybecomeﬂed tonluuintmmo(
the Blue type 1 weapon, obtaining’
" me = (0.68/0.32)wpy = 2.13ms

om ™ (0.542/0.32)wp, = 1.6%0p;
wne ™ (0.458,/0.32)wp; = 1.43wp;.

In summary, the ideal linear weights are somewhat (slightly) different from thdse derived by Holter
or Johnsrud—which were 1.00, 2.13, 1.65, and 1.39—although consistency of jonality for each
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side, Blue or Red, does indeed exist. In addition, we inust point eut i particular that the Howes-
Thrall ideal linear weight approach may be used either for irreducible or reducible matrices. and
hence it possesses generality in determining useful relative weapon worths, based espeeially on tle
largest eigenvalues of matrices.

It is well to point out to the cautious reader and analyst that the killer-victim scareboards are very
sensitive to variations in the weapon-target allocations whether fixed throughout a model run of

simulation or whether varying with time during the run. Moreover, relative weapon values should

really be very dependent on terrain, or on tactics or the command function, or on a host of possibly
other factors not usually represented in combined arms simulations or models s.'ch as darkness.

smoke, and electronic'countermeasures. Also, there might just be some interest in eapanding the

" methods presented herein to the possibility of taking into account the stochastic nature (!) of combat
and therefore using probability distrioutions of outcomes (Chapter 28} as weli as constraints involving
the number of replications.used and associated confidence limits, perhaps.

30-7 SUMMARY

We have covered some of the rurrent approaches concerning znalyses pertaining to weapon rqun. a-
lence or relative weapon values, and have seen that the techniques involved are not only very usefui but

are needed to make judgments on the effectiveness of heterogeneous forces. Moreover, there now exis:s
many Army weapon systems study requirements which could well make good use of the concepts

covered herein since improved accuracy of decision is bound 1o result frony the theories of !Holter,

Johrsrud, Howes and Thrall, ef al. It is realized the kill rates (which continue to be the key analysis
parameters) may oe very time dependent for some applications; hence, this particular problera should
be explored in some future weapon equivalence studies. Nevertheless, the analyst shouid seck out and
apply the techniques discussed herein to his particular problems, and hence advance the knowledge
and usefulness of his weapon systems analyses as an aid to the decision process for selecting improved
weapons.
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CHAPTER 31

OPTIMAL FIRING POLICIES FOR
SINGLE AND MULTIPLE WEAPONS

The problem of just how Blue should allocate the finng of his rounds when a Red enemy is approaching his position is
discussed in this chapter. The optimal policy depends on 'the characteristics of Blue’s weapons, including especially his
kit and kill probabiirty as a function of range to Red’s position in front of Blue. The optimal policy of allocating rounds
fired by Blue at different ranges depends also. on the use of an appropniate “gain” function, which indicates relative
ralues of stopping iied at various ranges i front of Blue's position. It is found that a good strategy is for Blue to
aliocate his firing in such a manner that he will reduce Red’s surrival chance to as low a value as possible as Red ap-
proaches and attacks him. Because of this, the surriral chance of Red is derived, and the cllocation of Blue's rounds
determined on the basts thereof. he results attained are based on some research of Karlin, Pruitt, and Madow (Ref. 1).

Several examples are grzen, and it is found, perhaps somewhat surprisingly, that Blue should commence firning at en-
2agement ranges someuhat before he “‘sees the white of Red’s eyes’.

31-0 LIST OF SYMBOLS

a(s) = infinitesimal accuracy of fire function
b = constant in Eq. 31-43
¢ = constan: in Eq. 31-19
E(k) = cxpccted number of kills for Blue agamst Rec up to range s in front of Blue
¢ = Naperian logarithm base = 271828 .
f(s) = functional condition required for an optimal firing allocation (see Eq. 31-26)
~ fi(s) = optimal firing policy for the ith Blue weapon
£(s) = *“gain” or value function for Blue klling Red at range s '
g'(s) = first derivative of;g(:)
£°(s) = second derivative of g(s)
A = As = small change in range s (Ref. 1 notation)
h(s) = derivative in Eq. 31-25
_A(s;) = function detined by Eq. 31-60 -
Ais(ti-y) = function defined by Eq. 31-58
.k = constant in Eq. 31-23
k(s) = particular function of s for the ith Blue weapon (sec Eq 31.54)
M, = uppe finite bound on p.(s)
'm = constant in Eq. 31-.24°
m = designation for the mth hit : :
n = number of weapons : : : N

n, = number of Blue wcapom oftypel ‘ i 4 ;
Pr(0) = Red's omll survival chance from & very remote range and all the way to Blue s .
position . - D

e e

P\(s) = Red's chance of survival from 2 very remote range to distance s in from of Bluc
Fi(s) = first denvative of Red’s survival chance

C  PO(s) = probablhty of Red surviving m hits
Pr(s) = probability of hitting at range s

311
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pa(s) = first derivative of pa(s)
Pr(s) = second derivative of py(s)
(s} = Blue’s combination hit and kill probabxhty against Red at range ¢
pa(s) = first derivative of Pals)
»s) = second derivative of p(s)
prils) = kill chance for Blue’s ith type weapon at die*ance s
r = total number of different types of Biue reapons
s = distance from Blue’s position
~As = small changein s
s = particular range from Blue’s position, selected in some optimal manner
5; = cutoff range’
53 = cutoff range
ss = cutoff range
(st;) = interval in range for Blue to fire his ith weapon (s, <t}

1]

t = time
At = small change in time ¢
v = speed

Av = small change in speed v
a = parameter for the exponential distribution, or mean distance to a hit or kill
a, = exponential parameter for the ith Blue weapon
8 = parameter of a distribution (see Eq. 31-12)
vy = parameter of a distribution (see Eq. 31-12)
8 = upper finite bound on the integral of the firing allocation function over all ranges '
' (seeEq.31-5) . '
8, = upper finite bound for an integral {see Eq. 31-51) :
A(s) = kill “rate” of Blue’s weapons against Red, as a function of the range s to Red’s for-
ward line of attack. A(s) is actually the “intensity” of firing for Blue at range s.
Ai(s) = pi(s) pui(s) = kill “rate” of Blue's ith weapon type against Red
p(s) = firing “‘rate” policy for Blue, or the manner that Blue should allocate the firing of
rounds at Red for range '
pe(s) = optimal firing policy for Blue .
pi(s) = firing allocation factor for Blue’s ith type weapon atrange s
pl(s) = optimal firing policy for the :th weapon

31-1 INTRODUCTION

Our problcm here is to develop a2 method for fi ndmg the best combination of weapons, or weapon
systems, which should be employed by Blue in a rather general combat situation somewhere in the
world. The approach in this chapter is different from that of studying two-sided conflicts of homogc-
neous or heterogeneous forces, as in Chapters 28 and 29, or that of using computer simulations of
typical battles. In fact. and by way ot contrast, the criterion adopted for consideration here is that of
selecting a single weupon, or some group of different weapons, which will have the highest chance of
defeating an enemy force as it approaches our position. Thus, there is the rather critic.:l problem of
determining the optimal or best firing policy for employing our weapons as the enemy approaches and

t attacks our position. Clearly, efficient use or employment of weapons could be of great importance. In /=~
' " particular, there is no point in wasting rounds on enemy forces at too great a range; accordingly, the J
312
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policy fcr defense will depend strongly on envagemem ranges. We now describe the anproach to this
problem and the analytical parameters of major interest.

We first visualize a Blue force in position, protecting some ground area, which will soon be under at-
tack by a Red force moving into a posture for assault. The Red force, starting wei! out of range of fire of
friendly Blue troops, approaches our Blue force position and begins to come within the range of fire of
some Blue weapons. Later, and as time moves forward the Red forces come within the ranges of many
of our Blue weapons which will take them under fire with the mission of tnmg to destroy as many
Reds as poss.blc before they overrun our position.

Blue has at its disposal for study and use various weapon mixes to accomplish its mission; the objec-
tive is to decide on the optimal mix of weapons and just how to fire them in the situation just described.
Some of the weapons may consist of artillery for long range, but which naturally will have relatively
low rates of fire. Other weapons will be designed for close-in fighting with less lethality per round but,
nevertheless, will have higher rates of fire and are easily handled for short ranges of engagement. Thus,
our interest centers around the best firing pohcxcs and the selection of the optimal mix, rcgardlcss of.
the different weapons involved or their particular physical characteristics. .

The central and most important weapon parameters we consider here will be the deliv cry accuracy,
or probablhty of hitting, the warhead lethality or weapon wounding power, and the rate of fire.
Delivery accuracy of a weapon depends markedly on range tc the target. The enemy often will ap-
proach our defended area from some remote iocation or range for which the chance of a hit will be near
zero initially and, as he comes closer, the probability of hitting1nay gzt as high as unity. Thus, the
whole range of hit probabilities may be experienced and therefore must be taken into account in the

‘ analysis. Lethality or wounding power will depend on the weapons used and the targets attacked. Con-
siderations of target vulnerability must be adequately accounted for, and the weapon type and war-
head selected to destroy approaching targets. Although for many point or hard targets we will employ
the concept of the conditional chance that a hit is a kill, we also permit the single shot kill probability
concept, including the delivery accuracy function as covered in Chapter 20. Rate of fire of the weapon
is very important and, as we know, is a major factor determining the weapon kill rate for the engaged
targets. We are accustomed to thinking about rate of fire as so many rounds per minute, for example,
but here there is involved the critical problem of tactics which should tell us at what range to open fire
and how many rounds proportionately should be fired upon the enemy as he closes to assault our posi- -
tion. Thus, we will be particularly interested in a possible optimal policy concerning what range to
siart firing and just how to best allocate rounds ﬁrcd asa funcuon of any given distance the enemy is
from our position. '

Our approach now will be'that of trying to minimize the chance that enemy forces survive as thcy at-
tack our position. Therefore, appropriate weapon employment as a function of range of engage.nent is
clearly the major problem to study here. W will follow the approach of Karlin,.Pruitt, and Madow
(Ref. 1) with some modifications that are brought out clearly. Also, it'is natural to study initially the
problem for a single Blue weapon and de-elop the required methcdology for this snmplcst case before
‘proceeding to weapon mixes or the employment of combined arms.

31-2 ANALYSIS FOR A SINGLE BLUE WFAPON

: We consider first a single Blue weapon used to defend our position, and postulate an-engagement for
'E ) which the enemy is approaching the Blue position at a constant rate of speed. Thus, we may be able to
Vi ( i  interchange the battl: time ¢ for the distance s.the enemy is from us, or to “trade-oﬂ"‘ time and dis-
tance, 30 to speak. -
N3
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Karlin, Pruitt, and Madow (Ref. 1) develop methodology first for the problem of determining an op-
timal policy for firing a single weapon of known accuracy against the attacking enemy. The effec-
tiveness in firing a single weapon is described by a nonhomogeneous Poisson process with variab'e in-
tensity rate A(s) where s represents the distance of the Red enemv forces from Blue's position. The
quantity A(s) amounts to an integral density function of the kills per unit distance advanced by the Red
forces, and hence it is not a probability density function for our purposes here. Aiso note that the or-
dinary kills per unit of time are converted here since time for a constant speed may be transformed to
an equivalent distance. Thus, if the forward speed of Red is v miles per hour and At is a small or
moeder2te change in time, then the equivalent change in distance is As, where

As = vAtL ' ‘ ' (31-1)

Thus, for each increment of time A, the Red force has moved some distance As toward Biue. Since for
equal intervals of distance along the ground, the kills of Red per unit distance will increase from near
zero at large separation distances and approach unity for close in fighting; thus the A(s) is rot a con-
stant but an increasing variable. Hence we have a nonhomogeneous Poisson process for the expected
number of Red kills within the intervals on range separaticn instead of a homogeneous Poisson
process.

Karlin, Pruitt, and Madow (Ref 1) dccomposc the vanable lull rate A(s) into two parts. That is,
they put

A(s) = p(s)a(s) | | - (31-2)

where as they sav, “p(s) is associated with a firing policy and usually signifies the rate of ﬁring", and
“a(s) is the infinitesimal accuracy function as a function of the distance s for the weapon being con-
sidered, i.c., the probability of hitting the enemy at the distance between (s + &) and 5, when engaging
the weapon system at unit rate, is a(s)2 + O(A). By its very meaning, a(s) is naturally assumed to be -
decreasing as the distance s increases and could possibly vanish for s 2 5. [O(h) means “order of A”
ora small distance, and their # = our As]. The intensity, function A(s), dcpcndmg on range, could how-
ever be built up from another approach that we now present.

For some weapons, it is natural zahd easy for so.ne apolications to treat the hit probablhty problem
and the conditional chance that a hit is a kill separately. We know that the chance of a hit in a single
round will vary drastically with target range and in fact will decrease almost in an “exponential’’ man-
ner with increasing range to target. Hence, the hit probability p.(:) may be described for target dis-

~ tance s by an exponential type falloff Jaw or

p(s) = exp(=s/a) o R ¢ X

where , .

s = distance to target, or engagement range

a = measure of “‘mean”’ distance to a hit.
Eq. 31-3 gives a chance of a hit equal to unity at zero range and dccreascs toa lm probability of zero at
infinite range. Thus, it may suffice for some of the applications within the scope of this chaptcr

Also, for some hit probabilities the following form of the law depending on the square of target range L
.may be used: ' \ )

-~
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pr(s) = exp(—s/a). | ' (31-4)

. Other types of falloff laws giving a reasonable a{pproximation to the hit probability over the distance

separating forces also may be used. With rcgaid to Eqgs. 31-3 and 31-4, or some other hit probability
functions decreasing with increasing distance to target, it is well to keep in mind that such a fit or law
must be “‘analytically tractable’.

For the kill function, it may be that the conditional chance that a hit is a kil is one, i.e., a “hit" 1s
always a “kill”, for engagement ranges of interest. On the other hand, for some targets such as tarks
there may be sorne part of the presented area which is not penetrable due to “headon” armor, and the
conditional chance that a hit is a kill will be less than one, say 0.8, and the value may not change very
much for target ranges of interest. : '

Fo