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EVALUATION

1. This is the final report of the contract. It considers real time

application of optical signal processing for C3I from April 1978 to

September 1979. The objectives were to investigate the implementa-

tion of optical processing techniques to various applications such as

A/D conversion, and spread spectrum code acquisition and decoding.

Various approaches, each employing optical techniques, we con-

ceived for these applications. The significance of these new approaches

is that they suggest ways of attaining previously unattainable goals.

2. This work relates to TPO R51 and is also applicable to TPOs 3

and 4. The value of the work is that it extends the versatility of

optical processing techniques to potentially accommodate future C 3I

system requirements.

WIL MICELLI
Contract Monitor '" .
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1. Summary

The program reported on in this final report was directed towards the

development of real-time optical signal processing for C3 and radar

applications. Specifically, these applications were A/D conversion, spread

spectrum code acquisition and decoding, and clutter rejection in look-down

radar. In the context of these applications and through discussions with

RADC/ET, technical goals were framed, such as a goal of A/D conversion at 1

Ghz. New optical signal processing techniques were conceived to meet

the technical goals. These new approaches include a noncoherent kaleidoscope

system for A/D conversion, and a noncoherent optical correlation technique

which accomodates the bipolar and complex-valued signals encountered in

spread spectrum communications and in radar. During the course of our

program, determinations were made of the specific hardware best suited for

the testing and demonstration of these novel approaches. These determinations

were made by theoretical calculations and by consulting with the literature.

Experimental tests of many subsystems, such as the noncoherent correlator

optics and acousto-optic Bragg cells for introducing signals into the

correlator in real-time, were tested at RADC/ET. Investigations were also

made of computer generated holograms for use as pupil masks in the

noncoherent correlator. The extensive literature on computer generated

holograms was consulted, as well as the extensive literature on the phase

retrieval problem, which is encountered during optimization of the pupil

mask. New approaches to the problem of phase retrieval are proposed. The

AFGL computer facility was investigated in terms of its usefulness in

making computer generated holograms. Measurements were made and are reported

here on the spatial resolution and distortion of the CRT plotter.
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2. Real-Time Applications of Optical
Signal Processing to Command and

Control Communications

Our program of real-time optical signal processing was motivated equally

by the drawbacks of conventional optical signal processing relative to

competing technologies (digital, CCD, SAW) as by the well-known potential of

optics for speed-of-light parallel processing of large blocks of data. In

order to channel our efforts, two specific application areas were selected:

(1) spread spectrum code acquisition and (2), clutter rejection in look-

down radar. These specific applications provide a basis for setting

realistic technical goals, and for assessing the success of our program.

The motivation to investigate optical A/D conversion was provided by

the advances in digital processing over the last two decades, which suggest

that digital techniques may eventually surpass the potential of optics. At

present, the poor accuracy and low speed of A/D convertors is often the

limiting factor in the real-time digital processing of communication and

radar signals. Since A/D conversion is basically an analog process, and

since the basic laws governing the acousto-optic and electro-optic

interactions permit Gigahertz bandwidths and beyond, both the need for and

the theoretical possibility of optical A/D conversion is uncontestable.

A large number of reasons motivated our emphasis of noncoherent

rather than coherent optical processing. Foremost of these reasons is that

the time is ripe for exploiting noncoherent optics: after a long period of

unjustified neglect, new noncoherent processing concepts have been

contributed by Lohmann,IRhodesi and Stoner, and compact, hybrid CCD-LED

optical signal processing devices have been developed by Bromley and

co-workers at NOSC! In three specific areas, noncoherent optics surpasses

coherent optics for signal processing:

(1) noncoherent optics is inherently less prone to noise
than coherent optics

Ii
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(2) noncoherent input devices (light modulators or
displays) are generally simpler and more robust than
coherent input devices

(3) noncoherent optical systems tend to be less bulky and
more robust than coherent optical systems.

It is obvious that these differences give noncoherent optics on advantage

wherever weight, volume, ruggedness and reliability are factors.., and

they generally are factors in spread spectrum or radar applications.

Although we choose to pursue different noncoherent processing

techniques than the NOSC group, their success with CCD-LED hybrids did

influence us to investigate signal processing architectures which combine

the strengths of acousto-optics Bragg cells, SAW filters and charge-coupled

devices with optics. All three of these technologies assume important roles

in conjunction with the noncoherent processor we studied under the contract.

Acousto-optic Bragg cells provide real-time electronic-to-optical conversion.

SAW bandpass filters are used to electronically post-process the output of

the processor. In the future, CCDs will provide the basis for distortion

free, high resolution 2-D input and output devices. Corner-turning CCDs

will also be useful in applications such as noncoherent optical signal

processing which require the re-formatting of data from 1-D to 2-D and

vice-versa. In conjunction with all-electronic chirpz-transform devices,

such corner-turning CCDs will soon provide a way of performing 2-D Fourier

transforms without the bulk of coherent optics.
5

2.1 Optical Analog to Digital Conversion

All electronic A/D convertors with sampling rates of 50 MHz are

operational today. Sampling rates of 100 MHz at 4 to 6 bits represents

the state of the art, and A/D convertors with 4 bits of precision at a

250 MHz sampling rate represents the most ambitious design goals presently

on the drawing boards. Contrasting with these present and anticipated

capabilities of electronics is the potential of optics for A/D conversion

with precisions of something less than 10 bits and sampling rates of

something less than 10 GHz. The goals chosen for our own program of

optical A/D conversion are much more modest. Most C3 and radar applications

operate with bandwidths of 500 MHz or less. By the Nyquist criterion, a

-3-



sampling rate of 1 Ghz is therefore sufficient to capture the signals.

This led us to set a goal of 8 bits at 1 Ghz for our work.

SAI proposes as a solution a hybrid system consisting of a traveling

wave oscilloscope, and a kaleidscope imaging system we have named the

optical piston (Fig. 1). The function of the CRT is to display the wavefonn:

the function of the optical piston is to map this display onto a pair of

level sensing detectors. One optical piston provides only one bit of

precision, but additional pistons may be added to obtain as many bits of

precision as the resolution of the CRT display permits. Traveling wave

deflection techniques are well developed, and permit fraction of a volt

sensitivity at sweep rates fast enough to resolve a sine wave with a

frequency of 6 Ghz.6 Despite the rapid sweep rate this requires, a bright

display is achieved, because the electron beam is boosted in intensity

with a microchannel plate just before it hits the CRT output phosphor. The

optical piston sensitivity depends upon the distance separating its

parallel mirrors; to obtain a binary code output of the CRT trace, a set

of pistons varying in sensitivity by factors of 2 are required (Fig. 2).

Potential limitations of this approach are, (1) the bandwidth of

detectors, (2) time-of-flight differences between the central and extreme

portions of the CRT, (3) the risetime of the CRT output phosphor, and (4)

the sweep rate of the CRT. These difficulties all point to the same

ultimate limitation: a sample rate of - 10 Ghz. This is much faster than

the 250 MHz rate presently envisioned for all electronic A/D convertors.

The obvious drawback of our proposed A/D convertor is that it uses a

bulky CRT. In principle electro-optic effects may be used to replace the

CRT, but unless something is done to enhance the electro-optic effect, the

resulting A/D convertor would have a sensitivity measured in tens of volts,

rather than in millivolts.

2.2 Noncoherent Correlation

The basic operation achievable with noncoherent optics is convoZution.

Consider a system (Fig. 3) imaging in spatially noncoherent light: each bright

point in the input plane is transferred into a blurred patch of light in

the output plane (the system impulse response). By superposition, the

-4-



OPTICAL PISTON CONCEPT
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(Source for wideband CRT: G. Pietri, "Contribution of the Channel
Electron Multiplier to the Race of Vacuum Tubes Trowards Picosecond
Resolution Time", IEEE Tran. NS-24, p. 228, (Feb. 1977)).
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output image is therefore the convolution of the input intensity

distribution with the impulse response. If a diffracting mask, T(x), is

inserted into the pupil plane of the imaging system, the impulse response

may be shaped into a useful convolution function. We are mostly interested

in shaping the impulse response by diffraction, but others have studied the

use of coarse masks which shape the out-of-focus impulse response by simple

shadowcasting.7 The disadvantage of shadowcasting is that it is limited to

rather simple impulse responses; as the detail in T(x) increases, diffraction

effects cause the impulse response to deviate from that expected on the basis

of geometric optics. So rather than fighting the effects of diffraction,

we choose to use diffraction to shape the impulse response into a desired

convolving function. This subject is discussed in depth in Section 4. We

are interested here in another matter-the fact that intensity impulse

responses are inherently non-negative. This was long assumed to prevent

noncoherent optics from performing convolutions with bipolar or complex-

valued functions. However, Lohmann,lRhodes2 and Stoner3 found a technique

whici circumvents the non-negative constraint on the impulse response. This

technique is to employ a carrier frequency to represent the phase of the

convolving function. Although a temporal carrier may be used, we shall

only discuss the use of a spatial carrier. The idea is most easily

discussed through an example (Fig. 4). Consider the bipolar signal in Fig.

4c. If it is placed on a frequency offset (heterodyned) it may assume the

disguised form in Fig 4b. Since the heterodyned signal now consists solely

of higher frequency components, it may be reversibly combined with low

frequency components as in Fig 4a; by simple high-pass filtering it is possible

to recover the signal in Fig 4b. Notice, however, that the signal in Fig 4a

is non-negative. By this series of simple steps (1) heterodyning and (2)

addition of a low frequency positive bias term it is possible to represent

any bandlimited bipolar or complex-valued signal as a non-negative signal.

Although we have singled out the impulse response for our discussion

of non-negativity, the input as well as the output of a non coherent imaging

system are also non-negative. We have just seen that this is really no

limitation: a bipolar or complex valued signal may be represented at the

input by means of a frequency offset and a positive bias term. The really

: . T -- ----- ---- , -8.. . .. . . 1.
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useful fact, however, is that the convolution property of noncoherent

optics extends to the convolution of bipolar or complex-valued signals

which are represented by the frequency offset trick as non-negative functions.

This is best seen with reference to Fig 5. Suppose we have an intensity image

with a low frequency spectrum as in part (a). A frequency offset may be

applied to this image by masking it with a Ronchi grating as shown in part

(b). A imaging system with a spatial frequency offset impulse response

will pass spatial frequencies around "dc" and also around the spatial

frequency offset. The resulting output image consists of a conventional

image composed of the spatial frequencies about "dc" and also a frequency

offset image which corresponds to the convolution of the frequency offset

components of the input image and the impulse response. This desired

convolution may be recovered by detecting the output image with a raster

scanning device, passing this raster signal through a bandpass SAW filter,

and then heterodyning the output of the SAW filter back to baseband. Fig. 6

shows a block diagram of such a hybrid processor. Since correlations are

basically the samne as convolutions (only a simple change of coordinates is

involved) it is possible to perform the correlation of a known signal (as

in code correlation or in clutter rejection) with an input signal using

this hybrid processing approach. The known signal must first be

represented as the impulse response of the imaging system be means of an

appropriate mask, T(x), placed in the pupil. This question is studied in

Section 4. Section 3 takes up the choice of input device, and Section 5

the choice of image pickup device. The overall system is discussed in

Section 6.
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3. Input Devices

One of the most persistent barriers to the widespread use of

coherent optical processing has been the lack of high quality, real-time

replacements for photographic film as an input medium. Our program of

noncoherent optical processing is motivated in part by the fact that

noncoherent processing relaxes the requirements on input devices. Whereas

optical phase noise or distortion has a disasterous effect on a coherent

input image, it has no effect at all on intensity, and only the intensity

distribution is relevant in noncoherent optics.

Despite this fundamental advantage, one does not find advertisements

for "noncoherent light valves," and yet a number of coherent light valves

are commerically available: General Electric light valve, Hughes liquid

crystal light valve, Science Applications, Inc. thermoplastic modulator,

the Itek PROM,... These input devices exist because coherent optical

processing enjoys a lead time of thirty years, while noncoherent approaches

for processing of bipolar or complex valued data are barely three years old.

The strongest candidate noncoherent input device is a laser scanner.

Though ultimately derived from a laser, a scanned display is spatially

incoherent, because only one element of the display is "on" at a time.

Before treating laser scanners in detail, we briefly discuss the other

possible noncoherent input devices we have identified during the

contract (Table 1).

Rare earth phosphor cathode ray tube displays are capable of operating

atvideo rates, and probably at much higher rates such as 100 MHz. This

high bandwidth potential is suggested by the development of traveling wave

oscilloscopes with 6 Ghz of bandwidth. Microchannel plate electron

multipliers have made it possible to greatly increase the sweep rate of

cathode ray tubes because the electron beam may be greatly intensified

with a microchannel plate just before it hits the output phosphor to

-13-
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Table 1

Electronic Input Devices
For Noncoherent Processors

* CRT Based

- Rare earth phosphors

- Dark trace screen (KCl, sodalite)

- Phase or birefringence modulating devices intended
as inputs for coherent optical processors, using
schlieren or crossed polarizers

- Electron beam pumped scannable laser

* Laser Scanner

* CCD Addressed (future possibility)

-14-



compensate for the intensity loss that otherwise would go hand-in-hand with

the increase in sweep rate.6 On the negative side, it must be pointed out

that rare earth phosphors while relatively narrowband as phosphors go, still

have linewidths of .002 to .005 micron (Fig. 7).8 This about ten times

larger than is desired. If filtration is used to reduce the linewidth, an

unacceptable loss of intensity may occur. A further drawback is that no ready

market for single phosphor cathode ray tubes exists, and so a special order

would have to be placed to have such a tube fabricated. The fabrication

techniques in themselves, however, have been very well developed, since

ordinary color television tubes are more sophisticated than the single

phosphor devic2 needed for noncoherent optical processing.

Many of these remarks also apply to dark trace cathode ray tubes. In

this type of tube a cathodochromic material, such as KCL or sodalite is used
9,10

instead of a phosphor. Under election bombardment cathodochromic materials

turn from a translucent state to an absorbing state, because F-centers are

created. It is possible to use this effect in either a reflection or

transmission read-out mode, but transmission provides the highest contrast.

In noncoherent optical processing applications the cathodochromic screen

might be back-lit with a diffuse mercury arc lamp or with a tilting beam

laser illuminator. Laser light is coherent, but effectively noncoherent

illumination may be synthesized if the incidence angle rotates relative

to both the x and y axes during the integration period of the output detector.
12

The cathodochromic image is persistent, and before a new frame of

data may be displayed it is necessary to erase the screen. Either optical

or thermal erasure may be used. Optical erasure is nearly instantaneous,

but it cannot be used to erase the type of F-centers which provides the

highest contrast. Thermal erasure times of less than 2 seconds have been

demonstrated at RCA in an experimental transmission-mode device 1 'As is

the case with rare earth phosphor displays, cathodochromic displays are

not commerically available. However, they are reported to be inherently

simple and are expected to be inexpensive to manufacture.

Under election bombardment, direct bandgap semiconductors are capable

of laser action. This effect has been used to create a scannable laser,

by attaching a single crystal CdS wafer on the inside surface of a cathode

. . . .. . . ,T
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ray tube window. The lasing region may be made to scan acrcss the face

of the CdS wafer by sweeping the election beam, because lasing occurs

only where the electron beam is focused. The emitted radiation is narrow-

band, and is typically spread (by diffraction) over an angle of .2 radians.

A device constructed at 3M Company provided more than lO00xlOOO addressable

spots of high intensity. This type of input device appears to be an

excellent candidate for noncoherent processing, but once again we find that

nothing is available commerically.

Coherent light valves may also be used as noncoherent input devices.

There are at least two ways of noncoherently reading out such displays:

(1) schlierin projection may be performed with a small noncoherent source

or (2) a tilting laser beam may be used to synthesize noncoherent

illumination over the integration period of the output detector. Method

(1) is the way the General Electric projection television system works.

This method has the drawback that it is difficult to achieve complete

incoherence over the display. The large area source needed to produce

spatially incoherent illumination conflicts with the geometry of the

schlierin projection system. Method (2) has been proposed by Chavel. it

is complicated by the fact that the laser beam must be independently tilted

along two orthogonal axes. One way to achieve the necessary tilting is by

imaging the coherent light valve onto a slowly twisting mirror, and re-imaging

the reflected light onto a second mirror which rotates more rapidly along

the orthogonal axis. The image reflected off this second mirror may be

directed into the noncoherent processor because the tilting of the laser

beam wipes out its spatial coherence. The drawback of this technique is

that one of the mirrors is required to oscillate at a very high frequency

in order to wipe out spatial coherence over the period of a single video

frame. Although it is possible to replace one or both of the mirrors with

acousto-optic Bragg cells, this approach does not use the coherent light

valve to advantage; the acouto-optic Bragg cells may be used as a laser

scanner all by themselves.

-17-



Laser scanners are the only candidate input devices which are

commerically available and do not require auxiliary supporting systems such

as schlierin optics or tilting laser beam illuminators. Two dimensional

scanners may be constructed with moving mirrors, acouto-optical Bragg cells,

rotating computer generated holograms or combinations of these components.

Since may of the components for an acousto-optic modulator-scanner

were already available at RADC/ET, we looked into assembling these components

into an input device for noncoherent optical processing. Three salvaged

acousto-optical Bragg cells were investigated. Plausible values for the

operating frequencies of these cells were determined by measuring their

impedances on an AC bridge. The cells were then tested for diffraction

efficiency by driving them with 1-2 watts of power at the frequencies where

they were found to be resistive. An Isomet cell was found to operate best

around 75 ± 2.5 MHz, a Datalight cell best around 70 ± 1.5 MHz and a Martin-

Marietta cell best around 40 ± 5 MHz. At the 1-2 watt power level these

cells achieved diffraction efficiencies of roughly 50%. If one cell

operated as the modulator, and the other two as horizontal and vertical

deflectors, the overall light efficiency would be roughly 10%. Galvanometer

moving mirror scanners are relatively cheap and sufficiently fast to use for

the vertical deflection. 1 4 This is the approach we recommend, because it

leads to a more acceptable overall light efficiency.

-18-



4. FILTER AND PUPIL MASK DESIGN

In every branch of signal processing, analog as well as digital,

a considerable effort has been devoted to the design of filters for

linear signal processing. In digital processing the effects of roundoff,

sampling parameters, aliasing, interpolation (for conversion between

polar and cartesian coordinates in sensor array processing, etc.), and

the pros and cons of direct convolution versus frequency filtering using

DFTs (discrete Fourier transforms) must all be carefully considered.15

Similar problems arise in analog signal processing, and in addition one

must contend with device limitations such as charge transfer inefficiency

in CCDs, sound wave attenuation, reflection and diffraction in SAWs, etc.

Although work is still going on, progress in understanding the underlying

physics of SAW devices has been sufficient to permit analytic design.16

Our objective here is to provide the foundation for such design techniques

in noncoherent pupil mask processors.

Convolution is the signal processing operation most naturally

performed by noncoherent optics. Indeed, the process of image formation

is nothing more than the convolution of the input intensity i(x,y) with

the point spread function h(x,y) of the imaging system (Fig. 3).

o(x',y') = f i(x,y).h(x'-x,y'-y) dx dy, (1)

where o(x',y') denotes the output intensity image. Fourier transforming

(1) provides a frequency domain representation of the imaging process:

O(fx, f ) = I(fx, f ).H(f xf ), (2)

where the frequency response H(f x,f y) is the Fourier transform of h(x,y).

In the parlance of noncoherent optics, H(f xf ) is the OTF or optical

transfer function. 1The next question is how to implement a given H(fx, f )
and h(x,y). This is done by inserting an appropriate phase and

-19-



amplitude modulating transparency, T(x,y) into the pupil plane of

the processor. because tne effect of a given transparency depends

upon the focal length F of the processor optics and the wavelength

of the illumination, it is useful to define new variables w = x/FX and

= y/FA, and to represent the transparency by

p(Yv) = p(-3- X) = T(x,y). (3)

One calls p(p,v) the pupil function. H and h are related to p by the

following:
1 7

h(x,y) = IfJ p(P,v) exp (+27i(0x+vy)) dodvl2  (4)

H(fx'fy) =.fjfP(fx + 11, fy + v) p*( i,v) dodv (5)

(Obviously, these relationships are connected with one another by the

Fourier convolution theorem.) Given the Fourier transform pair H and h,

either Eq. (4) or Eq. (5) must be inverted to find p(p,v). As we shall

show, there is some ambiguity introduced by the nonlinearity of these

relationships which suggests that many different p(p,v) correspond to

a given H and h. If such freedom does exist it can be used to select

a p(p,v) which is all phase or all amplitude, or a p(p,v) which is

quantized to a few levels of phase and/or amplitude.

Since h(x,y) represents an intensity it is derived from an

amplitude:

2h(x,y) = IA(x,y)l , where (6)

A(x,y) = IA(x,y)I exp(iq(x,y) , and (7)

A(x,y) f p(p,v)exp(+21Ti(px+vy) )dwdv (8)

It is easy to solve for IAI by taking the square root of h. It may also
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seem easy to multiply IAI by an arbitrary phase factor, exp(i (x,y),

and to inverse transform to obtain p(,i,v). The catch is that p(ni,v)

cannot go on forever, but must be zero for p,v N R/FA, where R is the

radius of the processor lenses. Arbitrary choices of 4(x,y) lead to

discontinuities in A(x,y) which correspond to a p(Li,v) of infinite

extent. 18If only the central region of this p(ji,v) is used, a smoothed

approximation to A(x,y) is obtained which will not exactly satisfy

Eq. 6. It is clear that we need both a way of specifying good choices

of 4(x,y) and a criterion for assessing the approximations we achieve

to h and H.

The design techniques we require are quite closely related to

the techniques developed to design computer generated holograms (CGH).

The earliest CGHs were simply mimics of the holograms which can be

obtained experimentally; in particular, they used a spatial carrier

frequency to encode phase. An undesirable limitation of this early

approach is that the spatial carrier uses up a large fraction of the

plotting capacity of the plotter or scanner which is used to compose

the hologram. Moreover, the diffraction efficiency' of thin amplitude

holograms is poor. Even earlier work of Tsujiuchi demonstrated that

true complex wave modulation was achievable by forming a sandwich filter

consisting of an amplitude modulating transparency and a phase modulating

transparancy. Registration of the transparencies is critical, however.

Chu and Fienup2 ecently found a practical way to produce such phase and

amplitude sandwiches. Multi-emulsion film, such as Kodak Kodachrome

color reversal film, contains film layers which can be separately

exposed, by using exposures with different colors. After development,

the resulting blue and red dye images can be used to control the

amplitude and phase of a transmitted HeNe (red light) beam, because

the red dye predominantly influences the phase of the transmitted beam,

while the blue dye predominantly influences its amplitude. Because no

spatial carrier is needed to encode phase, the image is produced on-axis

and so this type of CGH contains no trace or analog to the reference beam

of conventional hologrophy. Hence the name ROACH --- Referenceless On-Axis

Complex Hologram. Fienup's work2 'as directed towards using ROACHs in
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computer memories. This application demands good image fidelity, in

order to achieve low bit error rates. ?or this reason careful work

was done to improve the process of making good holoqrams. The photo-

graphic process had to be well understood, and beyond this, techniques

were studied which attempt to find good choices for the phase, #(x,y),

of the holographically contructed image wavefront A(x,y). Fienup's

work followed up on an iterative phase construction technique developed

by Gerchberg and Saxon.22

Many pupil functions for noncoherent optical processing have

already been found without avail to an arsenal of phase construction
23

techniques. However, such an arsenal is extremely desirable, because

noncoherent processing cannot be fully exploited without techniques for

finding the optimal (in some sense to be determined) pupil function

p(b,v) for implementing a given H(f x,f y) and h(x,y). For this reason

we took a broad look at the phase construction problem. It occurs in

many disciplines, including electrical engineering, radioastronomy,

speckle interferometry, x-ray crystallography, elementary particle

physics, and optics. We sought both general solutions to the problem,

and specialized techniques applicable to restrictive cases. A number

of very promising phase construction techniques were conceived or

identified from the literature during the contract. As yet, no appli-

cation of these techniques to pupil function generation has been

attempted, but the way is now clear to do so.

The outline below gives an overview of the discussions that follow.

General Techniques For Phase Construction

- Given only h(x) or h(x,y):

e 1-D case: analyticity and Hilbert transforms

s our heuristic extension into 2-D

e the feasibility of large-scale optimization
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- Given h(x,y) and a guess for I P(1,) I

@ Gerchberg-Saxon iteration

* Dallas' algebraic solution

Specific Techniques of Interest in Signal Processing

* techniques developed by x-ray crystallographers

* windowing in conjunction with small scale optimization

4.1 General Techniques for Phase Construction

4.1.1 The Use of Analyticity

This approach to the phase problem follows contributions made

almost simultaneously byWalther and O'Neill, 24'25Hofstetter, 26and Goldberger,

Lewis and Watson. 27It is interesting that these scientists are respectively

from the disciplines of optics, electrical engineering, and physics.

They followed a general approach first introduced by physicists studying
28scattering (Kramers and Kronig) and by electrical engineers studying

electrical filters (H.W. Bode). 29A serious limitation of this approach

is that it covers only the one-dimensional case, but we have developed

a heuristic extension for the two-dimensional case. In order to present

our extension, it is necessary to briefly explain the one-dimensional

case. We strive here to convey the flavor. Our introduction should

make the extensive literature on the subject more accessible.

Suppose we have an amplitude A(x) with Fourier transform p(p),

p(o) = 0 for l i> c. A(x) may be analytically continued into the

complex plane by replacing x in Eq. 8 by z = x + iy:

A(z) = f p(v)exp(27rizp) do (9)

.c

It can be shown that A(z) is analytic over any finite region of the

complex plane, and that A(z) may be expressed as a product over its
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zeros, zi , in the complex plane:

A(x) = exp(3 o + $liz) E( (I- -)exp (.)) (10)
111

Example: A(x) = sinTrx) = 1 i < , P(W) = 0, li< > 2
1TX

=f exp (27izp)dv = sin(ir(x+iy)) = sin Trx cosh iry + i cos i x sinh i

A7z) (x+iy) - (x+iy)

sin (Tz) n =+-

fall on the real axis: z = 0, ±1, t2, ....±n,....

Since h(x) = A(x) A*(x), we may also analytically extend h into

the complex plane:

h(z) = A(z) A*(z*), (11)

where z* appears instead of z because this makes A*(z*) a function

of z. Clearly, h(z) reduces to IA(x)l 2 as z approaches x. Plugging

the expression for A(z) in Eq. 10 into Eq. 11,

h(z) = exp(2(Re o ) + 2(Re )z)R((l- z )exp(Z-)-l- . , )exp(z--i,), (12)

one observes that wherever h(z) has a zero at zi, it also has a zero

at zi*. If we were given Eq. 12 for h(z), and asked to find A(z), we

would not know whether to choose the factor (1- -)exp(K-) or theII Z
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factor (1 )exp(-K), or whether to choose (1 - L--)exp(-,) rather

than (1 - AK)exp(L), and so forth. For each i, an arbitrary choice

may be made. No matter what choices are made, the resulting expression

for A(z) will still lead to the same expression for h(z) as Eq. 12.

Although the value of h(x) remains the same, and the value of IA(x)l

remains invarient, the value of A(x) generally changes, and therefore

its Fourier transform p(jj) also generally changes. In exceptional

cases, such as A(x) = sin(rrx)/(rx), all of the zeros zi turn out to

be real, and in this case there is no difference between zi and zi*.25

then A(x) and p(p) are unique, except for trival phase factors (since

only the real part of 6o and (, appear in Eq. 12, it is always possible

to change the imaginary parts of 6o and 6, in the expression for

A(z) ). The process of changing from on choice of A(z) to another by

replacing (I - --)exp( --) with (1 - -,)exp(--,) in Eq. 10 is called
z i z i Z i * zi*

zero-flipping, because it exchanges a zero at z. with its mirror image

about the real axis, (Figure 8). Given h(x), if we could only find

one of the A(z) we would have its zeros, zi, and we could play the zero

flipping trick to find any of the other A(z) we wish. (Since the number

of complex zeros may be zero, finite or infinite, there may be only

one acceptable A(x), a finite number, or an infinite number.)25

An expression does exist for one of the A(z). This special A(z)

has all of its zeros in the lower half plane. It is known as the

minimum phase solution.3 0This term comes from electrical circuit theory.

The time delay of an electrical impulse through a linear circuit is

related to the phase of the filter frequency response. Of all the

electrical circuits with the same frequency response magnitude, the one

which introduces the least delay has the least phase variation. In our

context, an analogous statement holds. The minimum phase A(z) corresponds

to the p(u) which is maximally concentrated at u=o in the following sense:

-25--
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Complex Zeros
of A(z)

.2 34

Corolex zeros of:

iy

Ai(z) =A(z).[-z3 )I
3.

.2 .4

Fig. 8. An Example of Zero-F'.pping
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a a

fJlp(p)l2 di > f Ip(')1 2 d , for all a. (13)

0 min 0

The phase, (x), of the minimum phase amplitude, A(x) = IA(x)Iexp(i (x) ),

is given by the Hilbert transform of log (lh(x)1 2):

1 ' log(Ih(y)_2 ) dy
x = (y-x) (14)

We now have a recipe for computing the set of p(p) which correspond to a

given h(x): Use Eq. (14) to compute A(x) =v47Ulexp (io(x) ).

Fourier transform to obtain p(p); then Laplace transform (Eq. 9) to obtain

A(z), the analytic continuation of A(x). Compute the zeros of A(z) out

to a large value of Izl (they all lie on the lower half plane). Obtain

equally acceptable A(z) by zero-flipping. Fourier transform the
corresponding A(x) to obtain new p(p). Choose the p(U) which is most

easily fabricated.

4.1.2 Two Dimensional Extension

Given h(x,y), fix y to obtain the one-dimensional function h(x,y').

Compute the zeros z. of the corresponding analytically extended minimum1

phase amplitude, which we denote by A(z,y'). Consider h(x,y'+e) for c

much less than the Nyquist sampling interval. By continuity, the zeros

zi of A(z,y'+c) must approach the zeros of A(z,y') as F approaches zero.

If one stacks up the complex planes for increments of y', (Fig. 9), the
locus of the zi are continuous curved lines occupying the Imag(z) < 0
half of the three-dimensional space (z,y'). By continuity, these loci

cannot end abruptly; however, they can move off towards infinite IzI.
In this way it is possible for the character of the minimum phase

A(z,y' ) to vary with y'.

We have not carefully investigated the properties of the function
A(z,y'). It is clearly a close cousin to the minimum phase amplitude

in the one-dimensional case, and it limits to this amplitude if
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h(x,y) = h(x). Even if the Fourier transform of A(z=x,y) leads to an

unsatisfactory p(vv), it can be expected to provide a good starting

Jp(u,9)1 for the iterative phase construction algorithm discussed in

section 4.1.4.

4.1.3 The Feasibility of Large-Scale Optimization

Given h(x,y), is it possible to find a least square fit h'(x,y)

by optimizing parameters in the pupil? If h(x,y) has very little detail,

and may be represented by a few samples, h(i,j), and p(vi,v) may also be

adequately represented by a few samples p(n,m). Optimization in ten

variables can be done rather easily by computer, but the computation time

for unstructured optimization increases as the square of the number of

variables, and so the largest problems solvable with general purpose

optimization routines like Fletcher-Powell on today's computers must

have fewer than 200 variables. 1 Unfortunately, optical processing has an

advantage only when large amounts of data is to be processed, and therefore

we are interested in h(x,y) which must be represented by millions of

variables! Thus we would need to solve an optimization problem that is

one hundred million times larger than the largest problems feasible. It

is clear that brute force optimization procedures are useful only on small

test problems that might be of interest in benchmarking other approaches;

however, selective use of optimization in conjunction with other

techniques remains a strong option (Section 4.2.2).

4.1.4 Gerchberg-Saxon Iteration

Given h(x,y) and a guess for Ip(p,v)J, a technique originated by

Gerchberg and Saxon 22 is applicable. A reasonable choice is Ip(1,v)I = 1

within the open aperture of the imaging lenses, and lp(U,v)l = 0 outside,

because this choice corresponds to the most efficient possible pupil

function. This, of course, is no guarantee that the iterative algorithm

will converge to a solution, because the given h(x,y) may be inconsistent

with lp(1J,v)= 1.

-29-
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The principle behind the Gerchberg-Saxon iteration is that the

phase function over the pupil affects the output intensity distribution

h(x,y). The given h(x,y) therefore contains implicit information about

the phase ,(x,y) o, p( .,v). The problem is to combine this implicit phase

information with p(J,v)I. Gerchberg and Saxon proceed iteratively (Fig 10):

Choose a random inital phase 01 (,v) for pl(vi,v) = 1p(v,v)Jexp(i6 1 (x,y) ).

Compute A1(x,y) = JA1(x,y)lexp(i 1 (x,y) ) from Eq. (8). The error in 0,

causes an error in both IA1(x,y)l and tl(x,y). Correct IAl(x,y)l by
replacing it with v/i xy) . Compute a revised pupil phase 02(vi,v) by

Fourier transforming fh(xy) exp(icl(x,y) ). This cycle from the pupil

plane to the output plane and back has the effect of injecting into e2, 03,

.... j, the phase information which is implicitly contained in h(x,y).

Although the iteration may not converge to a pupil function which accurately

produces an output intensity of h(x,y), it can be shown that the mean-squared

error between the estimates h.(x,y) and h(x,y) reduces (perhaps only

infinitesimally) with each iteration. In the process, 0.( i,v) and .(x,j)

also become more accurate. Fienup has devised an over-relaxation technique

which speeds up convergence, and has achieved some impressive results

on related problems.
2 1'32

4.1.5 Dallas' Algebraic Approach

An approach which directly combines the information provided by

h(x,y) with the information provided by Ip(p,v)I was developed by Dallas.33

The procedure is algebraic, and works with samples of h(x,y) and Ip(P,v)I.
A criterion related to that of Nyquist is used to determine the sampling

interval. First, all of the information is gathered into the pupil domain

by applying a DFT (Discrete Fourier Transform) to h(i,j). In analogy to

Eq. (5), one obtains the autocorrelation of p(m,n):

H(k,k) = p(m+z, n+k) p (m,n) (15)
m,n

Together with the given values of Ip(m,n)I, Eqs. (15) may be progressively

solved for p(m,n). At each step, choices are encountered which may lead

to alternate consistent solutions for p(m,n). We view this as a strong
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point of the approach, because it leads to all possible solutions for the

pupil function. The procedure has been carried out by hand on small I-D

test cases. However, we have found no reports of its successful application

on large 2-D problems.

4.2.1 A Phase Determination Method from X-ray Crystallography

The probability of x-rays scattering in matter is proportional to

the electron density localized around nuclei. The far field x-ray scattering

amplitude is given by the Fourier transform of this atomic charge density;

however, it is feasible only to record the magnitude squared of the

Fourier transform. This loss of phase information precludes the straight-

foreward calculation of atomic structure by inverse Fourier transformation

of diffraction data. Crystallographers (Sayre,4 Karle and Hauptman)5 dealt

with this problem by developing approximate methods of phase determination.

One of these methods is based upon the following facts: Electronic charge

density is nonnegative and concentrated about nuclei. There is a

negligible charge density in-between nuclei. In materials composed of the

elements H, 0, N and C, the x-ray scattering is due almost entirely to

the 0, N and C, which have larger atomic numbers than H. To a good

approximation, the electronic charge density functions of 0, N and C may

be taken as identical, since they have adjacent atomic numbers. This
"universal" electron charge density function p(x,y,z) may be scaled so

that it varys from 0 to a peak value of 1. Observe then that

p(x,y,z) (P(x,y,z) ) 2. (16)

The major effect of squaring is to narrow the distribution, without altering

its peak value of 1 or its minimum value of 0. It can be shown that Eq. (16)

leads to a tendency for the phase (x,y,z) of the x-ray scattering

amplitude F(x,y,z) =JFfexpi to obey the following relationship:

p(x+x', y+y', z+z') 2. (x,y,z).0(x',y',z') (17)
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This relationship is of considerable aid in determining crystal structure

from x-ray diffraction patterns. One begins by choosing the phases of

three x-ray diffraction pattern peaks arbitrarily. (This merely establishes

a linear phase variation across the pattern, which one is free to choose

at will.) Then the peaks of most of the other peaks are filled in using

Eq. (17). This procedure generates a trial scattering amplitude which is

inverse Fourier transformed to provide a crude indication of the electronic

density function. In combination with a knowledge of chemical bond angles

and lengths, this crude density function is often sufficient to completely

determine the structure.

Our application of the phase relationship Eq. (17) is based upon

the resemblance of p(x,y,z) with the intensity representation of PN codes

(Fig. 11). PN codes consist of a deterministic, yet seemingly random

sequence of +ls and -Is. Since intensity is nonnegative, PN codes must

be represented in noncoherent optical processors by the presence or

absence of a light pulse. Long codes may\be arranged in 2-D for such

operations as correlation or spectral analysis by means of a raster
(Spann36 Thomas3.7 The discrete nature of such an array of pulses carries

over into Fourier space; both h(x,y) and p(p,v) possess a discrete lumpy

texture. Suppose that p(p,v) is also restricted to be real and nonnegative;

then the phase relationship of Eq. (17) should apply. Rather than

assigning a fixed phase to the A(x,y) representing a 2-D spread spectrum

code array h(x,y), the phase is allowed to vary from pulse to pulse, so

as to minimize the amplitude in-between pulses. As in the analysis of

x-ray diffraction patterns, the phases of three pulses are chosen at will,

and the phases of the remaining pulses are assigned by means of Eq. (17).

Because this choice of phase is consistent with a nonnegative p(vi,v), it

corresponds to an h(x) which has a bright central "dc" peak. This

undesirable feature is eliminated by defining a phase only pupil p'(p,v)

which varies from a phase of 7 to a phase of 0 wherever p(p,v) changes

from 0 to 1.
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Fig. 11. Intensity representation of a PN code in a

Two Dimensional Format.
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4.2.2 Windowing in Conjunction with Small Scale Optimization

The initial goal of our work with noncoherent optical processing is

to develop a technique for correlating the PN codes used in spread spectrum

communication. Achievement of this goal would facilitate the acquisition

and decoding of the long code sequences needed for low probability of381
intercept communications. In such applications h(x,y) will have the general

form depicted in Fig. 11. This specific type of impulse response is naturally

viewed as a superposition of elementary pulses. It is tempting to further

imagine that the corresponding amplitude A(x,y) is also composed of a

superposition of pulses whose (universal) profile in tapered to zero a short

distance away from the pulse center. We have examined this basic approach,

and consider it a practical approach to the generation of pupil functions

for PN code correlation. It is necessary, however, tn refine the basic idea

by choosing an optimal pulse shape (or equivalently choosing the optimal

window function in the pupil), arid by introducing a method of optimally

choosing the phase of each elementary pulse, so that the overlapping tails

of near-by pulses do not add up and produce an unwanted contribution to

h(x,y).

It is desirable to choose a pulse profile that is highly

concentrated, and has negligible tails. However, the pulse must also be

bandlimited, because it is created by a pupil of finite width. Due to the

uncertainity principle it is not possible to have an arbitrarily narrow

main lobe, or arbitrarily low sidelobes. A trade-off must oe maae oetween

these desirable properties. We list a few of the possible window choices

and their special features below. One of the most interesting choices is

the prolate spheriod window, because its maximal energy concentration

property is an attractive feature for the pulses making up h(x,y).

4.2.2.1 Prolate Spheroids

A prolate spheroidal window over the pupil aperture provides the

greatest concentration of energy possible within a given interval in the

output plane? 9 A problem with prolates is that there can be many ripples

in the output plane interval where the energy is maximally concentrated.
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4.2.2.2 Taylor Approximation to Dolph-Chebyshev Windows

This class of windows provides a narrow main lobe, but does not

dissipate most of the energy into the sidelobes as ordinary Dolph-Chebyshev

windows do.4 0 The m sidelobes are of equal amplitude; after tnese tney

fall off as I/x.

The parameter m can be adjusted to control the fraction of total

energy going into the main lobe, and also to control the width of the main

lobe for a given maximum sidelobe level.

4.2.2.3 Raised Cosine + Pedestal Windows

This class of windows are reasonable good and also simple to

compute. For example, a cosine raised to the second power + a pedestal

is only 20% worse than the optimal Dolph-Chebyshev window as measured by

the criteria of minimum main lobe width for a specified peak sidelobe

level. 40

The sidelobes can be made to drop off arbitrarily fast by

increasing the power to which the cosine is raised; for cosines raised
n

to the n-l power, the sidelobes fall off as 1/x

4.2.2.4 Optimizing Pulse Phase

It is easy to argue that the phases of each superimposed

amplitude pulse should be carefully chosen, in order to make the most use

out of the amplitude interferences which contribute to h(x,y). Consider

first the case of two edjacent pulses. If they have the same phase,

they will reinforce alony their border, and produce an undersirable over-

shoot in h(x,y). If they have a phase difference of 7, an unshoot occurs.

But if they have a phase difference of 7/2, they do not interfere at all.

Consider the case of superimposed amplitudes A and ic. They combine to

produce an intensity (A+iE)(A-ic) = A2+E7, which is exactly the same value

as the sum of their individual contributions A2 and 2. In other situations

it may be desirable for pulses to have phases that reinforce, or phases that

cancel. If the choice of a particular pulse phase had a global effect,

A large scale optimization problem would need to be solved, and we have

seen that (Section 4.1.3) this is not feasible. Fortunately, by choosing
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a pupil window function which causes the pulse tails to rapidly taper to
zero, we restrict the region affected to the immediate neighborhood of
the pulse. One possible approach is to pick one corner of h(x,y), and use
a optimization routine to jointly optimize the phases of, say, 16 pulses.
These phases are then fixed, and used as a boundary condition for the
optimization of an adjacent set of 16 pulses, and so forth, until all of
the phases are optimized locally. While not yielding the absolute best
approximation to a given h(x,y) this procedure promises to come very
close, because it takes the most significant phasing effects into account.

4.3 Computer Generated Holograms for Pupil Masks

The feasibility of using the AFGL CRT plotter (a Calcomp 1675) to
make Computer Generated Holograms (CGH) was investigated. The limiting
resolution observed on 35 mm film was roughly 1,700 line pairs both
vertically and horizontally. This is more than enough resolution for
making ROACHs (Section 4.1).

The spatial distortion of the CRT was analyzed using a moire
technique. The CRT was use to plot horizontal and vertical gratings. The
35 mm recordings of these gratings were then tested against a master
Ronchi possessed by SAI. A small amount of barrel distortion was measured.
If this distortion is a permanent feature, it can be easily bucked-out
by pre-distorting the command coordinates supplied to the CRT. If we
choose a scale (Fig. 5) such that the CRT display goes from -1 to +1 in
both the x (across the film length) and y (along the film length)
directions, then the barrel distortion will be greatly reduced by replacing

x by:

x - (.0051)xy 2 - (.0136)x 3

and replacing y by:

y - (.0039)yx2 - (.0149)y3.
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5. Image Pickup Devices

Noncoherent optical processing imposes a different set of require-

ments on detectors than does coherent optical processing. A linear response

with intensity (i.e. y = 1) is needed, rather than the sublinear (y = .5)

response ideal in most coherent processing applications. This difference

arises because signals are represented by intensity in noncoherent optics,

while they are represented by amplitude in coherent optics. 41Generally, a

greater emphasis must be placed on sensitivity in noncoherent optics,

because many noncoherent light sources (e.g. low pressure mercury are lamps,

or rare-earth phosphor cathode ray tubes) do not have the intensity of

lasers. Since it is also likely that a mercury arc lamp will be used in

some tests of the processor, it is important that the spectral response

of the detector be high at the green mercury line (X = .546 micron), as

well as at the wavelength of a HeNe laser (X = .633 micron). Finally,

higher spatial resolution is needed in noncoherent optical processing,

because spatial carriers may be used to the encode phase information

utilized in post-detection electronic processing.
42

The ideal image pickup device would have no spatial distortion.

Detector array devices such as CCD or CID cameras offer this desirable

feature. However, at present these cameras do not provide the resolution

available from vidicons. For this reason, we surveyed the available types

of vidicons to assess their relative merits. The data collected and computed

from manufacturers specifications is tabulated in Table 2. The quantum

efficiency ratings proved to be most elusive. Manufacturers4 o not provide

quantum efficiency data, but it is (painstakingly!) possible to compute

quantum efficiencies from the data usually furnished on specification sheets.

It is standard to find (1) the relative spectral response of the vidicon

target, and (2) the absolute sensitivity in mA/watt for specific broadband

illumination -- usually expressed in lumens/square foot from a tungsten

lamp at 2856 K. The lumen is a psychophysical unit, (which makes sense
in most applications of vidicons) and it is necessary to convert over to
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Table 2

Corparison of Vidicon Target Materials

Quantum Efficiency Dark Currentat .546 micron* 
-

Dhalf nch , e n
-H~~ ,i, ucon)SbS

3  

12%
(RCA) .65 5-20 nanoamps

Se-Te-As 

28%(Saticon) 1.0 .3 - .5 nonoamp

CdSe ? 
95%.91nnop

(Chalnicon) .95

PbO57
(Amperex) 

57%95 
1.5 - 3 nanoamps

Si(RCA) 
83% 

1.0 8.5 nanoamp

* For some undetermined reason, these values are all unrealisticallyhigh. They should still be useful for comparisons.
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physical units using the spectral response of the photopic eye, the spectral

characteristics of the tungsten lamp. The tungsten lamp spectrum is

computed from the Stefan-Boltzmann law and the emissivity of tungsten. By

integrating the lamp spectrum as weighted by the spectral response curve

provded by the manufacturer, this response curve may be calibrated in

terms of its quantum efficiency -- electrons out/photons in. One of the

reasons that manufacturers do not specify quantum efficiency is that many

vidicon target materials have a nonlinear response versus intensity (y Y 1).

In such cases, we computed an effective quantum efficiency about the

illumination level used by the manufacturer to specify the absolute

sensitivity of the target.

From the data in Table 2, it is clear that the best vidicon target

materials for noncoherent optical processing are CdSe or Si. Both materials

offer high quantum efficiency at .546 micron, and both have nearly linear

reponse with intensity (y = 1). The CdSe target comes out ahead of the Si

target because it also offers a higher resolution and a slightly lower dark

current. As this comparison covers only three of a multitude of other

potentially important criteria, other types of vidicons may be better

suited in specific noncoherent processing applications. For example, the

Saticon target absorbs light strongly, and this reduces the problem of

spurious imagery caused by light which first reflects off of the vidicon and

then rebounds from another surface.
44
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6. System Integration

In the applications of most interest, the optical processor must have

an adaptive capability to respond to changes in signal or background

character. This feature may be incorporated by adding a digital processor

to oversee the optics. For example, in spread spectrum code acquisition

and decoding, this digital processor might be a clock and a code box which

alters the optical processing function in accord with scheduled shifts in

the transmitted code pattern. Alternatively, the digital processor might

be truely adaptive, and derive its cues from the signal level or character

at the output of the optical processor (Fig. 12.

The optical processor subsystems (input device, pupil mask, output

device) must also be linked together by a "housekeeping" system in order

that component drift (with age or temperature) does not go unchecked, and

introduce saturating signal levels, or spatial distortion in the input or

output devices. Although these housekeeping tasks may be done digitally,

they basically require simple analog electronic feedback or phase-locked loop

circuitry. Since this topic is covered at length in one of the publications

prepared under the contract, it is not necessary to go over the same ground

here.42

Alterations in the processor function may be achieved by changing the

input scale or format, by changing the pupil mask or illumination wavelength,

or by changing the post processing electronics. Consider, for example, the

search for a known waveform (with known Doppler) which is buried in noise.

The Doppler may be accomodated by adjusting the scan rate of the input

device, because Doppler simply re-scales the waveform. Alternatively, the

input scan rate may be held fixed, and the illumination wavelength may be

varied, because the optical impulse response h(x,y) and the optical filter

function H(f x , f y) scale with X (Eg. 3, 4 and 5)42These tricks provide

considerable processing flexibility without actually switching the pupil

mask itself. Applications like spread spectrum code acquisition and
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decoding, however, require the capability of switching from one pupil mask

to another, and because codes change rapidly, it is not acceptable to

represent them all in frozen form on a fixed pupil mask. Rather, it will

be necessary to store or generate the appropriate pupil functions electronically,

and to form pupil masks in real-time by means of a programmable light valve

located in the pupil plane.

It is also possible to electronically switch between two processing

functions without using a programmable light valve. This capability might

have application in a binary code-switching communication system. The

possibility comes about because a given filter function H(f x , f y) has

distinct even and add components,

He (fx' fy) = ' (H(fx , f ) + H(-f x -f ))

Eq (18)

H 0 (f x , f ) = (H(f ,f - H(-f x  -f )).

He controls the cosine components of the output image, while H controls

the sine components. During the post-detection operation of coherent

demodulation, these two image components are isolated, making it feasible

to electronically select either the filter function He or Ho .

Another technique which permits the processing function to be

switched electronically is to partition each separate function in non-

overlapping bands of spatial frequency. That is, the filter function of

the processor, H (fx , fy ), is chosen to contain an array of M sub-filters

each with its own frequency cell and center frequency, ( fxi' fyi ),

i = I to M. A given one of the M sub-filters is selected by heterodying

the input signal in spatial frequency by ( fxi' f yi), so that it is

centered in the frequency domain about the i th sub-filter. On post-

detection electronic processing, the filtered signal is "re-centered"

in frequency space by heterodying with (-fxi' -f yi), and then bandpass

filtered to eliminate the effects of the other M-1 subfilters. This

approach is acceptable only if the spatial frequency bandwidth of the

processor optics is adequate to represent all of the M processing

functions. The reader may be puzzled by the meaning of a frequency shift
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f fxi' fyi " If an image is raster scanned with the fine scan axis oriented

along the x direction, heterodyning by exp (-2ixfxi ) will shift the spatial

frequency of the raster signal to (0, f yi). Successive scan lines,

n 1, Z, 3.... are then shifted to (0,0) by multiplying by the phase factor

exp (- 2Tn5f yi) where is the distance along the y direction separating

adjacent scan lines. This combined operation may be implemented electronically

by means of a raster line counter and digital phase-locked loops.
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1) "Optical Processing with the OTF," published in the
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2) "Incoherent Optical Processing via Spatially Offset
Pupil Masks," Applied Optics, 17, 15, pp 2454-2467,
1 Aug. 1978.

3) "System Roles for Noncoherent Optical Processing,"
to be published in SPIE Vol. 209, Optical Signal
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1) "Optical Analog to Digital Conversion," Gordon Conference
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