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indirect as well as direct requests by hypothesizing a plan that the user
is trying to carry out. The system is designed to be general in its
handling of English syntax, indirect speech acts, and arbitrary conceptual
descriptions of displays to be produced. It is built out of several sub-
stantial components, each of which is described in a chapter in this
report:

"),ﬁ/a general knowledge representation language (KL-ONE);

?) & a sophisticated state-of-the-art English parser (RUS) and
semantic interpretation mechanism (the PSIKLONE Interface);

4! & a pragmatics/discourse component capable of plan recognition
and understanding indirect speech acts;

.{ & an intelligent graphics component with an explicit knowledge
base describing various object types, display form (shape)

types, and coordinate system transformation information.
[
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INTRODUCTION

BBN”s ARPA-sponsored project in  Natural Language
Understanding is aimeq at developing techniques for computer
assistance to the decision—maker faced with a complex system or
Situation, In Particular, we are working toward an  environment
in  which the decision-maker (e.g., a military commander in g
¢command ang control context) can make use of ga highly intelligent
graphics display through naturail language interaction. Our goal
is to pProvide flexible generation of standard ang innovative
types of displays well-suited to the needs of a human attempting

to understang Some complex, multi-faceted Situation.

Withi,  the Past year, ywe have designeg and implementeg a
Prototype nNaturgl language understanding System to test out our
ideas on natural interaction in a command and control situation.
This system combines Many aspects of Our research on knowledge
Fepresentation and natural language: taxonomic lattice
Structures; Structured inheritance; Semantics~assisted Farsing;
attached Procedure invocation; plan recognition; indirect Speech
act Yecognition and interpretation; and Planning in g4 graphics
context, This report is intended to describe in detail the
Prototype System, in order to illustrate how these various

threads of fesearch bear On one another,
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First, Chapter 1 discusses the kind of zommand and control
interaction that we would 1like to support. This discussion
motivates the particular application area that we have chosen,
and demonstrates the importance of natural language as the
communication medium in our system. Chapter 1 also explains the
critical part that representation of knowledge plavs in the
intelligént graphics system. In keeping with the importance of
representation in our work, Chapter 2 is devoted to a description

of the particuiar language we have developed for representing our

system”s krowl Aqe, KL-ONE. KL-ONE 1is wused throughout the
natural langu: ce system to capture syntactic, semantic
interpretation, domain structure, discourse, and graphical

information, and constitutes in its own right a major thrust of

our research efforts.

The remainder of the report discusses the structure and
operation of the system we have built, and is organized thusly:
Chapter 3 presents an overview of the system, 1illustrating how
the pieces to be described in later chapters fit together.
Chapter 4 examines the part of the system with which the user
interacts directly - the natural language "front end". The RUS
Parsing System is described, as is the PSI-KLONE interface, which
allows RUS to communicate and be guided by the conceptually-based
part of the system. B8y the end of this chapter, the reader will

have a good idea of how English sentences get translaced into

,,m_-»-.— nyry T A 34
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KL-ONE structures representing thelir literal semantic content,
The province of Chapter & is the discourse component =~ the one
that attempts to determine what the user has really meant in
performing a certain utterance. By postulating a plan that the
user 1s pursuing in his interaction with the system, it can look
for utterances that fulfill 1its expectations, and interpret
otherwise ambiguous expressions (anaphora, for example) in the
appropriate way. 1In response to the user”s input, this part of
the system plans an appropriate response - either a v:rbal one,
or some manipulation of the graphics display. The representation
of graphics knowledge is for the most part embedded in KL—ONE1
although communication between the planning part of the system
and the grapnics part is currently through an ad hoc LISP

interface. Chapter 6, our final entry, describes the

picture-drawing part of the system.

1

This part of the system builds on another ARPA-sponsored
system, AIPS (Advanced Information Presentation System). See
[Zdybel, Yonke, and Greenfeld, 1980].
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1. BACKIROUND: THE COMMAND AND CONTROL ENVIRONMENT

BBN s ARPA-sLonsored project in Natural Language
Understanding is aimed at developing techniques for computer
assistarce to a decision maker who is attempting to understand a
complex system or situation using natural language control of an
intelligent graphics display. A particular motivating need is
that of a military commander in.a comm id and control ccntex*
both in strategic situation assessment and in more tactical
situations - 2specially in crisis situations. Not only does the
commander require certain information in order to rmake his
decisions effectively, but in complex situations this requires
the presentation of that information in a for:. “hat is matched to

the abilities of human comprehension.

One of the underlying assumptions of this proiect is that in
a crisis situation, *he commander needs an exXtremely flexible
system capable of manipulating large umounts of data in an
underlying data base and presenting it on & graphical display in
a variety of ways unti}] the commander feels satisfied that he has
a grasp of the situation. Such a “isplay system would include
many different kinds of map c-erlays, and would possess the
abilities to change the kinds ang amounts of detail shown in g
display, to conveniently construct unique kinds of displays to

suit the situation at hand, and to display tabular and graphical

5 Section 1
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information and present textual material in ways that are easily

comprehensible.

In a crisis circumstance, the description of the display
that the commander wants and the specifications of the
modifications to it that he will subsequently want to make must
be made in a highly fluent and expressive language at a level of
abstraction appropriate to the commander”s intent. That is, one
must not require the equivalent of a graphics systems programmer
in order to obtain the displays required. Rather, one needs a
system that is capable of accepting an abstract specification of
the essential details of what should be in a display and then
intelligently and effectively determining the remaining details
necessary to actually produce that display. This is true whether
or not the actual specification of requests to the computer

system 1is done by the commander himself or by subordinate

specialists.

If the language of such a system is to be matched well to
human cognitive abilities, it should include a number of the
features of ordinary natural lgnguage, including the use of
pronouns and c~ther anaphoric expressions. Other capabilities
that the system should have to make it suitable for natural
interaction are the ability to take an incomplete specification

and £ill in the details on the basis of prior knowledge, and the

Section 1 6
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ability to take a specification that would be potentially
ambiguous out of context and determine the intended meaning.
Although it might be possible to design an artificial language
which met the above needs, we believe that the best methodology
for developing the required capability is to use natural English
as the communication language for such systems. Although natural
English has the advantage of minimizing the problems of 1learning
and remember ing special conventions, it 1is important to
understand that the primary advantage of a natural language for
this application is its convenience and flexibility in allowing a
user to express fairly closely his conceptualization of the

problem.

Understanding the comma- t“s requests for information in
the kinds of contexts that we envisage will require a number of
capabilities that are significant research topics in knowledge
representation and 1language understanding, a substantial number
of which have not been adequately studied in the past. One of
these is situation dependent interpretation of deixis and
anaphora. The mechanism of anaphora permits one to make a
subsequent reference to something that has previously been said
in a dialog (e.g., using pronouns or definite noun phrases to
refer to previously mentioned objects), and deixis involves
references to things that have not been said, but are present in

some way in the non-linguistic context of the conversation (e.g.,

7 Section 1
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in this case, what has 3just happened on the display screen).
Anaphoric reference has been studied extensively in linguistics
(although the problems are far from solved), whereas deixis of

the kind that occurs in the display context is considerably less

well understood.

The resolution of both deictic and anaphoric reference
requires the system to perform certain kinds of common-sense
inferences about possible referents determined by alternative
possible interpretations and the plausibility of those
alternatives. This in turn requires an ability to store and use
considerable amounts of knowledge about the domain of discourse

and the goals and objectives of the user.

In adcdition to linguistic devices, another aspect of the
interpretation of the user”s input depends even more critically
on knowledge of the domain and the user. This is the process of
filling in details that have presumably been intended but not
literally said. Much of the time in communication with the
system, the commander will not say literally what he intends, and
there are good reasons not to require him to do so. The major
one 1is that it 1is cognitively inefficient to be meticulously
literal in one’s communication (that is one reason that computer
programming is a time consuming and expensive activity). One of

the major activities in programming a computer to do a complex

Section 1 8
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task 1is the systematic specification of all of the details that
would be left unsaid if one were instructing a human to carry out
the same task. We cannot afford in the command and control
situations that we are considering to require this degree of
literal srccification of detail. Rather, the system must know
enough about the objectives of the user that it can fill in
details in reasonable ways, asking the wuser for clarification

occasionally, but only when absolutely necessary.

Finally, the system should be able not only to use its
general knowledge and the knowledge in its data base to go beyond
doing merely what was requested, but in addition provide
information that it can infer to be relevant to the user”s goal
and not otherwise known to the user. For example, when the
commander asks how many of his interdiction fighters are equipped
with a particular kind of radar during a mission planning
operation, the system should volunteer information about how many
of those radars are out of commission (unless it knows that the
commander already knows that). That is, the system should go
beyond the passive execution of the user”s commands to infer the

' goal structure underlying those commands (where possible) and to
volunteer additional relevant information (usually in accordance
{ to standing instructions as to what kinds of additional

information should be offered in what situations).

Py sy
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1.1 Knowledge Representation in Command and Control

The previous discussion alludes to the extent to which the
representation and use of general world knowledge, knowledge of a
particular domain, and knowledge of the goals and objectives of
users are critical in the development of fluent communication and
effective information display in the command and control context.
The influence of these kinds of knowledge is fundamental in a
variety of other artificial intelligence applications as well.
Consequently, a major portion of our effort in this project has
been and will continue to be devoted to fundamental problems of

knowledge representation and use.

Central to using knowledge in understanding and
appropriately responding to user requests is a problem that we
carl "situation recognition". At various pcints the system is in
a state where it needs to determine which of a large number of

possible rules of action are applicable to its current situation.

The discovery of such rules can beccme a significant factor when
the number of rules in the system becomes large. Consequently
the development of representational structures and special

algorithms for making such 1inferences efficient is especially

impor tant.

The work that we have done on knowledge representation has

1

|

1 been guided by this need, and we have developed several concepts i
|

Section 1.1 10
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that we hope will provide sufficient speed and efficiency for
making use of large knowledge bases. One of these is the view of
network structures in our representation language as instances of
cascaded generalized transition networks with advantages similar
to those of ATN grammars [Woods and Brachman, 1978]. Another is
the development of a class of marker passing algorithms for
performing situation recognition operations on an abstract
parallel automaton (Woods, 1979a]. These algorithms have a
potential for massive parallelism and hold significant promise
for providing real time operation of such systems in specialized

VLSI computer systems.

11 Section 1.1
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2, AN INTRODUCTION TO KL-ONE

2.1 Preliminary Comments

KL-ONE is a uniform language for the explicit representation
of conceptual information based on the idea of structured
inheritance networks [Brachman, 1978a, b, 1979]. Several of its
preminent features are of particular importance in the prototype
natural language system we have built - its semantically clean
inheritance of structured descripticns, taxonomic classification
of generic knowledge, intensional structures for functional roles
(including the possibility of multiple fillers), and procedural

attachment (with automatic invocation).

This chapter presents a sketch of the version of KL-ONE used
to support our natural language system. This representation
language has been under development for several years, and now
stands among the more powerful and useful paradigms in current
knowledge representation technology. Our research on the
language has proceeded considerably beyond the implementation
used i the prototype system. This chapter presents a mix of new
idecs and old implementation; we attempt not to mislead the
reader, but rather to describe enough of the language to
understand later chapters as well as to present a hint of things

to come.

13 Section 2
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2.1.1 Language Structure and Philosophy

Before going into the details of KL-ONE structures, we will
first paint the background of our philosophy in developing the
language. As mentioned, KL-ONE is intended to represent general
conceptual information. It is intended to allow construction of
a knowledge base of a single reasoning entity, as opposed to
beirng a repository for information from multiple sources. A
KL-ONE network thus represents the beliefs about the world (and
other possible worlds) as conceived by a single thinking being.
Note that we are not intending to attempt to capture the world
"as it really is" - only the conception of it by an individual

perceiver.,

KL-ONE is actually two sublanguages - a description Janguage
and an assertion language. The description language allows one
to form a variety of description terms (e.g., general terms,
individual descriptions) out of other description terms and a
small set of primitive description-formation operators. The
assertion language makes use of terms from the description
language to make statements about the world. Assertions of this
sort include statements of coreference of description 1in a
particuiar context and of existence and identity of individuals
in a particular context. In general, structures in the
description language have no assertional import (but see Section

2.3).

Section 2.1.1 14
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In the past, most of our work on KL-ONE has been on
description-formation; until recently very little attention was
paid to making assertions. While we have now begun to focus more
intensively on the assertior language, the natural language
system described in this report was built almost exclusively out
of elements of the description language (Concepts and Roles - see
below). Therofore we shall concentrate the following discussion
on those elements, commenting only briefly on an emerging
conception of "how to say things with KL-ONE" that we feel will

snon be a critical part of our system,

2.1.1.1 Epistemological Primitives

KL-ONE 1is an object-centered language. While its
development has proceeded from traditional semantic networks, it
does not base its structures on either propositions or sets as
did several of the earlier semantic net systems (e.g., see
[Schubert, Goebel, and Cercone, 1979; Hendrix, 1979]. Instead,
the principle element of KL-ONE 1is the structured conceptual

object, or Concept.

Our view of these objects comes from a careful analysis of
early trends in semantic networks and recent trends in knowledge
representatior in general. As discussed in [Brachman, 1979] and
[Woods, 1975], the history of network representations is fraught

with imprecision on the meanings of nodes and links. We have

15 Section 2.1.1

T e A —— A YR, B




Bolt Beranek and Newman Inc. Report No, 4274

found 1links in networks to represent implementational pointers,
logical relations, semantic relations (e.qg., "cases") and
arbitrary conceptual and lingquistic relations. Network schemes
consistent with structures of any one of these "levels"
(implementational, logical, conceptual, linguistic - see
[Brachman, 1979]) can be compared and tested for adequacy, but
unfortunately, most of the existing paradigms mix structures from
two or more of these levels. This makes for confusing notation

and difficulty in explaining a system®s interpreter.

Realizing the value of consistency at a single 1level of
network primitive, we have set out to capture an adequate set of

primitive elements for structuring a broad spectrum of kinds of

concepts. We are attempting to determine a reasonable set of
underlying object and relation types for generalized
knowledge~-structuring. To the extent we can formalize the

’ language of concepts in a grammar for well-formed conceptual
structures, we have defined an "epistemology" - a theory of the
‘ nature of thought. WNote that this is not a theory of any
particular domain - one builds that on top of this level - but a
generative theory of the structure and 1limits of thought in
general. We address our research to the epistemological level of
network primitives with the long-term goal of examining the scope

vf what is "thinkable".

Section 2.1.1.1 16
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KL-ONE thus comprises a set of "epistemologically primitiven
Structure types and Structure-forming operations., We have
attempted to understand the important epistemologicas features of
the internal structure of concepts, and to embody them in a

language that ig expressively powerful and fairly natural to use.

2.1.2 JARGON

As will become evident momentarily, our pPrimary conception
of KL-ONE structures is graphical - the network structures are
conveniently visualized as (at least) two-dimensional networks,
Our implementation, however, does not yet have a two-dimensional
editor or browser. The implemented KL-ONE system has as itg
Primary interface a large set of INTERLISP functions that treat
the object types of the system as essentially abstract data
types. Our original functions were not constructed for user
convenience, but instead were conceived of as the set of

Primitive operations one could use on a KL-ONE data base.

In order to make input and editing of a knowledge base
easier, we have begun to adapt and use a language ~alled JARGON
for building knowledge structures. This language, initially
developed under a companion ONR project, is a formalized,
stylized subset of natural English. Although JARGON is similar
to other "English-like" languages in that it makes some radical

simplifications in the range of syntax it permits, it differs

17 Section 2.1.1.1
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from many such languages in that it preserves rather faithfully
the underlying conceptual structures of those sentences. (This,
we feel, is to a large extent a reflection of the naturalness of
the KL-ONE evistemology.) The JARGON language has been used as a
tool for building the various knowledge networks sketched in
Figure 10 (see Chapter 3), and, as will be pointed out in
Chapters 4 and 5, has been called internally by parts of the

natural language system.

JARGON’s principal verbs are natural formalizations of the
English words "be", "have", and "satisfy". It allows possessives
and "of" phrases for specifying chains of subparts of Concepts,
and has a flexible noun phrase mechanism. Rather than discuss
the language at length here, we refer the reader to [Woods,
1979b] for a detailed presentation. 1In various figures in this
chapter, the reader will find a KL-ONE graphical structure
accompanied by an English-like phrase in quotes - such a phrase

is the JARGON one might use to create that KL-ONE structure.

2.2 Concepts and Rolas

The principal elements of KL-ONE descriptions are Concepts,
of which there are two major types - Generic and Individual.
Generic Concepts are arranged in an inheritance structure,

expressing long-term generic knowledge as a taxonomy. A Generic

Section 2.1.2 18
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Concept 1s expected to act like the conceptual equivalent of a
"general term" [Quine, 1960] - potentially many individuals in
any possible world can be described by it. A single Generic
Corcept 1is a description template, from which individual
descriptions (in the form of Individual Concepts) are formed. An
Individual Concept can describe only a single individual in any

possible world.

KL-ONE Concepts are highly structured objects. Each
Concept”s meaning is a combination of the meaning of one or
several more general Concepts (its superConcepts) and its local
internal structure expressed in Roles, which describe potential
relationships between instances of the Concept and other closely
associated Concepts (i.e., those of its properties, parts, etc.),
and Structural Descriptions, which express the interrelations
among the functional Roles. A superConcept serves as proximate
jenus, while the internal structure expresses essential
diffecrences, as in classical classificatory definition [Sellars,

2 3
1617}. The summum genus is represented by the Concept THING.

Y

£
The intuitive form of this type of definition will be evident

from the JARGON statements in figures to follow. By the way,
. parenthesized expressions in JAKGON statements are meant to be
suggestive, and are not literal JARGON.
H 3
i

1

In the implementation described in this report, this Concept
is called **ANYTHING**,

19 Section 2.2
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THING 1is depicted in Figure 1. The Concept itself is
represented by the ellipse labeled with its name; the Role
subpart 1is represented by the encircled square. As is evident
here, Roles themselves have structure, including descriptions of
potential fillers,4 modality information, and names.5 In Figure
1 we see that the Role named subpart has a Value Restriction link
back to the Concept THING. This says that potential subparts of
THINGs must themselves be THINGs (here a vacuous statement, since
there is no other possibility). The Modality of "Obligatory"”

6
means that the subpart Role is part of the definition of THING.

There are two Basic kinds of Roles in KL-ONE: RoleSets and
IRoles. RoleSets capture the notion that a given functional role
of a Concept (e.g., an upright of an arch, an officer of a

company) can be filled in the same instance by several different

entities. On a Generic Concept, a RoleSet generically describes

4

These limitations on the form of particular fillers are called
"Value Restriccions”" (V/R”s). 1If more than one V/R is applicable
at a given Role, the restrictions are taken conjunctively.

5

Names are not used by the system in any way. They are merely
conveniences for the user.

6

A Modality of "Inherent" means that having the Role follows
from the definition of the Concept, but 1is not part of it.
"Optional" is the weakest Modality and simply allows the
contingent possibility of the Role”s being associated with the
Coacept.

Section 2.2 20
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OBLIGATORY

(0 NIL)

SUBPART

S iy

iy

“A THING HAS PL SUBPART
(WHICH ARE PL THING)”

Fig. 1. The most general Concept, THING.

sets of individual intensions determined by that Role (e.g., the
set of intensions "officer of a company"). Each instance of the
Concept will then have its Own corresponding set of intensional
elements, each describing the binding of a given filler into the
functional role (e.g., "the first-officer of the Enterprise").
IRoles are the KIL-ONE structures tepresenting these individual

bindings.

5

Since functional roles defined by RoleSets can have multiple

fillers, RoleSets have Number Restrictions to exoress cardinality

21 Section 2.2
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information. At the moment, a Number Restriction is a pair of
numbers (or NIL) defining the range of cardinalities for sets of
role~player descriptions (WIL means "don“t <care"). Thus the
Number Restriction in Figure 1 indicates that any THING can have
arbitrarily many subparts.7 The other facets on the Generic
RoleSet description are applicable to every single subpart (e.g.,

each will have the functional role name subpart attributable to

it, and each subpart must satisfy the Value Restriction).

A RoleSet on an Individual Concept stands for the set of
individual intensions for that Concept only - it is not a generic
description (e.g., the particular set of officers of a particular
company) . IRoles (for “Instanc: Roles”) appear only on
Individual Concepts, and are used to represent particular
bindirgs of koles to Individual Concepts (e.g., the president of
a particular COMPANY). (N.B. There would be one IRole for each
officer position in a particular company, regardless of the

actual number of people playing those Roles.)

Roles in general are thought of as reified intensional

entities, which capture the bindings of individuals as functional

=
This should 1literally be "any THING-description can have
arbitrarily many subpart-descriptions."

Section 2.2 22
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8
role-players with respect to other individuals. It should be

emphasized that KL-ONE Roles are different from the fillers
themselves. One person, for example, could conceivably be both
the President and the Vice-President of a single institution. 1In
KL-ONE, we would have two IRoles in an individual description of
this company, one a place to store and access facts about the
person (in his role) as the President, the other to store and
access facts about him (in his role as) the Vice-President.
Thus, the cardinality restriction mentioned above refers to the
number of such 1IRoles, not i(he number of fillers.9 Figure 2

illustrates both this case and another motivation for the

reification of Roles. Contrast the intended referent of the word

"it" in sentences a and b:

o The alligator®s tail fell off.
a. It lay wriggling on the ground.

b. It will grow back again.
The "tails" that the pronouns are attempting to refer to are
different in the two cases. In the first, the Role name is being

used to refer to the previous filler. 1In the second, since it is

8

Or, 1in more implementational terms, Roles are structures that

express the binding of "slot-fillers" into the slots they fill.
9

‘We intend to augment this with an additional restriction on
the number of actual non-identical fillers.

23 Section 2.2
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Fig. 2,

A Role js not the same as a Role—player.

not the Previous tail that

will grow back,
referring to Something more abst

the name must be
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2.3 Derivative Definition

As mentioned above, definitional generic knowledge in KL-ONE
is expressed in a taxonomic inheritance structure. The backbone
of such a network is formed by inter-Concept inheritance Cables
which pbass structured definitions from Concepts to their
subConcepts. The inheritance Cable is the primary
description~formation operator of KL-ONE. It specifies how the
meaning of a Concept is to be determined from the meaning of its

s'tperConcepts.

Figure 3 illustrates how to define a simple Concept from one
we have already defined. The Cable, passing the meaning of THING
to the lower Concept, is depicted as a double-shafted arrow. The
lower Concept inherits that meaning, and constructs a more
specific meaning from it by restricting the subpart Role - in
this caée, to have V/R BLOCK (which is, for now, an undefined
type of THING). The Restricts (or Modifies in some places in
this text) link10 from the Role indicated "r" to the subpart role
of THING indicates that the fillers of the subpart Role of the
lower Concept are restricted to be BLOCKs. Role r is the subpart

Role for the lower Concept, and thus inherits all of its meaning

10
The 1link 1in actuality is closely associated with the SuperC
Cable. It can be thought of as going "through" the Cable.

25 Section 2.3
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from that superRole. The new V/R is taken conjunctively with the
old one, and the Name, Modality, and Number are inherited intact.
As a result of the Cable (and its component Restricts link), the

lower Concept is "a thing whose subparts are blocks".

1 N
NUMBER
(0 NIL)
2 %’9@
5 & SUBPART
< 8
BLOCK- &
0BJECT
el

BLOCK

“A BLOCK-OBJECT IS A THING WHOSE PL SUBPART ARE PL BLOCK"

Fig. 3. Basic description formation.

We can call this lower Concept "BLOCK-OBJECT", and a JARGON

statement we might have made to create it is "A BLOCK-OBJECT IS A '
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11
THING WHOSE PL SUBPART are PL BLOCK". This statement would

define the new general term, BLCCK~OBJECT. : Note that
BLOCK-OBJECT is not some observationally determined class, but
merely a new term in the language, defined to be nothing more
than "A THING WHOSE PL SUBPART ARE PIL BLOCK". Thus, the SuperC
Cable between BLOCK~OBJECT and THING serves as a use of the
latter in the definition of the former. Now, because
BLOCK~OBJECT is defined in terms of THING, it must be true that
(in any possible world) any BLOCK-OBJECT is a THING. However,
the SuperC Cable means more than just the assertion of the subset
relation between the two classes. It has as one component of its
meaning that relation, but it goes on to say that it holds by

12
virtue of meaning.

2,2.1 Taxonomy and the MSS Algorithm

Since "BLOCK-~OBJECT" means "A THING WHOSE PL SUBPART ARE PL
BLOCK", any new term derived from BLOCK-OBJECT will of necessity

carry "THING" as part of its meaning. By the same token, any

11
PL is the JARGON morpheme for expressing the plural form of a
noun. Read "SUBPARTS" for "PL SUBPART".
12
We earlier stated that descriptive structure generally has no
assertional import. The SuperC Cable, however, has a very strong
one: because a BLOCK-OBJECT is a THING by virtue of meaning, then
in any possible world the set of BLOCK-OBJECTS will be a subset
of the set of THINGS.

27 Section 2.3
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entity with "a thing whose subparts are blocks" as part of its
description will necessarily be a BLOCK-OBJECT. The KL-ONE
system enforces this subsumption of Concepts by guaranteeing that
a Concept entered in the network will be placed below all other
Concepts that definitionally subsume it and above all Concepts
that it subsumes.13 This is one of the features of KL-ONE that
makes it unique among current representation languages - the
interpreter in a sense "understands" the Concept-formation

language, and keeps all Concepts in a strict subsumption taxounomy

based on their internal structures.

The algorithm that finds the most specific subsumers (MSS)
of a Concept is documented in [Woods, 1979a] and will not be
discussed further here. As we shall see in the description of
the PSI-KLONE interface (Chapter 4), the taxonomic properties of
KL-ONE networks plays a critical part in our natural language

system.

2.4 1Inter-Role Relations

The "Restricts" 1link of Figure 3 is only one of four types

of KL-ONE links for expressing inter-Role inheritance

13
In our implementation, this is currently only enforced if the
JARGON interface is used.
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relationships. Such relationships bear the brunt of the

"structured inheritance" carried by SuperC Cables.

The four types of relationship are summarized here:

o restriction (of filler description and/or number); e.g.,
that a particular kind of COMPANY will have exactly
three officers, all of whom must be over 45.

o differentiation (of a Role into subRcles); e.g.,
differentiating the officers of a COMPANY into
president, vice-president, etc. This is a relationship
between RoleSets in which the more specific Roles
inher it all properties of the parent Role except for the
Number Restriction (since that applies to the set and
not the fillers);

o particularization (of a RoleSet for an Individual
Concept) ; e.g., the officers of BBN are all
COLLEGE-GRADUATEs; this is the relationship between a
RoleSet of an 1Individual Concept and a RoleSet of a
parent Generic Concept.

o satisfaction; this is the relationship between an 1IRole
and its parent RoleSet.

Role differentiation 1is one of KL-ONE“s unique features;
Figure 4 illustrates its use. Since RoleSets have an associated
cardinality, they can be divided into "sub-Role Sets". In the
figure, we define the Concept of an ARCH as a BLOCK-OBJECT, one
of whose subpaits is its lintel, and two of whose subparts are
its uprights. Since each of these Roles is also describable in
the more general terms of its superRole, they each inherit all of
the structure of that Role save for the Number Restriction. We

intend to generalize the differentiation mechanism to allow

29 Section 2.4
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multiple partitions of a RoleSet - at the moment we allow only

one.

It should be noted that differentiation of a Role can occur
within a single Concept. RoleSets are inherited through SupercC
Cables, so an equivalent alternative to the previous definition
of ARCH 1is that expressed in Figure 5. The Restricts link says
that the RoleSet local to ARCH is the very same one as its
superRole, with any modifications added on. Here there are none,
€0 this is simply making expiicit a structure that was for all
intents and purposes already there. As far as XL-ONE is

concerned, Role R is "as good as there" in Figure 4.

Also, we note that subRoles can thamselves be modified
(always) or differentiated (as long as their cardinality is

greater than one).

Figure 6 illustrates the use of Cables and the structure of
Concepts in a multiple level taxonomy. This figure includes some
Concepts that contribute to the description of an ATN gr ammar.
The most general Concept, ATN-CONSTITUENT, has two subConcepts -
STATE and ARC. These each inherit the general properties of ATN
constituents, namely, each 1is known to have a displayForm
associated with it. The subnetwork below ARC expresses the
classification of the various types of arcs in the ATN and how

their conceptual structures vary. For example, a CONNECTING=-ARC

Section 2.4 30
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has a nextState (the state in which the transition leaves the
parsing process), while for POP-ARCs the term is not meaningful
(i.e., there is no nextState Role). Links that connect the Roles
of more specific Concepts with corresponding Roles in their
parent Concepts are considered to travel through the appropriate
Cables. Finally, the structure of an Individual Concept is
illustrated by CATARC#0117. Each IRole expresses the filling of
a Role inherited from the hierarchy above - because CATARC#0117
is a CAT-ARC, it has a category; because it 1is also a

CONNECTING-ARC, it has a nextState, etc.

Finally, KL-ONE Concepts can have more than one

superConcept. The inherited definitions are taken conjunctively.

2.5 Structural Descriptions

While KL-ONE Roles are assigned loc.i 'names", and inherit
them from superRoles as well, these are meaningless strings as
far as the system is concerned. Thus, in the structure as so far
described, ncthing gives the Role its meaning as a functional
role description. In order to provide for the explicit
representation of the roles that Role-fillers play, we complete
the structure of a KL-ONE Concept with a set of Structural
Descriptions (SD”“s). SD”s express how the Roles of the Concept

interrelate and how they relate to the Concept as a whole via the
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use of parameterized versions ("ParaIndividuals") of other

Concepts in the network.

SD”s are actually special versions of a larger class of
KL-ONE constructs, which we call RoleSet Relations (RSR”s).
RSR”“s express quantified relationships among RoleSets (not
necessarily of the same Concept) as set mappings. Just as the
Number Restriction discussed earlier deals with the cardinality
of sets of 1IRoles, and not fillers, RSR”“s are intended to
describe mappings among IRoles. They do this by specifying the
mappings at the Generic Concépt level. SD”s are the subclass of
RSR“s that map over the Roles of a =single Concept. They are
inherited through Cables and are restricted and particularized in

a manner similar to that of Roles.

In addition to a very deneral type of RoleSet Relation,
there is a special kind of structural relationship in KL-ONE
called a RoleValueMap (RVM). This type of structure expresses a
simple relationship between two sets of Role-fillers - either
identity or inclusion. An RVM can equate the sets of fillers
(N.B. not IRoles) of two Roles of the same Concept, or a Role of

14
an Individual Concept with a Role of another Concept. Figure 7

14
If the other Concept is Individual, then the two particular
sets of fillers are identical. If it is Generic, then all
instances of that Generic satisfy the relationship.
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illustrates the RVM structure. Imagine that we have augmented

our ARCH description with the following:

| 1. AN ARCH HAS A NAME WHICH IS A STRING

2. AN ARCH MUST HAVE A DEDICATEE WHICH IS A PERSON

| 3. A PERSON MUST HAVE A NAME WHICH IS A NAME
4. A NAME MUST HAVE A FIRST WHICH IS A STRING AND HAVE A
LAST WHICH IS A STRING.

These JARGON sentences define the non-dashed structure in
the figure. Now, suppose we wanted to give some further
indication of the meaning of an ARCH”s name; in particular, tha%
it is the same as the last name of the person for whom the arch
is dedicated. The dashed structure in Figure 7 shows the
appropriate RoleValueMap (the diamond). The RVM has two
pointers: x, to the Role name of ARCH, indicating "THE NAME OF AN
ARCH"; and vy, a sequential pointer, indicating "THE LAST OF THE
NAME OF THE DEDICATEE OF AN ARCH". The RVM is hung off of ARCH,
since it 1is one of the Structural Descriptions of that Concept.
Note that if any of the Roles in the y chain had potentially
multiple fillers, that chain would "evaluate" in an instance to
the complete set of STRINGs obtained by iterating over all

dedicatees and all of their nemes, and all of their lasts.

Because the RoleValueMap in Figure 7 occurs within a single

Concept, it means that each instance of ARCH satisfies the ‘
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OBLIGATORY
NAME 1 S (_F——npepicaTEE
X -

PERSON

(1l NAME
OBLIGATORY

“~OF—___
v = —— FIRST

) LAsT  OBLIGATORY

'OBLIGATORY

"THE NAME OF AN ARCH IS THE SAME AS THE LAST OF THE
NAME OF ITS DEDICATEE”

Fig. 7. A RoleValueMap.

generic relationship defined therein. That 1is, the set of
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STRINGs obtained by retrieving the names of a particular ARCH is
the same as the Set retrieved as the lasts of the names of the
dedicatees of the very same arch. In  the kind of RoleSet
Relation that uses parametric Concepts, 3 pointer to the
enclosing Concept can be used to express the participation of the
instance“g "self" - that is, the thing as ga whole - in 3
relationship. For eéxample, the Concept of a HUSBAND would have
as part of jtg definition a RoleSet Relation describing a
MARRIAGE in which the male-spouse Role was to e filled by =+he
HUSBAND itself. For each instance of HUSBAND, there would have
to exist 3 MARRIAGE description whose male-spouse was that

instance of HUSBAND (and not some other HUSBAND) .

One final note on the RVM is needed to motivate the use of a
chained pointer. If the RVM were to point directly to the
ultimate Role in the y chain of Figure 7, that pointer to the

last Role of NAME would happen to be unproblematic. However, if

well, then the direct pointer would fail to disambiguate be tween
the 1last of the name of the ARCH itself and the last of the name
of its dedicatee. Thus, the chained pointer that starts at a
Role of the enclosing Concept is necessary. Reading from the RvM
out, the y pointer might be read as che "DEDICATEE”g NAME“s

LAST", illustrating the prominent position of the dedicatee Role.
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2.6 Contexts and Nexuses

As mentioned earlier, th. KL-ONE description language has a
complementary assertion language. We have tried carefully to
distinguish between purely descriptional structure and assertions
about coreference, existence, etc. All of the structure
mentjoned above (Concepts, Roles, and Cables) 1is definitional.
All assertions are made relative to a Context and thus do not
affect the (descriptive) taxonomy of generic knowledge. We
anticipate that Contexts will be of use 1in reasoning about

hypotheticals, beliefs, and wants.

Contexts are collections of structureless entities called
Nexuses, which serve as loci of coreference statements. A Nexus
is a simple object that holds together "wires" from various
descriptions, all of which are taken to specify the same object
in the world outside the system. The description wires that
connect Nexuses to Concepts in the description language are also
taken to be in the Context. Thus, a Context can act as a
"possible world", which comprises a set of statements about

15
description coreference .

15 .
Co-"reference" is not quite the right term, since the objects
"referred to" need not exist. Co-specification of description is
probably a better term (see [Sidner, 1979])
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2.7 Meta-description

Nexuses allow us to come as clocse to real "reference" to
objects outside the system as 1is possible in this kind of
representation environment. In addition to the use of Nexuses as
"surrogates" for outside entities, KL-ONE allows reference to
internal entities (e.g., Concepts) as well. Thus one can
"meta-describe"™ a KL-ONE object in KL-ONE. Of course, to d»o
this, the system needs to have the Concepts of a KL-ONE Concept,

a KL-ONE Role, a KL-ONE RoleValueMap, etc.

In order to construct a meta-description one uses the same
type of structure used in constructing a regular description.
Each KL-ONE structure is considered implicitly to have a
corresponding Nexus that is known to exist in the "KL-ONE base
level" Context.16 Meta-descriptions are simply descriptions
(usually expressed 1in terms of the Concepts KL-ONE-CONCEPT,
KI -ONE-ROLE, etc.) attached to those Nexuses by means of the
description wire mechanism mentioned above. We intend to have
the system eventually "understand" meta-descriptions so that one
can influence the behavior of the KL-ONE interpreter with
appropriately expressed KL-ONE meta-descriptions of actions and

KL-ONE structures.

16
We have on occasion called these Nexuses "meta-anchors".
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2.8 Attached Procedures and Data

The final feature of KL-ONE relevant to our discussion is
the ability to attach procedures and data to structures in the

network.

The attached procedure mechanism is implemented in a very
general way. Procedures are attached to KL-ONE entities by
"interpretive hooks" (ihooks) (see [Smith, 1978}), which specify
the set of situations in which they are to be triggered. An
interpreter function operating on a KL-ONE entity causes the
invocation of all procedures inherited by or directly attached to
that entity by ihooks whose situations match the intent of that
function. Situations include things 1like "Individuate",
"Modify", "Create”, "Remove", etc. In addition to a general
situation, an ihook specifies when in the execution of the

interpreter function it is to be invoked (PRE-, POST-. or WHEN-).

As mentioned previously, KL-ONE is used in several places in
our language understanding system - these include the syntactic
taxonomy used to constrain parsing and to index semantic
interpretation rules, and the structures used in the
syntactic/discourse interface to express the literal semantic
content of an utterance. The parser uses KL-ONE to describe

those syntactically correct structures for which there are known

interpretation rules. 1Interpretation per se 1is achieved using

41 Section 2.7
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attached procedures and data, with semantic projection rules
expressed as data attached to Roles of the svntactic Concepts.
Procedures attached to Roles near the top of the syntactic
taxonomy specify how to use the projection rules to map syntactic

structures into semantic Concepts and Roles.

2.9 DSETs

As mentioned earlier, the literal semantic interpretation of
a phrase produced by semantic interpretation 1is a KL-ONE
structure "input" to the discourse component. An important
element of this interface between the syntactic processor and the
discourse component is that the parser/interpreter commits itself
only to information explicitly present in the input phrase, and
leaves all inference about quantifier scope, etc. to the
discourse expert (see Chapter 5). Two kinds of representational
structures support this. The particular Generic Concept DSET
(for "determined set") 1is wused extensively to capture sets
implicit in noun phrases and clauses. DSETs use the inherent
multiplicity of RoleSets to group together several entities under
a single Concept, and to associate determiners
(definite/indefinite, gquantifiers, etc.) with such a set of
entities. The former 1is accomplished wuvsing a single member
RoleSet whose multiplicity is open-ended (betweern 0 and

infinity); the latter is achieved by simply having a determiner
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RoleSet whose number is restricted to be 1. A DSET can express
the characteristics of a set of entities without enumerating them
explicitly, or even indicating how many members the set is
expected to have. We use RoleValueMaps to allow constraintsg
kFetween DSETs to be expressed in a general way. Such relations
can e constructed without knowing in advance the cardinality of

the sets or any of their members.

Figure 8 illustrates the use of these structures to express
the 1literal semantic content of the sentence, "Show me states
S/NP, S/AUX, and S/DCL." DSET#6 represents the interpretation of
the noun phrase, "the states S/NP, S/AUX, and S/DCL", The
jeneric DSET Concept has two Roles, member ang determiner. The
member Role can be filled multiply, &and therein lies the
"settedness" of the DSET. DSET#6 has a particularized version of
the member Role: Role R1 represents the set of three states
mentioned in the noun phrase, as g3 group. Thus, the vVvalue
Restriction of Rl, sTamE, applies to each member. The three
IRoles of DSET#6, connected by "Satisfieg" links to the
particularized member RoleSet (Rl), indicate that the particular

17
states are the members of the set .

17

The Value Restriction, STATE, is redundant here, since the
members of this Particular set were explicitly specifieq (and are
known to be states). In other cases, the information isg more
useful., For example, no IRoles would be constructed by the
parser if the sentence were "Are there three states?"; only one
would be constructed in "Show me State S/NP and its two nearest
neighbors"., On the other hand, no Value Restriction would be
directly present on Role R1 if the noun phrase were just "s/Np,

S/AUX, and S/pCL".
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(0 NTL) MEMBER ACT

S{REQUES OBUECT

IR

DETERMINE

A\

"THE MEMBER OF DSET#6 ARE THE SAME AS THE OBJECT OF
THE ACT OF THE MEMBER OF DSET#2”

Fig. 8. KL-ONE description of
"Show me states S/NP, S/AUX, and S/DCL".

The other DSET in the figure, DSET#2, represents the

clause-level structure or the sentence. The clause has been

interpreted into something 1like "the wuser has performed what

looks on the surface to be a request for the system to perform

some number of showings to the user of some set of states". The
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Concept S-REQUEST stands for "surface-request" and is considered
to be the interpretation of the surface speech act of the

sentence (see Chapter 5).

This captures several kinds of indeterminacy: (1) that the
sentence may only be a request at the surface level ("Don“t you
kncw that pigs can’t fly?" looks like a request to inform [a
question]), (2) that there is more than one way to effect a
"show" ("show" could mean redraw the entire display, change it
slightly to include a new object, or simply highlight an existing
one), and (3) that it 1is not <clear how many operations are
actually being requested (showing three objects could take one,
two, or three actions). Therefore, the interpretation uses
Generic Concepts to describe the kind of events appearing in the
surface fcrm of the sentence and makes no commitment to the
number of them requested. The only commitment to

"quantificational” information is expressed by the RoleValueMarp.

Its two pointers, X (pointing to the member Role of DSET#6) and
18

Y (pointing to the object of the requested act), indicate that

18

Y is a chained pointer going first through the member Role of
DSET#2, then through the act Role of S-REQUEST@3, and finally to
the object Role of SHOW@36. It is considered to refer to the set
of IRoles expressing the objects of all SHOW events ultimately
S-REQUESTed, whe.» it is determined exactly how many there are to
be (i.e., when the IRoles of DSET#2 are finally specified).
Thus, if there are ultimately two SHOWs, one of one state and the
other of two, the Y pointer implicitly refers to the cet of all
three states shown.

45 Section 2.9
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the ultimate set of things to bhe shown, no matter how many
particular SHOW events take place, must be the same as the set of

members in the noun phrase DSET (namely, the three states).
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3. INTRODUCTION TO THE NATURAL LANGUAGE SYSTEM

3.1 Natural Lanjuage and AIPS

In order to explore the knowledge representation and
language understanding issues involved in the command and control
graphics display context, we hav- implemented an experimental
system that completes the cycle from user input in natural
English to the generation of an image on a two-dimensional

display.

As the component of our system that manipula*es the display
we have taken an existing system - the Advanced 1Information
Presentation System (AIPS (Greenfeld and Yonke, 1979; Zdybel,
Yonke, and Greenfeld, 1980]1). AIPS has been built on top oFf
KL-ONE; with it, one can represent explicitly all objects (ships,
etc.) to be Presented, their presentation forms (circles, text,
etc.), descriptions of view surfaces on which to project
Presentations of the objects, and coordinate mappings between
those surfaces. This explicit raprese~tation allows the AIPS
user to flexibly alter at will the picture s/he sees by adding or
moving display vindows, changing size, shape, etc. of display
forms, and adding and removing objects or object detail. The
user changes the subject and form of what s/he sees by describing

(in KL~ONE) what s/he wants displayed.

47 Section 3
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To a large extent, our overall task can be viewed as an
attempt to provide 3 sophisticated natural language interface to
something 1like the AIFS systenm. The addition of 3 natural
language interface to AIPS yields more than just a convenient way
to state explicit display changes, Now the display can be
altered in response to a question (e.qg., highlighting a ship to
mean "therel" in response to a ‘"where" question), or to an
indirect Speech act (e.q., "I want to see it" produces a display
of the appropriate object). Further, natural language provides a
convenient way to €xpress standing orders of various types (c.qg.,
"Display ships with radar as flashing triangles"; "whenever three
ships are in the Same convoy, and witkin ¢ miles of each other,

use a single task force symbol to stand for the set of ships"),

3.2 The aTN Domain

For the sake of experimental convenience (so that the system
designers can Serve as genuine users of the System), we have
replaced the Jeographical maps of the commander with a
isomorphic domain consisting of an Augmentec Transition Ne twork
(ATN) grammar [Woods, 19701 laid out spatially o.. 3 sur face, In
particular, we have taken ag our domain of discourse the ATN
grammar from the LUNAR natural language understanding system
[Woods, Kaplan, and Nash-Webber, 1972]. Thus, instead of ships

and land Masses, the objects to be displayed are the states and
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arcs of the ATN, including state names, arc types, conditions,

actions, eic.

The user of this system can make requests for portions of
the grammar to be displayed, for the window to be zoomed in or
out, for specified states or arcs to be made visible or
invisible, and s/he can ask questions for details, some of which
involve coordination of linguistic requests with pointing actions
to objects on the display. The particular display setup in our
implementation has three windows - for prompts, text interaction,
and grammar display. At the moment, the size and placement of
these windows is fixed; but these could be easily changed using

the AIPS facility.

3.3 A Sample Dialogue

A simple dialogue will serve to show the blend of natural
language and intelligent knowledge-based graphics that we
envision in the command and control environment (note the use of
user-pointing input as well as language). Figure 9, parts (a)
through (d), 1illustrates the response of our system to each of

the first four sentences:
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1. Show me the clause level network.

[System displays states and arcs of the S/ network]
(Figure 9a)

2. Show me S/NP.
[System highlights state S/NP] (Figure 9b)
3. Focus in oi. the preverbal constituents.

[System shifts scale and centers the display on the
preverbal states] (Figure 9¢)

4, No. I want to be able to see S/AUX.

[System "backs off" display so as to include state
S/AUX] (Figure 94)

5. Remove the highlight from this <user points to S/NP>
state.

[System removes highlight from S/NP]

At the same time, we would like to ask factual questions
about the states, arcs, etc. of the ATN (e.g., "What are the
conditions on this <user points> arc?"). Questions and commands
addressed to the system typically (1) make use of elements of the
preceding dialogue, (2) can be expressed indirectly so that the
surface form does not reflect the real intent, and (3) given our
graphical presentation system, can make reference to a shared
non-linquistic context. The 1issues of anaphora, (indirect)

speech acts, and deixis are thus of principal concern.
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3.4 System Structure

The natural language system is organized as illustratad in
Figure 10. The user sits at a bit-map terminal equipped with g4
kéyboard and a pointing device. Typed input from the keyboard
(possibly interspersed with coordinates from the pPointing device)
is analyzeQ by a version of the RUS Parsing System - an ATN-baseqd
incremental parser that ig Closely coupled with a "case-frame
dictionary", In our system, this dictionary is embodied in a
syntactic taxonomy répresented in KL-ONE. The KL-ONE knowledge
Iepre sentation system is in fact used at severanl points in this
System - to represent a taxonomy of syntactic structures for
organizing semantic interpretation rules, to maintain a taxonomy
of speech acts for the Speech act interpreter that determines
user intent, and to represent the descriptions of the objects to
be displayed ang to organize the procedures that produce the

display.

The parser Produtes a KL-ONE representation of the syntactic
structure of an gtterance. Incrementally along with its
production, thig syntactic structure triggers the creation of an
interpretation. The interpretation Structure - the literal
(sentential) Semanti¢ content of the utterance -~ g then
Processed by a discoyrse eXpert that attempts to determine what

was really meant, 1Ip this process, anaphoric expressions must be
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Fig. 10. System structure
(highlighting types of knowledge involved.)
resolved and indirect speech acts recognized. Finally, on the
basis of what is determined to be the intended force of the
utterance, the discourse component decides how the system should
respond. It plans its own speech or display actions, and passes
them of f to the 1language generation component (not vyet

implemented) or display expert (built on top of AIPS).

The various components of our system will now be discussed.
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4. THE PSI-KLONE INTERFACE

4.1 Introduction

19
This chapter describes the syntactic and semantic

processing components of the prototype natural language
understanding system. There are several interesting features of
this part of the system that we will highlight. The first 1is a
framework for natural 1language parsing (called the RUS Parser)
which combines the efficiency of a semantic grammar with the
flexibility and extensibility of modular syntactic-semantic
processing. The second (the PSI-KLONE Interface) comprises two
descriptive taxonomies expressed in the KL-ONE formalism which
represent, first, the system”s knowledge of interpretable
syntactic-semantic patterns, and, second, the system”s semantic
knowledge of possible objects, events and relationships. These
taxonomies facilitate the two major tasks of the system”s

semantic processor:

1. providing feedback to the syntactic processor, and

2. providing semantic interpretations for individual
phrases.

19
This chapter is a revised version of a paper by Robert
J. Bobrow and Bonnie L. Webber, to be presented at the third
annual CSCSI/SCEIO Conference, Victoria, B.C., May 1980.
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A third interesting feature of this part of the system will
be touched upon only briefly - its treatment of natural language
quantification in terms of a combinatoric problem to be solved,
to whatever extent necessary, by a pragmatics/discourse
component.20

Section 4.2 discusses the RUS parsing framework - first, the
structure of its cascaded interactions with the semantic
interpreter, then, techniques used to minimize backtracking in
RUS. Section 4.3 discusses semantic interpretation in PSI-KLONE,
with a detailed example of the dialogue that the parser and
interpreter carry on in parsing a sentence and constructing the
descriptive part of its semantic interpretation. Combinatoric
aspects of a sentence”s interpretation are discussed in the

latter part of this section.

4.2 The RUS Natural Language Parsing Framework
4.2,1 1Introduction

RUS 1is a framework for natural language processing that is

as efficient as a semantic grammar, and as flexible and

20
The pragmatics/discourse component of the natural language
system is described in the next chapter.
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extensible as a modular syntactic/semantic processor. It is
based on a non-deterministic ATN parser, but it parses without
backup in wvirtually all cases that Marcus®s "deterministic
parser" does [Marcus, 1978]. In addition, because of the ATN’s
ability to operate non-deterministically, RU”S can handle

phenomena not covered by Marcus” parser.

We have achieved this combination of efficiency and
extensibility by cascading (see [Woods, 1980]) the syntactic and
semantic processors ~ making calls to the semantic processor at
significant points in the parsing process. The near~-determinism
results in part from two new arc~-types - GROUP arcs and
almost-GROUP arcs - and in part from a new control structure for

ATNs.

The following two sections describe the features of the
syntactic processor. Section 4.2.2 covers those features that
are important for the cascaded interactior of syntax and
semantics. Section 4.2.3 discusses the modifications to the

grammar and the normal ATN control structure that increase the
determinism of the parsing process.

4,2.2 Syntactic Labeling and Cascaded Interactions

4.2.2.1 Syntax and Functional Relations among Constituents

We view parsing as a mechanism for providing a functional
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with the functional relations discussed in Section 4.2.2.1.
Rather, the parser and interpreter engage in a dialogue

consisting of a sequence of transmissions from syntax and

responses from semantics.

An individual transmission consists of a transmit triple,
which represents a proposal by syntax of the addition of (1) a
new constituent with (2) a 1label indicating a particular
functional relation to (3) the phrase currently under
construction by both syntax and semantics. Semantics either
rejects the proposal or returns a pointer to a data-structure
which represents semantics” knowledge of the resulting phrase.
These pointers are all that the RUS syntactic processor knows
about the internal operation of the semantic component, and they
are simply saved to act as part of the third component of later
transmission triples. Thus the RUS framework has no commitment
to any particular internal structure for semantic

interpretations.

A transmission occurs as part of an arc action in the ATN,
with the success of that arc depending on semantics” response to
the transmission. The failure of an arc because of a semantic
rejection 1is treated exactly like the failure of an arc because
of a syntactic mismatch; alternative arcs on the source state are

attempted, and if none are successful, a back-up occurs.

59 Section 4.,2.2.2
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Transmit actions occur only when enough syntactic structure
has been analyzed to confidently propose a functional 1label for
the transmitted constituent. 1In particular, transmit actions are
always postponed until after the head of the current phrase has

21
been recognized. 1In a simple active sentence like

"The three boys ate two pizzas"

the NP "The three boys" can be labeled as FIRSTNP immediately,
and as SSUBJ and LSUBJ immediately after the head verb is

recognized. 1In passive sentences like

"The dog was given a steak bone"

"The dog was given to the first boy who asked for it"

it is impossible to tell if the FIRSTNP "The dog" should be
labeled LOBJ or LINDCBJ until the NP after the main verb is

parsed.

Note that in this paradigm the parser does not per se
produce a static syntactic structure. For any given path through
the ATN the syntactic structure is implicitly represented in the
sequence of transmissions, however, and a parse tree can easily

22
be constructed from these transmissions.

21
That is, with the exception of sentences such as "John I
like", or any active sentence in which topicalization or
Y-movement has occurred.
22
This 1is in fact the case in our natural language system. A
parse tree of sorts is constructed in KL-ONE as a resnlt of the
transmissions from RUS.
Section 4.2.,2,2 60
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Semantics® response to a transmission from syntax will be
discussed in more detail ir section 4.3.2.2. The iﬁportant thing
to note here 1is that this response 1is not necessarily the
incremental inrerpretation of the phrase currently under
construction. It may simpiy verify the existence of an
interpretation (projection) rule (or rules) by means of which the
interpretation of the phrase could be extended by th~ addition of
the propnsed new constituent. This buys efficiency by rejecting
constructs that have ' » hope of semantic interpretation and not
paying for the construction cf a semantic interpretation until a

piirase is syntactically checked.
4.2.3 Approaching Deterministic Farsing

The basic ATN 1is a non-deterministic parsing mechanism:
when more than one arc leaves a state in the ATN, the parser must
treat that state as a potential branch point. That is, the
varser must select an ar« to follow, and if its path from that
arc becomes blocked, it must be prepared to back-up to previous
branch points and try alternative arcs. A deterministic parser,
on tre other hand, must be able *o treat a state with many arcs
as a choice point, and make the correct choice of which arc to

follow, without allowing for any back-up to that state.

By analyzing the back-ups that occurred 1in a typical

non-deterministic ATN parser (i.e., an early ver-ion of the RUS
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system), we found them to have three major causes:

L. the existence of unnecessary branch points in the ATN,

-+ the preponderance of "hypothesis-driven" (as opposed to
"data-driven") characterizations of English grammar
found in the ATN, and

3. the interaction of the normal depth-first control
structure of the ATN with the capability for semantic
rejection of constituents.

In a typical ATN there are many states that are not true
non-deterministic branch points. That is, for any given sentence
there 1is at most one acceptable arc from such a state. 1In those
cases, the parser should be able to take the correct arc ard not
have to provide for back-up to that state. 1In the RUS parser, we
have taken advantage of an extension to the normal ATN notation
[Burton, 1976] that permits “ny set of arcs from a single state
to be combined into one GROUP arc. The arcs within a GROUP are
then treated as strict alternatives - at most one can succeed at
any point 1in a parse, and so there is no need to allow for any
back-up. In states where arcs could not be GROUPed immediately,
it was the «case that by allowing arcs to examine not only the

current word, but also one or two words ahead, those arcs could

ther be grouped.

We have also introduced the notion of an "almost-GROUP.®"
This effectively splits a single node in two, with one GROUP

splitting the situation into deterministic and non-deterministic
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Cases, ang another GRoOup for the deterministic cases. Thisg
Captures our intuition that most Sentences could pass
deterministically through a given state, and Moreover, it would

be easy to distinguish the sentences that had to be treated

non-deterministically.

The second cause of back-up mentioned above has been pointed
out by Marcus [1978] - the typical use of ATN"s as g top~down,
hypothesis-driven pParsing mechanism. That is, when g3 point in
the pParsing is reached where it is possible for a constituent of
type X to appear, the parser PUSHes to g network which actually
looks for an X. In top-down analysis this jgs done Purely on the

s5is of the structure foungd up to that point in the sentence,
“ck-up can be avoided if sych PUSH arcs are not taken when it is
‘ar  that the current word (or the next few words) precludes
such a constituent, For eéxample, there are places in the
analysis of g Clause where 3 PP is optional. We do not want to
PUSH for a pp there if the next word clearly Precludes itg

Presence (e.g., if the Next word is not ;5 Preposition).

After analyzing Situations where the Rys ATN PUSHed for
constituents that were "obvioasly“ not present, we inserted tests
that blocked the offending pysy arcs when the next words were
inconsistent with the pusy arc. These tests required looking no

further than the next three words, and often no further than the
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next word. This 1is consistent with Marcus® "three chunk"
look-ahead. Although there are cases where a three constituent
look-ahead would have been required to completely avoid backup,
three word look-ahead suffices to drastically reduce the back-up

normally caused by top-down parsing.

The third source of back-up lay in the very heart of the RUS
approach, namely the incremental semantic testing of
constituents, coupled with the ATN”s standard depth-first control
structure. For example, PUSH actions admit the possibility that
several constituents of the type PUSHED for (e.g., several PPs)
are present at the given place in the string, differing in length
cr in internal structure. RUS may reject the first result of the
PUSH because it is semantically unacceptable in the context of
that PUSH. A "depth-first" control structure will produce all
possible alternative ccnstituents of the desired category before

trying any alternatives to the PUSH.

However, as the patser becomes more nearly deterministic,
the first semantically meaningful result returned from a PUSH is

likely to be the best description of what actually occurs at that

position. This is particularly true for optional constituents,
such as prepositional phrase modifiers (especially those
specifying location or time). A frequent case is where an

embedded NP PUSHes for a PP, the parser finds one, and the
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semantic interpreter rejects it as a modifier of the NP. This
situation can occur when the first PP found by the parser is

actually a modifier of the matrix clause or NP.
For example, consider the sentence

"That professor teaches undergraduates about languages
for processing complex types of list struchure."
When the parser is processing the embedded noun phrase
"undergraduates", it will PUSH for a PP and find "about languages
for processing complex types of list structure" as a semantically
coherent PP. This is indeed the correct PP at this point in the
string, as opposed to "about languages" or "about languages for
processing", and so on, but it is not a PP that can modify
"undergraduates." In this situation a depth-first coitrol
structure will generate useless parses of meaningful but
irrelevant PPs before determining that in this sentence the NP
"undergraduates” has no PP modifiers, and that "about languages
for processing complex types of list structure" is actually a

modifier of the clause.

To avoid this difficulty we have implemented a control

structure that produces the first semantically acceptable result
23
of each PUSH but postpones branch points that might produce

23
This usually is the longest semantically coherent constituent
of the type PUSHed for.
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alternative results for that PUSH (often by dropping off
semantically acceptable but syntactically optional
post-modifiers). When this control structure is combined with
the well-formed substring facility (WF3) which is a normal part
of the parser, we get an efficient technique for placing optional
modifiers where they are semantically acceptable. If an optional
constituent is semantically rejected because it was PUSHed for bv
the wrong 1level of network, it is stored in the WFS. If some
other phrase then PUSHes for the same type of constituent at the
same place in the string it will find that constituen* in the WFS

without any further parsing.

The net effect of these changes has been to remove almost
all instances of backtracking in the operation ox the parser.
Most of the cases where the parser actually has to back up are

ones which cannot be resolved on the basis of local evidence, and

in which humans often garden path.

4.3 Semantic Interpretation in PSI-KLONE

4.3.1 Introduction

This section describes both the semantic interpretation
assigned to an input sentence and the prccess by which it is
assigned. As we indicated in Section 3.4, semantic

interpretation is merely an intermediate stage in the processing
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of a sentence. The final stage is processing by a discourse

component which has access to

O the results of the syntactic analysis of the sentence

o}

the semantic interpretation of the sentence
O general pragmatic knowledge

0 evolving models of

« the speaker’s knowledge, beliefs and current focus
. the objects, events and relationships under
consideration in the current discourse

The semantic interpreter produces a representation of the
input sentence based on the functional syntactic analvsis of the
sentence (see Section 4.2.2.1) and a knowledge of lexical
semantics to be described here (a sample of such a representation
was presented in Section 2.9). There are two distinct types of
information included in the output of the semantic interpreter -
combinatoric information and descriptive information. This
distinction can be viewed as a generalization of the distinction
between quantifiers and formulas with free wvariables (matrices)
in quantified predicate logics, and we introduce it by means of

an analogous distinction in typed-quantifier predicate logic.

Consider a typed~quantifier predicate logic with the

following properties:
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l. quantified variables are typed - each variable is
limited to range over a particular domain, which is
specified by a predicate,

2. variables are allowed to stand for sets as well as for
individuals,

3. types are not limited to simple predicates on
individuals or sets, but can be complex predicates that
may themselves depend on the binding of other variables
in the expression, and
4, expressions are written in Prenex Normal Form, with all
quantifiers pulled out to the left, leaving an open
formula to the right.
The advantages of such a logic as a representation for the

semantics of English sentences are discussed by Webber [Webber,

1978]. The first three properties allow the information conveyed

by noun phrases to be kept separate from the information conveyed
in the clause. Properties 1 and 2 reflect the fact that in
English one predicates attritutes of a set, such as cardinality,
in addition to predicating attrihuter ~f its members. Finally,
property 3 provides for both explicic and implicit dependencies
between noun phrases, by allowing the type-predicate for one

variable to explicitly depend on the value of another variable.
To illustrate this, consider the sentence
"Each boy gave each girl he knew three peaches"

which we can represent by the typed predicate logic formula
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(Ax: Boy)
(Ay: LAMBDA(u: Girl) [Know x,u))
(Ez: LAMBDA (w: Setof (Peach))[|w| = 3])
Gave X,vy,2z

Here the representation of the clause is simply the open

formula
"Gave X,y,z",

while the noun phrases correspond to elements in the quantifier
prefix. The variable x is shown to range over individual boys,
the variable vy is shown to ranage, for each boy, over individual
girls he knows - an explicit (non Skolem-function) dependency -
while the variable z ranges over sets of individual peaches whose
cardinality is 3. Note that cardinality is a property of sets
rather than of individuals. (This particular notation 1is
discussed further in [Webber, 1978]), where its value 1is pointed
out for understanding rarious anaphoric and elliptic phenomena.
In PSI-KLONE, we are using the KL-ONE formalism, which provides

these properties, as well as an inheritance hierarchy for the

efficient indexing of relevant inference rules.)

The reason we have introduced this typed predicate calculus
representation is that in Prenex Normal Form, the open formula to
the right of the quantifier prefix can be viewed as a pattern - a

way of describing a set of ground literal formulas by giving

—-

their syntactic shape. The literals in this set will vary
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according to how individual constants are substituted for the
variables in the pattern. The quantifier prefix, on the other
hand, can be viewed as a combinatoric specification which
determines what ordered combinations of constants can be assigned
to the variables to instantiate or stamp out copies of the

pattern.

To summarize, we vView a semantic representation as having
both a descriptive part and a combinatoric part. In the
representation we are using, the descriptive part of a semantic
interpretation consists of an interlocking and interdependent
collection of Generic descriptions in KL-ONE, to be instantiated
to Individual Concepts in ways specified by the combinatoric
part.24 Among the combinatoric constraints on individual

instantiations are dependency, distribution and cardinality. All

of these will be discussed in section 4.3.3.

Finally, we believe that a quantified sentence like

"Which windows were delivered to each house?"

poses an underconstrained combinatoric problem that the listener

24

These are not necessarily descriptions of things in the

outside world, but rather of objects, events and relationships
consistent with the system®s long term semantic knowledge.
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must solve in order to respond appropriatcly to the sentence. It
is our view that semantic interpretation is only responsible for
delineating the problem to be solved, whereas it is the
responsibility of the discourse component - using whatever
pragmatic and discourse information is available to it - to solve
the problem to the extent required to respond appropriately. The
procedure to be used by the pragmatic/discourse component to

solve this problem is an active area of research.
4.,3.2 Semantic Interpretation: Descriptive Information

4.3.2,1 1Introduction
This section further describes the dirlogue between syntax
and semantics. There are two things that a cascaded or
interactive semantics must do:
l. provide semantic interpretations for individual
phrases, and

2. provide feedback to the syntactic processor.

If one considers two major existing models for computer
based parsing - the framework used in the LUNAR system [Woods,
Kaplan, and Nash-Webber, 1972], and semantic grammar framework
[Burton, 1976] - one can see that in both cases there is one
mechanism that checks properties uf particular constituents and,
if those constituents satisfy those properties, then there is

another mechanism that shows how to build or add to the
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interpretation of the whole phrase depending on how those

properties are satisfied.

In LUNAR, the pattern-match on the left~hand-side (LHS) of a
semantic interpretation rule corresponds to the first mechanism,
while the actions specified on the right-hand-side (RHS) of the
rule correspond to the second mechanism. In a semantic grammar,
on the other hand, PUSHing for a particular
syntactic/semantically shaped constituent (e.g., "an NP which is
interpretable as a measurement”) corresponds to the first
iechanism, while some "BUILD action" into a register corresponds

to the second.

In PSI-KLONE, each interpretable syntactic/semantically
shaped pattern corresponds to a KL-ONE Generic Concept. These
Concepts are arranged into a KL~ONE taxonomy which can be used
both as & discrimination net and as a mechanism for inheriting
appropriate interpretation rules. Semantic checking of potential
assignients of constituents to particular functional syntactic
roles in a phrase involves information that may be used in
building the interpretation of the completed phrase. On the
other hand, semantic interpretation occurs only after the entire
phrase has been recognized, and the possible rules for semantic

interpretation have been collected.
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4.3.2.2 Using KL-ONE Taxonomies to Build Semantic
Interpretations

To 1illustrate the use or the taxonomy of syntactic/semantic
i shapes 1n the PSI-KLONE Interface, consider the sentence
"That professor teaches undergraduates about Lisp on
Thursday."
Figure 11 shows a fragment of a poscible syntactic/semantic
taxonomy that covers some statements c¢n teaching. We will
concentrate on the activity at the clause level and ignor: the

details of parsing at the NP and PP levels. Figure 12 shows a

fragment of a toy ATN that could be used as a (non-deterministic)

parser of various types of clauses.

PUS H NP

*rangmit
HEAD
ssup)
Lsuey 1r:: ;rt

transmit
FuaTne

Fig. 12. A simplified ATN for clauses.

The first step in parsing the example is PUSHing for an NP.

This parses the string "That prcfessor" and produces the

i Individual Concept NP#l which is an individuator of the Generic

i

e 73 Section 4.3.2.2
i §

i

¢ e W A’ s s | aamt oo = - = s



Bolt Beranek and Newman Tnc. Report No. 4274
PHRASE
FIRSTNP
Log PPMOD) PR
NP — CLAUSE i PP
y wuw
i ,///// . 1
v WBAD ;‘:
/ M TIMEPP
Ak e 2T e pr
//// N - el
NTEACH\Z) [ g
) vl wea N
w
-
2
4 PER50® V/R TIR-CLAUSE
Lsug)
\
—~—  \ /R \\Vw
LoB) utSybect o
TERACH- o v/R ABOuUT
STU - CLAUSE L= R SUBJECT-
TEACHER-NP G g \
(4 »
” H
STUDENT NP ) \% 3
7 3\ .
3 Ly
4 / 7/
) NP#2 e YA /PP#Z 7
Uy /
TC.|

(7
NPw ,/ VAL

Fig. 11.
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25
TEACHER-NP wit.i an associated semantic interpretation not shown

in this diagram.

At nis point NP#1l 1is transmitted as the FIRSTNP of the
(currently empty) clause, although :he parser does not yet have

enough information to decide on other Roles it fills.

The parser then discovers that "teaches" is the main verb of
the clcuse, and transmits the Individual Concept \TEACH\ (we use

the character "\" to bracket the names of Concepts that stand for

morpholcgical units, \TEACH\ corresponds to the morphological
root of "tearchiung") as the HEAD of the current clause. The
PSI-KLONE Interface can now begin to place the clause within the
syntactic/semantic taxonomy, as a subConcept of TEACH-CLAUSE.
This Generic Concept carries the information common to two types
of "teach" clauses - those whose LOBJ is a subject of study like
"John teactes calculus" (not pictured in the figure):; and those
(represented by TEACH-STU-CLAUSE) whose LOBJ 1is human (or at
leas: sentient). The interpretation »f a clause of either type
is ar individuator of the Concept TEACHING, and b.,th types of

clauses must have an LSUBJ whose interpretation is .n

2%

The justification f>r having a special ciass of NP3 which can
be interpreted as teachers 1is based on the fact that various
modifiers like "tenarecC" are specifically applicable to such WPs,
and others, like "at Berkeley", may receive special treatment.
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individuator of PERSON. Additionally, both clauses are examples
of clauses that can take PP time modifiers. Such clauses
Correspond to the Generic Concept TIMEPP-CLAUSE and TEACH-~CLAUSE

is a subConcept of TIMEPP-CLAUSE.

The PSI-KILONE Interface responds to RUS with a pointer to g
newly created subConcept TC.1 of TEACH-CLAUSE, with its HEAD Role
filled by \TEACH\ and its FIRSTNP Role filleq by NP#1. Since the
clause is not passive, the parser transmits NP#1l as the LSUBJ of
TC.l. From the point of view of Semantics, since NP#l is an
instance of a PELKsON-NP (by inheritance through TEACHER-NP), it
can fill the LSUBJ Role of TC.1. fhus semantics fil%g the LSUBJ

Role with Np#1 and returns a pointer to TC.] to RUS.

RUS then parses "undergraduates" as an NP, Producing the
Individual Concept Np#2 which individuates STUDENT-NP. The
parser « annot transmit this NP yet, because it can function as

either the LOBJ or LINDOBJ of a "teach" clause.

We have glosseq ovar an intoresting point here - the fact

that it was a restriction on the PPMODIFIERs of STUDENT-NP that

26
Actually, a new SubConcept of Tc.1 is created with its LSuBg
role filleqd by w~mg1, This Strateqgy facilitates snaring of

information be tween alternative paths in the Parser, but we wil]
ignore it in the remainder of this example.
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prevented "about Lisp" from being included as a PPMODIFIER of
"undergraduates." This is &n example of the use of semantic

information to reject syntactically plausible parsings.

Once RUS determines that no NP directly follows
"urdergraduates" it can transmit NP#2 as the LOBJ of the clause
TC.1l. This is done on the JUMP arc between VP/NP and VP/OBJ. 1In
this case, PSI-KLONE notes that there 1is a subConcept
TEACH-STU~CLAUSE of TEACH-CLAUSE which allows a PERSON-NP as the
filler of its LOBJ Role, and so PSI-KLONE makes TC.l a subConcept

of TEACH-STU-CLAUSE and fills in its LOBJ Role with NP#2.

RUS then parses "about Lisp" as a PP, producing PP#l, an
individuator of an ABOUT-SUBJECT-PP. Although a PP in this
position may play a special syntactic role in a clause, like a
"by ..." PP in a passive clause, PP#l does not, so the parser
transmits it to PSI-KLONE as simply a PPMODIFIER of the clause

TC.l. Since TC.1l is now a subConcept of TEACH-STU-CLAUSE, it can
27
take such a PPMODIFIER. In fact, there is a specialized version

of the PPMODIFIER Role present at TEACH-STU-CLAUSE, the Role

27
Note tiat TEACH-SUBJECT-CLAUSE could not take such a
modifier, so that in a string 1like "a professor who teaches
algebra about Lisp", che PP "about Lisp" would have to be a
modifier of something other than the "teach" clause, as in "John
told a professor who teaches algebra about Lisp" where "about
Lisp" is unambiquously a modifier of the "told" clause.
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AboutSubjectPP, which can accept PP#l as a filler. The response
to this transmission is a pointer to TC.l, which now has PP#l

filling its AboutSubjectPP Role.

Finally, RUS parses the PP "on Thursday", producing PP#2, an
individuator of TimePP. This is transmitted as a PPMODIFIER to
TC.1l, and PSI-KLONE determines that it can fill the TimePP Role

that TC.l1 1inherits from TIMEPP-CLAUSE. PSI-KLONE returns a
pointer to TC.1 with its TimePP Role filled by PP#2.

At this point the parser is at the end of the «c¢lause (and
string) and signals this by a transmit triple whose label is POP.
This tells semantics to check that all necessary Roles are filled
and that all inter-Role restrictions are satisfied. Now
PSI-KLONE creates the descriptive part of the semantic
interprecation of the clause by collecting the projection rules
that TC.l1 inherits by wvirtue of its position within the
syntactic/semantic taxonomy. These rules are attached as data on

various Roles and Concepts in the taxonomy.

PSI-KLONE expresses semantic projection rules in JARGON (see
Section 2.1.2). There are two reasons for this: one, JARGON is
easily read and understood, and two, its interpreter implements
an algorithm -~ the MSS algorithm (see Section 2.3.1) - that
automatically inserts KL-ONE Concepte described in JARGON at the

appropriate place in the ‘Taxonomy of Concepts. This makes it
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possible for the descriptive part of a semantic interpretation to
inherit all appropriate inference rules that are siored in the

long-term semantic taxonomy.

A slightly simplified form of the JARGON phrase that
describes the semantic interpretation of the sentence "that
professor teaches undergraduates about Lisp on Thursday" is

A TEACHING WHOSE TEACHER IS THE INTERP OF (LSUBJ) AND
WHOSE STUDENT IS THE INTERP OF (LOBJ) AND WHOSE
TIMEPREDICATE IS THE INTERP OF (TimePP).
In JARGON, phrases carn refer to both Concepts and their Roles and
can 1se variables for their arguments. For example, the
construction "THE INTERP OF (LOBJ)" refers to the Role named

INTERP of the Concept which is the value of the variable LOBJ.

The JARGON phrase given above is a conjunction of smaller
parts, including "A TEACHING", "WHOSE TEACHER IS THE INTERP OF
(LSUBJ)", and so on. Each part indicates the source of a
particular piece of information on the syntactic side (e.g., "THE
INTERP OF (LSUBJ)") and the Role that the piece of information is
to fill 1in the semantic interpretation (e.g., "WHOSE TEACHER",
which means the TEACHER Role of the semantic interpretation of

the clause).

These pieces of JARGON constitu’e the semantic projection

rules hung on Roles in the syntactic/semantic taxonomy. For
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example, the rule "WHOSE TIMEPREDICATE IS THE INTERP OF (TimePP)"
hangs on the Role TimePP of the Concept TIMEPP-CLAUSE. TC.1l, the
Concept describing the syntactic/semantic shape of the sentence
"that professor ...", is a subConcept of TIMEPP-CLAUSE, and has
an explicit filler (pPP#2) for the Role TimePP; therefore, it
inherits the projection rule. Similarly, TC.l inherits the rule
"WHOSE TEACHER IS THE INTERP OF (LSUBJ)" from Role LSUBJ of
TEACH-CLAUSE and the rule "WHOSE STUDENT IS THE INTERP OF (LOBJ)"

from the Role LOBJ of TEACH-STU-CLAUSE, and so on.

When the RUS parser transmits the triple 1labeled POF, the
PSI-KLONE 1interpreter creates a new Individual Concept - say,
TC#l - as an individuator of TC.l1. This action triggers an
attached procedure hung on the highest-level syntactic/semantic
concept, PHRASE, which collects the projection rules inherited by

TC#1 and forms a JARGON phrase. It then binds the ‘ariables

occurring there to the fillers of the appropriate Roles (e.g.,
the variable LSUBJ is bound to NP#l, the filler of the LSUEBJ Role
of TC.1l), and then calls the JARGON interpreter which builds the
KL-ONE Concept described by the JARGON phrace, and inserts it at
the proper position in the semantic taxonomy. Finally, it £ills
the INTERP Role of TC#l with the Concept in the semantic taxonomy

28
produced by the call to the JARGON interpreter.

28

For a sample of what such an interpretation might look like,
see Section 2.9,
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4.3.3 Semantic Interpretation: Combinatoric Information

There seems to be a point in the processing of a sentence
where there is some indication of the type of events, objects and

relationships being described, but where things have not been

resolved into a form which can be represented in an unambiguous
predicate calculus type of quantification. People often believe
that they have under stood the sentence without further
elaboration of this p..” of the interpretation, without realizing
that there are remaining quantifier scope ambiguities [Van Lehn,
1978]. Van Lehn suggests that correlations between syntactic
structure and quantifier scope interpretation are epiphenomenal -
i.e., that there are no processes based purely on syntactic
information that can disambiguate quantifier scope. Our belief
ic somewhat stronger - that there are few, if any, processes that
can completely disambiquate quantifier scope simply on the basis
of syntactic and semantic information, without making use of

discourse-level and pragmatic information.

We believe that this 1is not accidental - 1i.e., not a
per formance error -~ but rather represents a natural split between
the results of the syntactic/semantic component and the activity
of later discourse and pragmatically based processes. That 1is,
it is not at the 1level of the sentence that the information

needed to resolve things is available; if it is available at all,
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it 1is at the 1level of the discourse. Moreover, the degree to
which scope ambiguities will be resolved is itself dependent on
the purposes of the discourse. In some cases in fact, those
purposes can be met without raising the specter of ambiguity at

all.

4.3.3.1 The Combinatoric Aspects of Semantic Interpretation

The purpose of this section 1is to illustrate the

combinatoric aspects of a sentence”s interpretation that should
be identified by semantics, and, 1if necessary, resolved by
pragmatics. Although the current system does not yet treat the
combinatoric part of a sentence’s interpretation in line with
this presentation, we are currentiy designing a semantic

component for PSI-KLONE which does.

There are qualitatively three types of combinatoric

constraints embodied in an English sentence:

1. dependencies
2. 1lterations

3. cardinalities.

To illustrate these types of constraints, consider the following

sertence

vmwo windows were tested in each house”
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and the situations in which someone might generate it. 1In any
such situation, the use of "each house" indicates,; at a syntactic
level, that the speaker has in mind a definite set of houses.
(This treats "each house" as equivalent to the phrase "each of
the houses".) For this example, label the elements in this set
of houses hl,...,hk. There is also something being said about
some set (or sets) of two windows. "Pwo" 1is cardinality
information about the number of windows in each set. What is not
specificd is how many sets there are. This can be determined
only after implicit dependencies have been made clear. There are
three possibilities: there is no dependency of one thing on
anything else, or there is a minimal constraint
(skolem-functional) dependency or a discourse or definitional

dependency on scme other variable.

No dependency. In this case, the speaker has in mind two
particular windows (call them wl and w2). There is no
dependency, since independent of house, it is wl and w2 that were
tested there. We might represent this in terms of ground
literals as

Tested-in(wl, hl)

Tested-in (w2, hl)

Tested-in(wl, hk)
Tested-in (w2, hk)
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Notice that there are two terms for windows and k terms for
houses. Pragmatically, there are as many referents for windows

and houses as there are terms.

Minimal (or Skolem-functional) dependency on the one
iterative variable. Here the speaker is iterating over houses.

FPor any house hi, the two windows tested there - £ and f -
depend on the hi. (The skolem functions f and f capt&re thgse
dependencies.) The only property assumed to holdzof f and £ 1is
that for any house, the two windows are distinct from ;ach otier,

but not necessarily from the windows tested 1in some other
29
house. In terms of ground literals,

Tested-in(f (hl), hl)
1

Tested-in(f (hl), hl)
2

Tested~in(f (hk), hk)
1

Tested-in(f (hk), hk)
2

where f (hi) =/= £ (hi). Notice that there are 2k different
1 z
terms for windows here and k different terms for houses.

29
This may be clearer in the analogous sentence "Two songs were
sung by each boy", in which it is possible that more than one boy
sings some particular song.
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However, all we know about the number of different referents for

windows is that there are at least 2.

Discourse or definitional dependency on the one iterative
variable. Here again the speaker is iterating over houses in the

set. For any house hi, the two windows tested there (wl and

w2hi) not only depend on the house, but are members ofhlsome

previously established, definite set of windows W(hi) that either

belong to that house or have been associated with the house
30
through the discourse. In terms of ground literals this can be

represented as follows:

Tested-in(wl , hl)
hl

Tested-in{(w2 , hl)
hl

Tested-in{wl , hk)

hk
Tested-in{w2 , hk)
hk
where wl =/= w2 , and W is a function from a house to the
hi hi

30
For example, consider the sequence

"The contractor delivered some experimental windows to
each house on the klock.

Two windows were tested 1n each house."
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set of windows belonging to (or associated with) that house.
Here again we have 2k different terms for windows and k different
terms for houses. Moreover, since W(hi) 1is a previously
established set, one may have additional information by which the
referents of wl ' and w2 ~ can be further constrained. For
example, 1in thehlcase of hcliefinitional dependency, pragmatic

knowledge tells us that, since a window can only belong to one

house, there are 2k different referents for windows.

4.3.4 Next Steps in Representing Combinatoric Semantics

An important goal of our current research in semantic
interpretation is to develop a formalism in which there is a
clean ¢plit between the descriptive and combinatoric aspects of
semantic representation. The number of alternative ground level
interpretations of a sentence increase rapidly as the number of
noun phrases (and hence quantifiers) increases in the sentence,
and as the number of possible dependencies among entities
increases. It is inefficient to try to represent large numbers
of such alternatives as an explicit disjunction, both because of

the amount of space such a representation would normaliy require,
and Lkecause of the complexity of the case analysis that would be

necessary to reason forward from such a representation.

We want to provide an efficient representation for that part

of the meaning of a sentence in a discourse that can be provided
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on  the basis of jtg internal syntactic/semantic Structure alone.
This would include explicit information on the cardinality
restrictions on variables associated with NPs, restrictions on
which,variables are likely to be iterated, and information on
pPossible dependencies among variables, including those suggested
by long-term semantic knowledge, and restrictions on dependence
based on syntactic structure. We believe that it should be
possible to represent sucn knowledge as a set of constraints on
the set of ground level literals to which the sentence might

Possibly expand.

Such a representation would provide an input to the
Pragmatics/discourse component, which could refine it and addg
constraints based on discourse information and perhaps some
variants of the heur’stics Suggested by van Lehn. It js not
always necessary for the pPragmatics/discourse component to
totally disambiguate the combinatoric aspects of semantics in

order to satisfy the requirements of the discourse,

We are investigating a number of possible representations in
KL-ONE, in the context ¢ a broader study of the use of
meta-description - the use of KL-ONE structures to describe

(classes of) other KL-ONE structures (see Section 2.7).
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5. THE PRAGMATICS/DISCOURSE COMPOMNENT

5.1 Introduction

One of the principal arguments for developing natureal
language systems is the possibility for instructing machines in a
manner convenient to the user. For instance, it 1is envisioned
that a robust natural language query facility will allow casual
users to access knowledge-hased systems without having to learn
specialized query languages. While natural language processing
techniques to date have been somewhat successful at analyzing the
literal import of users” queries ard commands, it is well-known
that people formulate thei. natural language "queries"
imprecisely, and often the literal meaning of what they request
is different from what they intend. For instance, a
literal-minded information system is likely to reply "yes" or
"no" to questions like "Do you have the damage report?" instead

of (conditionally) printing it out.

While Kaplan and Joshi [1978] propose limited solutions to a
faw forms of "non-literal" queries, his view of man-machine
dialogue 1is in terms of a query/response pattern. Instead we
contend that significant theoretical and practical advantages
would be gained by viewing natural language interaction with a

machine as cooperative goal-directed conversation. This shift is
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not just a relabeling, but rather entails viewing conversation as
a sequence of speech actions [Austin, 1962; Searle, 1969] that
are planned to influence the "hearers’" beliefs and goals [Allen,
1979; Bruce, 1975; Cohen, 1978; Cohen and Perrault, 1979;
Perrault and Allen, ‘orthcoming]. On such a view, machi- s would
be required to reason about how the users” actions and utterances
fit into their plans, and then to be helpful by doing something
(perhaps responding in language) to enable those plans to

succeed.

Being helpful will be loosely defined here as "doing more
than is literally required, though not too much more." At least
four aspects of being helpful have been identified in building

computer systems:

O The ability to correct the user”’s erroneous
pPresuppositions, as noted by Kaplan and Joshi [1978].
For instance, it would be decidedly unhelpful to answer
"Which ATN states have comments on them?" with "None",
if the system believes that states cannot carry
comments.

© The ability to process the "non-literal" interpretation
of the user”s input [Allen, 1979; Perrault and Allen,
forthcoming]. For instance, a literal-minded system
that responded to "No, I want to be able to see S/AUX"
with "OK", rather than displaying S/AUX, would not be
helpful. Though the user has s*tated his goal, that
statement does not exhaust his purpose in making the
utterance. Clearly, he wanted the machine to do
something about his goal. People (even when speaking to
computers) are so used to expressing their intentions
indirectly that it would be extremely hard to force them
to become precise. The alternative is to provide a
facility to infer the user’s closely-related intentions
{whenever possible).

Section 5.1 90




Mo

Report No. 4274 Bolt Beran2k and Newman Inc.

O The ability to volunteer useful information, or perform
additional obviously useful actions. If a user asks

"Can the Kennedy currently attain 35 knots?", a system

could appropriately reply "No, but the Saratoga can" jif

it believes the user is trying to find a ship to fill a

Particular need.

© The ability to exXplain the system”s actions to the user.

If a system were asked why it printed both the

maintenance status and speeds of a set of ships, it

might helpfully reply "Because I thought you were trying

to find out which ships that could reach 35 knots were

available for duty."

A critical component to the solution of all of these
problems is the identification of the goal or plan behind the
user’s utterance. For example, the determination of what, if
any, information would be useful to the user depends on what he
is trying to do - i.e., his plan. an attempt to recognize the
Plan behind the user“s utterances leads to a uniform treatment of
a diverse range of problems in g3 theoretically sound, yet

practical way.

The importance of Plan-recognition to communication has been
explored in the Philosophical work of Grice [1957] and Searle
[1969]. Grice was the first to show that "simple" plan
recognition, as an unseen observer might perform (cf.
[Genesereth, 1978; Schmidt, Sridharan, and Goodson 1978;
Wilensky, 1978]), is insufficient as a basis for defining
communicative acts. Instead, speakers must Plan that hearers
recognize their Plans, and hearers must recognize the plans they

were intended to recognize.
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Based on Grice”s analysis of the intentional requirements

for communication, Searle proposed that speech acts be defined in

terms of "intended recognition of intention". More specifically,
a speaker who is performing a speech act (say, @& request) must
intend to produce the effect of that action (to get the hearer to
want to perform the requested act) by means of getting the hearer

to recognize the speaker”s intention to produce that effect.

Searle”s analysis laid the foundation for formal and
computational models of speech act use. Bruce [1975] and Bruce
and Schmidt [1974] attempted to describe speech acts in the form
of planning operators [Fikes and Nilsson, 1971] with
preconditions and effects, and modeled extended sequences of
speech acts as "social-action paradigms" (akin to the "scripts"
of Schank and Abelson [1977]). Cohen [1978] and Cohen and
Perrault [1979] then argued that the sequential appearance of
speech acts in discourse is a function of their causal
relationship in speakers” and hearers” plans. They showed the
feasibility of defining speech acts as operators in a planning
system by developing a computer system that could plan its speech
acts and thus decide what it would say. They also proposed
adequacy tests for speech act definitions. Based on that
research, Allen [1979] and Perrault and Allen [forthcoming] have
developed the first theory of speech act interpretation as

intended plan-recognition and have constructed a computer program
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that models that process. Together these programs were capable
of planning and recognizing REQUESTs (that the hearer do some
action), TINFORMs (that Ssome proposition is true), INFORMIFs
(informing whether or not some proposition is true, and

INFORMREFs (informing what the referent of a description is).

The current BBN language understanding system incorporates
Allen and Perrault”s apyroarh into a larger-scale system. It is
capable of simple speech act recognition and Planning, employing
a KL-ONE based user-model. In particular, it can recognize whan
certain apparent INFORMs are REQUESTs, when certain yes/no
questions are really wh-questions, and when certain questions are
actually REQUESTs for display actions. In handling these
indirect speech acts [Gordon and Lakoff, 1975; Searle, 1975],
this system can derive appropriate interpretations. but it
attempts to "short-circuit" various chains of plan-recognition
inferences wherever possible., It employs a conditional catalog
of mappings from the effects of one speech act form to other
inferable effects whereby the conditions on applying a mapping

are derived from the conditions that must be satisfied in the
underlying plan., Thus, the system tries to apply specific

plan-recognition inference rules, but has a more general facility

to fall back upon.

The next sections will sketch Alien and Perrault”’s

o
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theoretical model, describe the implementation in our natural
language system, and finally illustrate its operation. In
particular, we will refer to the set of five sampile sentences

illustrated in Section 3.3.

5.2 Plans

Formal descriptions of Plans typically treat actions as
operators, which are defined in terms of applicability
conditions, called preconditions, effects that will obtain when
the corresponding actions are exacuted, and bodies [Sacerdotj,
1975] that describe the means by which the effects are achieved.
Since operators are representations, their preconditions,
effects, and bodies are propositions to be evaluated relative to
the problem-solver“s beliefs. The system is able to maintain, as
part of its model of the world, a symbolic description of the
world model of its user (including its user’s model of it). Our
Plan-based approach will regard speech acts as operators whose

effects are primarily on the models that system and user maintain
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