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SECTION 1

A BRIEF SUMARY OF THE DIGITAL FILTER WORK

This report contains information on the digital filter work for isopad

control performed in the past six month extension period of the contract.

There is also some brief reports of the optical communication developments

which have occurred during this period. These reports are included in this

report only to make this a useful reference document, and no actual work was

performed in this area during the past six month contract extention. All of

the work was directed toward the microprocessor processor based digital filter

control work for the isopad as directed by the Government in the SOW for the

contract extension.

Of the four types of digital filters tested, the infinite impulse response

filters showed the most promise for implemrentation in an isopad controller.

1 The phase response in particular of these filters was very promising, and in

simulation studies turned out to be even more promising than we expected at the

onset of the project. However, because of delays through the processing network

in real-time, the useful phase properties of the filters (particularly the phase

lead over nearly two decades of frequency) could ncver be realized ia real time,

except in rare circumstances in which the digital filters were used in conjumc-

tion with some passive filters under unusual circumstances described in the

following chapters.

I would recommend that this work be carried further by either using new

modes of accessing the Digital Equipment Corporation LPS 11 system or by using

* a truly dedicated system. The software overhead of driving the Date] 256 was
fnegligible, and if this same sort of arrangement could be realized with the

analog to digital input device, whatever it might be and still preserve a vcry

good stability of sample rate, which was achieved during these tests, perhaps

the phase benefits of the digital filters could be realized in real-time.

* Largely through the s..;.Ak-,tion plo-s obtained i, this report, it wa. sho,,

that the phase characterisLics of the digital filLets could be very useful in

servo applications. These phase characteristics were very attractivo. During

the early stages of digital filter devlopment, we were very skf-ptical of the

phase rcsults, partly because Lill of the available literature contained on.y,

Information concerning the transfer funcicrn magnitticitd and specified very little

L , _ ... .. ... , . .... ..



about the phase. We were also skeptical, because experts in the field had

given us advice which consisted largely of warnings that in order to get lead

we would have to implement infinite impulse responce filters, and that these

filters would-exhibit wildly fluctuation phase transfer functions.and that be-

cause of this the filters would be useless or nearly so in real-time servo con-

trol of the isopad.

These fears were not founded. The filters showed very attractive phase

characteristics. Even beyond this, even some inherently sLable filters showed

remarkably good phase characteristics, which would clearly not be obtainable

in the analog implementations. This is apparently because of the nonanalyticity

of the discrete time filters.

However, these filters were never proved to be effective in real-time iso-

pad closed loop control tests because of difficulties in utilizing the lead.

The effects of delays in the analog to digital process, the digital filtering,

and the digital to analog process overshadowed the lead of the filters and gave

lag.

lgOriginally, we thought that we might benefit by changing the software to

include such devices as optimal estimators to get the maximum amount of lead.

This now appears not to be the case. If the filters described in this report

can be implemented in hardware and software which minimized delay times through

the processor, they show much promise.

The present pdpll/45-pdpll/03 combination still appears to be the best

combination for microprocessor software development, and Captain Lind deserves

much credit for this insight. This system shows much more promise than the

National Semiconductor IMP-16 system originally procured for this purpose.

It might be wise to be aware of new sixteen bit microprocessors as they

appear on the market. This is particularly true if sixteen bit microprocessors

utilizing bipolar (I L, etc.) technology appear on the market and are supportedri with very good software development tools and are packaged on at least the

board level with good I/0 capability. But, for the present time, the LSI-I

microprocessor of the pdpll/03 appears to be a good if not the best choice.

One thing that was not tried since %c could never get the filters to run

fast enough anyway is the implerentation of the filt-irs in double precisioc

arithmetic, this might help the phase chaimrcteristics, but since we could never



run fast enough even without this burden, this was never tried.

In conclusion, digital filters did show promise, but until large, not

incremental improvements are made in the processing hardware and software, they

cannot be utilized in real-time isopad seismic vibration control.



SECTION 2

PROJECT IDENTIFICATION

The main goal of this project was to explore ways in which digital filters

could be used for isopad seismic vibration control. This goal was formulated

after many analog circuits were built and tested to give the appropriate amount

of phase lead in the proper frequency bands. None of the analog circuits had

been totally successful in giving the required amount of lead. Unfortunately,

in the literature of digital filters, there Is very little, if any, useful in-

formation concerning the phase characteristics of digital filters. The primary

goal was to explore the phase characteristics of digital filters relative to the

isopad control problem.

The end goal of the isopad control problem is to execute various control

loops, presumably one for each degree of freedom of the isopad, to control the

isopad in real time using digital filters, eigher exclusively, or in conjunction

witb analog filters. It was originally concieved that the project would be

carried out by developing software on the pdp]l/45 and then down-line loading

tlie p~ograv. into th,: pdpll/03 computer which is based on the LSI--Il micropro-

cessor. Thus, using microprocessor technology, it would be cost effective to

use a controllor per axis concept and the interaction or cross-coupling in the

processors would be extremely well-defined by passing only the required para-

meters when needed bPLwe- u process-ors. This approach proved to be not f&asiblo

to put into practice because of the processing requirements of the filters.

This will be explained in more detail in Section 14.

The original work plan for filter execution program development was to use

* GkI 2RN IV plus programming on the pdp 11/45 in conjunction with the DFC opti-

mrdzd FORTR AN compiler (F!4V). Thic :ould generate cbject: code which will run

on the p|,pll/ 4 5 or the LSI-l! microprocessor in the pdpll/03 as efficiently as

macro code written for eidh,,r of thvs e r.achines. The only real penalty of work-

111g like this is that the compilation ti:-os using, the optimized compiler are a

litti;: longer, but this is aa t.xLtcoetlV iuld penil ty compavued Lt o iting ti,¢

Silter pi ogras; themselv!, i:i addt i!I tO the I/O d ivers i1 as;,mbly tI gung..

"n, :zproach was to do program devcl:':-nt on the 11/45 and to test: the programs

the ISLI for data acquti ition ani the Datel 25o for the dieital-to-analog

'"V"J:rter fulvtt o-. " ..J t-," pio,;ra), dtvi!E iopmei-t is complete for a single axis,

( ,')I1d b" londcd by m,:, of a forced dosn- ne load frr b the ]1/45 into the

• ' /4



11/03. After testing on the 11/03, it was thought to be desirable to "burn"

the program in PROM's and install the PROM's in a separate LSI-11 processor

board, thus freeing the 11/03 for further development work in the presence of

the digitally controlled axis.

It was initially concieved that the programs to perform the digital filter

coefficient synthesis tasks would be developed and run on the pdpll/45. This

peoved to be only partially ture. Of the two major types of digital filter

coefficient synthesis programs, the finite impulse response and the infinite

4mpulse response filters, only the finite impulse response programs would run

satisfactorily on the 11/45. The infinite impulse response filter coefficient

synthesis programs would never run properly on the pdpll/45. This program was

more or less easily circumvented by using the Burroughs 6700.

The original plan called for implementing the following two types of

filters:

1. Filters derived from the algorithms which were developed at AFIT under

the direction of Dr. Gary Lamont,

2. Filters which were derived from the transfer function of the current
analog control loops developed and tested by Mr. Bill Simmons at FJSRL.

The first approach was thought to be the most direct. However, a number

of simplifying assumptions were made in the analysis which made the algorithms

appear less attractive, The most serious of these assumptions used in the

development of the algorithms was that the sensors in use are much better than

they really are. This was not the fault of the AFIT personnel, since the algo-

rithus they developed used the best information about the sensors which they

had at the time.

The other approach would be to use a program which would synthesixe alt of

the coefficients from a digital filter of a x the desired typeand degroe from

an experimentally obtained compl 'x transfer function. The coeffiiei-et5 wc-uld

be the synthesized to give the users choice of either flat as pos.-;ible a.lpli-

tude or flat phase or an optimal conpromise of the two across the freqc'yc.

I"-pvctruma of interest, probably 0.0001 fz to 100 I.

The approaches which were actually tried were as follows:

. igital imp mentat ion as anal.)g filtct s whlcl were hnown tc have I
desirablc transfer funcLion.



2. Variable time delay filters.

3. Finite impulse response filters to give the desired phase response as

indicated by the analog servo data.

4. Infinite impulse response filters to give the desired phase response
as indicated by the analog servo data.

The first of these approaches was implemented by simply writing the diff-

rence equations -for the various recursive filters and programming them. The

second approach was done using a purely empirical technique. This technique

c consisted of putting in a software "time waster" loop and running this loop the

maximum number of times for the experimentally determined lowest frequency

likely to occur in a sample of a given time for a setting of the random noise.

generator.

The finite impulse response and infinite impulse response filters were

desired using coefficient synthesis programs. Since no information exists re-

garding the phase of digital filters, we simply designed to the amplitude

specifications that we thought we give the desired phase from the corresponding

analog filter. This technique proved to be quite good most of the time. The

validity of this technique depends, of course, on how closely the discretk

time filter resembles a filter with a truly analytical transfer function. The

finite impulse response filters were designed using a modification of a program

from Theorv and Applicatlons of Digtal Signal Processing by Lawrence Rabiner,

Prentice 1lall, 1975. The infinite impulse response filters were designed

using the MAC/FIL software package purchased from Agbabian Associates which is

discussed at some length later in this report.

6r



SECTION 3

* 'i,-a.SIS FOR FILTER STABILITY AND FORMULATION OF DESIRED TRANSFER FUNCI ION

A comprehensive review of digital filter and optimal control techniques

l been completed relative to this problem. Information has been collected

g ,, a variety of textbooks, articles, and from the user's manuals of two major

siftware packages obtained to synthesize digital filter coefficients for a

vrticular type of digital filter. Other information has been obtained from

S CaApaLn Roy Schmeising of DFEE, USAF Academy. Some of the most valuable

Irformation was obtained during my recent visit with Dr. Gary Lamont at the

Air Force Institute of Technology (AFIT) at Wright-Patterson ArB, Ohio.

This study has resulted in a variety of techniques to try to improve the

Isopad control. The trial solutions for this problem are as follows:

1. A simple second-order recursive low-pass filter uith a corner frequency

of About 25 Hz.

2. An FIR from the FIR filter synthesis program from "Theory and Applica-

tion of Digital Signal Processing", by Rabiner and Gold.

3. An IIR filter designed with the use of the software package called

XAC/FIL by Otnes of Agbabian Associates.

4. An optimal estimation technique used to increase the amount of phase

lead in the region (I to 25 liz) in which it is needed.

Two basic systems approaches have been attempted using the computer

f-y:tem available at FJSRL. One used the Datel 256 system for the A/D input I "-I
?nU thz! D/A output, and the other uses the LPS 11 (Laboratory Peripheral

-:y:.tu.i.- for these functions. Because of the strange nature of the interface

C. r',the extremely poor documentation which accompanis the Datel 256 inter-I

f'" card for the DEC pdp 1/45, the Datel 256 system has not beern successful. -

' rc are several problems, the most serious of wlich is that synchronous I
! !i; must occur in a DNA mode. This would be a problem since it wculd

* !ott-lly consume the operaIng system, an unfortunate occurrence in

" t i-tiuser situation. Even worse is the fact that the sampling mnust ha IF
....:iychunously and the control outpui. must be done asynchronously (to

t 1



jzethe time delay and thus the phase distortion between the sampling

I.,and tile time the output signal is sent to the shaker). This means

*. e must repeatedly initiate DMA transfers of one sample each. Even

Sthis w~ould probably work, it -is clearly not desirable whan others

,.trying to use the system. However, a program to accomplish this cask

Sbeen written and could be installed if desired.

A FIR filter was implemented using- the prograil from Rabiner and Gold.

jsprogram was sijippl ied on punched cards by Dr. Gary Lamont ofAFIT. It

.,,, installed on thle pdp 11/45 system using the Burroughs 6700 system to

lidte the file to 9-track magnetic tape, since the pdp 11/45 system does

r.' ilave a card reader capability.

The FIR filter has several advantages. One is very predictable phase,

%'l11ch is linear. This makes it much easier to design with, since we ara

tydesigning in phase and the phase relationships of digital filters

~elargely unknown. To make matters worse, all of thle software filter

i.n packages use amplitude as the only design criteria. Thus, we must

.rItially use experien2e and empirical knowledge to gue- Ss the amplitude

'-jILMt15 Of the desired corresponding phase response, in order to u~e tile

Agar packages. This is not too difficult if v-e are designing with a series

Ibinmd-pass and band-reject filters, but it does present. a problem whAen

~n;to synthesize a complex response across perhaps; 5 dtecades of

'1h1 FIR filter is inherently stable, although this does not mean that

c L'tirc system will be stable. Tile major disn-dvantage is that it ma~y

*;rvIde enough lead.

Vie itv!lenentation of the-FIR fil-ter has been done. Aftrer thet-

icL were obtained for a 10th ord-er filter using, the Rtfii:ez excha n -e

h~the execution programi was simpliy edited i or o the same roat

l'-'Iy written to execute thle simpl e second-order recursive low.,-pnss

A '\Possibly uore convenient -echri pie could be useZ d, niameily t haL-

th provramr thait ruins the? Liioi and the MIS t-he main P' r; i-aml

ho fi. I te r xecultionl prog,-ram a sub rout ino. floweveri-, t his won 1 d

* b.execuition ti:rie. If anl i nr.re;isec is to be made, it ShU1] d be
1

1i "13e thle smln;rate ol tilt prcsOn f the 11,ltipiicnti joas,

f(.r cnv~iec
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Single-precision arithmetic was used (with round-off) in the first

t With the 16-bit machine, the errors would be a zero mean error of

iOLt 1/32,000 full-scale. Since we are looking for an improvement in the

,.V.vstem of a factor of 100, this error is inconsequential.

The executions of the FIR filter can be expedited because it is a

-.;.-netrical filter. This means that we can first add the two appropriate

_::jple values, multiply by the appropriate coefficient, and then add up the

u .ole series to get the value of the output to convert to the analog signal

to drive the shaker. Whether this approach is effective or not, the results

will nevertheless be significant since little if anything is known about

applying FIR filters to practical control problems.

The FIR filters, and perhaps even optimal estimator routines, may be

needed to provide the desired phase. However, since the phase of these

filters typically fluctuates wildly, it would be difficult if not impossible

to predict in advance the total system response.

The IKAC/FIL software package has been installed on the pdp 11/45

systein, but it will not be useful until I redefine the logical unit numbers

And modify it to run in an interactive_ mode. This wil be a time consuming

ta:;k (which is already partially completed) but will be worthwhile owing

to the efficiency to true computer aided design (CAD) for actual filter design.

The isopad system transfer function is showm in figure 1. Also shown

is, the desired phase response for the first FIR filters. In the region

trom 0.01 Hz to 0.1 liz the tiltmeter controls the servo. However, above

0. Ili the seismo-neter servo takes over and needs good gain, even at the

-,'teioant frequency, for good control. The two problem arevs are the

v,;onances around 1.5 Hlz and 65 Hz. The obvious phase excursions are

tI:;po,sible for these problems. We attempted to remedy the phase response

list rather than taking the more traditional approach of flattening the

Plltude response.
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tI The work we have done which is summarized in this report shows how

,. 5Mll Sinnons and Dr. Gary Grimes have worked together to perfect a tech-
[ ni~eof synthesizing a digital filter of desired phase response by taking

,a o of the analytic (in the complex variable sense given by the Cauchy-

pi.e!iaon equations) between the magnitude and the phase portions of the transfer

function. The technique basically consists of the following steps:

1. FiL'st the desired phase relationship is determined by using comparison
techniqu~es to the analog servo and by determining the areas in the
frequency domain in which various degrees of lead and lag are needed
to obtain maximum control of vibrations without making the system
unstable or go into oscillation.

2. Next the magnitude portion of the transfer function is determined by
using our experience with analog filters which would give the desired
phase response.

3. Then the filter type is selected to give the desired transfer function
magnitude response. This has been in recent tests either low-order
recursive filters, finite impulse response (FIR) filters as synthesized
by use of the Remez exchange algorithm, or variable time delay filteis.

4. Then the filter is run and tested in real-time with the fast Fourier
analyzer. Noise from the random noise generator is the input an,] ti,e
output. is analyzed with respect to transfer function magnitude, trans-
fer function phase, and coherence.

The remainder of this report will elaborate on how these four steps are

used to empirically and experimentally arrive at the desired phase response for

the iso-pad servo system.

12



SECTION 5

RECURSIVE FILTERS

The first type of filter to be tested is a simple first

order recursive filter. It was of the lowpass type and have a

cutoff frequency of about 25 Hz. This will, of course, limit the

effectiveness of the servo to the lower frequencies. In order to

achieve control out to 100 Hz we would presumably need a digital

notch filter in the 55 to 65 Hz range to prevent oscillation of

the system at the higher isopad resonance since this is what is

presently required in the analog servo control system.

Thus, the next step would probably be a totally different

(nonrecursive) type filter- of the finite impulse response (FIR)

type or the infinite impulse response (IIR) type. A series

implementation of a lowpass filter with a cutoff frequency of about

100 Hz could be used in series with a band reject filter (with the

rejection band very narrow with the center frequency about 60 }Iz),

but since we have programs -which synthesize coefficients for easily

realizable filters to do this same task, this will probably not

be done.

A general form of the first order recursive filter is

Yi = aYi-I+ g(xi) ()

where a is a constant parameter. In order for the filter to be

stable the parameter a must be greater than -1 and smaller than -J.

13



If the transform (f)X9(f) of g(xc) exists, then the corn-

S plex transfer functioa is given by

H (f -- (2
1t(f) - u exp (-j2rAtf) (2)

The lowpass filter has the form
I

Yi =  Yi-i + (1-COx. (3)

where g(x i ) is

g(xi) = (l-C)x. (4)

E This results in a complex transfer function of

H (f) .* I - = exp (-2j2nAf) (5)

and an absolute value squared of the transfer function of

i i'11(f)12 2l-
I - 2a cos (2rfAt) +-c,2 (6)

2!

The values of IH(f)I for f=O-I/2At are, respectively

}H(0)j 1 (I)

jHkV

+4



rI
The half power point of the lowpass filter is the frequency

2
at which H(f) 2has been reduced to one-half of the value it has

at 0 Itz. If the half power point is at f Hz, thenC

2
a 2 - cos 2wf At - cos 2f At - 4 cos 2Wf Af + 3 (9)

If we want to equate the simple first order recursive filter

to a RC circuit in order to see the direct one-to-one relationship

to the present aitalog servo, we only need to see that

C1 (10)

S~The analog servo is actually, of course, an active rather than a

passive filter, but the RC time constant has exactly the same

meaning and equation.

'The measurements on which the design of the recursive

lo:wpass filter was based is shown In figure 5-2. This figure shows

both the phase transfer function of the isopad system without the

control loop closed as well as the corresponding power of the log

of the transfer function amplitude. Thle desired effect is to increase

the closed loop lead between approximc.tely 1 Hz where it begins to

drop off and 50 Itz, which is the highe'st frequency of desired con-

trol since control above 50 lz would necessitate the use of a band

reject (notch) filter to avoid oscillation of the system at the

higher isopad resonance. (The primary re:;onance is about I lhI.)
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I The original program (which is no longer operable since

e DAC output of the LPSIl was transferred to the Aero Lab system)

is shown in figure 3. It can be seen that this is a FORTRAN program

which utilizes the LPS11 software and hardware to complete all

a =pling and control functions.

I i
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SECTION 6

HARDWARE SYSTEM CONFIGURATION

. . system is shIown in Figure 6-1. There are basically two

,I.nnIer real-time control loop and an outer post-processor loop

entral processor the for inner real-time control loop was the

T e CPU for the post-processor analysis was the pdp 11/05 of

1. .A Fast Fourier Analyzer system.
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SECTION 7

VERIFICATION OF THE DIGITAL FILTER EXECUTION PROGRAM

The digital filter execution program was verified by using a version of it

hich iumply executed a digital analog of a simple one--pole passive RC analog

Wtci" of the low pass type. The output of this filter was analyzed using the

i&st Fourier analyzer. The input was the output of the random noise generator

vfw:h the output filtered below the Nyquist folding frequency to prevent aliasing.

111s was done simply to avoid putting an analog filter on the input.

The results are shown in figure7-l. The results show just exactly what

r,11ht be expected and are nearly identical to what you would expect of a simple

p.jssive RC low pass filter. Since an arbitrary phase shift was not introduced

Into the digital filter the phase plot started at zero shift as one would

etpect.

The phase of this filter shows, of course, lag, and would be of little use

, or any purpose other than verifying the execution program.

fo
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SECTION 8

THE VARIABLE TZlE DELiY FILTERS

The next approach was to try a variety of variable time delay filters.

Arain, the main goal was to achieve a digital filter with servo lead. The idea

here was to provide a variable time delay which was in some way inversely

proportional to the frequency. This vas done by allowing the computer to waste

rine according to a function which depended on the difference between the

samile just taken and the sample taken previously. The larger the difference

the snaller the time delay. So, for DC signals, the difference should be zero

and the time delay at a maximum, and for some high frequency, the difference

should be high and the delay should be equal to the minimum time delay per--

nitred by the software execution time of the filter.

About a dozen time delay functions were tried with varying success.

Several of them are shown in table 8-]. The constants in the time delay func-

tions were adjusted at run time in an interactive fashion so that the m.ximum

delay we were likely to get would be less than the time between samples. Other--

wise the program would "bomb off" before the experimental data acquisition time of

the Fourier analyzer was over and the data would be incomplete. This was done

by selecting constants which were sure to cause a "bomb off" in a few seconds
and scaling them do-m by 30Z or so. Of course since the input signal was from

a random noise generator, there was no guarantee that there would not be a

particularly flat portion of the output signal which would still cause the

program to bomb, in which case the Fourier analyzer would be started over again

after the digital filter program was rescheduled.

The results are shotn in figures 8-1 through 8-5. The phase of figure 8-2 is

probably the most desirable, even though the slope is still negative. The data

of figure 8-5 is a control. This sho-w thrt the software overhead causes a

delay which prevents this pcogrnma fro,;,, accemplishing all of the desired goals.

This is hoped to he avoided tiher. the nrw; operating system version is installed

and the throughput is increased by a factor of 4.

Figure 8-6 sho:s graphically the relatirnsh1ps between thc input anJk

uut, rut signal.,- for the variable t i de d ,ly fi!.Lers.
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t C
delay t (aa)mn+ -2 DIFF

t t + C x DIFF
delay (delaI-y) I

t t + C x DIPJ<
delay (delay) DC

2
tdl~y(delay) min 1 (C 2 -DIF

-2Sarmples of. the equations for variable tit:-! dc-3ay di-ital filtcr ;.
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SECTION 9

THE INFINITE IMPULSE RESPONSE FILTERS

The FIR filter work has focused on applications of the FIR

cesign program found in Rabiner and Gold's book "Theory and Application

of Digital Signal Processing". This program is capable of designing

a wide variety of optimal (minimax) FIR filters including low¢pass,

highpass, bandpass, and bandstop filters, as well as differentiators

and Hilbert transformers.

A copy of this program has been installed on the pdp 11/45

and is ready to synthesize coefficients of first, a simple, lowpass,

nonrecursive filter and then a filter having two.passbands.

The implementation of the algorithms is quite simple one the

coefficients have been found for the desired transfer function phase

and magnitude. The implementation is simplified and shortened

considerably in terms ot execution times in the 11/45 and perhaps

later on the LPS11 because it is a sym-:etric filter. This means

that the coefficients are identical in pairs, the first equalling

the last and so forth. This means that the execution is accomplished

with an addition (or the two termrs to be multiplied by the coefficient),

a multiplication (of the coefficient times the previous results),

and an addition to get the suni of all the terms. This means, for

C':amp]e, t1aL a tenth-ordcr filter requires only five multiplications

On the machine, and this is important since the floating point multi-

PlIcations take much Tore time than the additions, even with the

Wn.'wly Installed floating point hard are.
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If tile 11(x)ls are the coefEficients and the Y(x) 's are the

. ~j p~:Sthen the result to be output to the system for a

-,,,rdcr filter Is

Control output 11(l)Y(l) + ll(2)Y(2)j + H(3)Y(3)

+ 11(4)Y(4) + 11(5)Y(5) + 11(6)Y(6)

Sthe terms with identical coefficients we get

Control output H(l)IiY(l) + Y(6)]

+H(2)IY(2) + Y(5)]

+ H(3) [Y (3) + Y (4)}jw I ing it in series form we get

1N/2
Control output it I(I) [Y (I) + Y (X-I + 1)1

LOUIS for any even number of coefficients, and the number of

* l'ct will always be even since it is a symmetric filter.

11iis x'veans that. the FORTPAN code to execute the filter,

* *n the synchronous sampling softvare and the nsynchronous

'1 Code vihich drives the Date! 256 syrtem DACS. will look

Slk.the following.
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Y(1) o o

Y(2) = 0.0

Y(N) = 0.0

IN = 10-

R(1) = (coefficients)

H(2) = (coefficients)

U(N) = (coefficients)

5 (ake new sample)

DO 10 1 1, N-I

Y(I+1) Y(1)

10 -CONTINUE

Y(1) new sample

SUM 0.0

DO 20 I = 1, N/2

TERM = H(I)*IY(I) + Y(N-I+I)]

SU-= SUM + TERM

20 CONTINUE

GO TO 5

(output suax to DAC)
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SECTION 10

THE FIR COEFFICIENT SYNTHESIS AND EXECUTION PROGRAMS

The program from Pabiner and Gold was modified so that it was compatible '.-,;-g

.h the DEC PDP 11/45 processor and its optinized compiler (the F4P compiler).

*. enhanced version of FORTIA, IV -was necessary because of the double pre-

ionl functions and the required arccos function.

The program was changed so that it vould operate in an interactive mode

Sith the terminals of the PDP 11/45 system and put the output in hardcopy

forn to the Versatec printer. It also prints out many of the intermediate

-:,-es of the calculations at the terminal fcom which it is initiated for final

czefficient verification. There are also a nuziber of tracer comments which are

;rinted out so that the exact order of execution of the program can be traced.-

a hardcopy of this is desired, the program- can be run from the Decwriter,

i.though the amount of tracer corm.ents and intermdiate answers printed, delays

t!.e execution of the program considerably.

This program requires the user to specify the filter length, the type of

filter (multiple passband, stopbancd, differentlator, 1ilbert transforuer),

t.e nuaber of bands;, the grid density, the bandedges, the des{red function for

rt-h band, and the weight function for each band.

Since the computer systcm time does not do anyth ing and since the program

-,s not taKe particularly long to execute anyway (several seconds), very high

?rid densities can be used for accuracy.

A quicl check on the coeEf:icients ca)i be done on a calculator since the

,.a of them (taking into account how rinny times each of them is used) should

" 1.00000000. Thv coefficients ulhich are used twice (all the coefficients

;'In even length filter) shiould be raultipl-jr.d by two. One coefficient (the

:idde" one in an odd length filter) should only be used once iii the sun,.

'13
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D-. Cary Lamont of. AFIT, ha. run his vursion of the program and provided

L:l, t1h coefficients of a nine length fil.ter for a 25 11z lou.-pass filter.

, -.: . ults are shourn in table 1. These coefficients are also shotin in the

of program 1lNE.

11,a figures of this section shoie various runs for various parameters for

* "."filters on the PDP 11/45 systein. It can be seen that changes in the

S .-ighing and eesired functions make the corresponding changes in the output

,:xeters. The grid length wras 16 unless stated otherwise in the captions.

At the end of this section is the modified version of the program. It

be seen that it is interactive. The interactive version is named ASKFIR.

) ,-her interactive version is simply FIR, but this version does not prompt

•.' user with comments for the input parameters. In all other respects these

, ., versions are identical.
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FI IT
EPNPPW'I% FILTF)?

FILl..? LENG~TH 32

H(M 2) l5G5lEXI Ii31
* H( 3) =-.3G06--j=~ 0

H( 4 = ~930~Eu-~11 M 29.
H(-I 5) I E~~ +--3 = it 28)
Wt 6' 0 0.51 345B OE 1W3 = Mi 2?)

I4;I( 7) = 0 343 4 H ( 26)
U) Wt25)

Mt10) ID rJ1 9 3 :E +'O W 23)
lit 1) 0. 55 lM 22)

Yl ( 12) P. 215 4. 1 E 4 It( 21)
H (I 13) = -0. 225-r? 71 E 4 t = H ( 20)

It1) I.211 13'E 4 r, lt 19)
H M 15) -0. 1 S 143%Ej l t 1
1; 1IJ) 13. 51 C- 9I1E +' 04 H(17)

L0:,-P-- bANfD EEDGE .YI IE2iE

DESIPEr Vi'FLUE I.21

V:15 V I CI O l
D YI AT 10i 1 .-

-EXCF?Etr1;L FFREOLUEINCIES
0 . 0 1 e 19 .0y' 3 P,1rj 0

0; IS41623 1 t-.1761! U.iJ55SK1) 1; O.2 1 ''D99 -S .228615-5
C. 24G 1931 C. 243 14F-1

ablo 10-1 ThI'sc are tli,- coo-ff 4c.-Lc,7 L for a1 lenfp"h 32 filter
W;ith cutoff frequencies (0.2 Bn and 25 11z.
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V 3?lDPASS FILTER.

FILTER LENGTH- 24

IMPUR~LLSE PES.PONSE
IE 1 - O.I55I3~E~2 H( 24)

M~ 2) = ). I235P,?35E-[iI = HIC 23)
NC ) =-0. 72 66 J94 E- 01 = W 22)

MI 4) =0. 2i675 46 1E +r " c -=H 21)
I-5) -$3. ?'E,1-745E+r. HC 20j)

H( 6) 0.I?0"2922E'-01 HC 19)
7) -0. 3 L 1 5~-4 0-01 H ( 18)

I-( ) = 0. 5 03 3 3O~ [ 01 ( Ij'
H( -9) =-0-63769265E+0I HC 16)'
MI 10) 0. F543523.j-:E+[DI H( 15)

H(11) -0 .5 C17 6 7C,' ?E -f 01 ( 4
1i (12) 0. 245735 1;?[+0 1 11 1 3)'

C.fAr4 D ISrIv
LOWlER BAlND EDGE 0. Ma O9 :"D

UP"E~ ~41D E D -0E 0.2 5 C 0 v~
P!;51IED VALUE I El 0 u;-

'r I i G 1 I C. c I; I
KE V I AT UI 6 ?22
prI AI OO III lp,~-5.. ?~

EXTPFI , L FPLM1LILUCIEcS
I] D I., COIS25C 0.03G14tiC3 l. 0G?52GMc 0l.07 012-'2

LY1.i1I02 Since the lcrmir cutoff is 0. 0 liz, this is roally a
P?) low-pass filtc'.r. 1Yoticce thati thee. are sone (ThifficivriLs
l:rlirtan onL, but thu nu~i if; --till jUSt 011C. This is

I-C~;ryfor L-t.abiljty.



11(1) = -0.54497945 = (9)

F (2) = o.20219S5 = 11(3)

= -0.59043782 1(7)

H(4) = 0.32028612 =H(6)

H(5) = 0.55120021

Toble10-3 Coefficients for a IcngLb 9 FIR filter
from ";r. Gary Lamont of AFIT.
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VA'PI;S." F ILTER

FILTEP Lui3THi 0D

MP1-~ULSE FZESPfjM,1'zEs7*
1). 1)= 224rl?11E-2 H( 10)

Mi 2) -Pi. 142-21aD52-01 W~ 9)
H-I 3) 523C;5-SE-0 I P H 8)
1-1 4) -D. 1'5 '?C0E{0] M-C 7
H(I 5i) =0.615t 278E+DOj H( 6)

EB1ND I .A N D
LOWlER EPND EDGE U.i 0 0 DP W
tPPER BRAND EDGE 0.2-5000LO3'"D
D.ESIRED VA.LUE I1. 0 31E l '
t.JEI GHT I HG 1 00 c @D0

DEVIATION 114 D3 b33~CZ§

EXTRECVRh FREOIIEN I ES
0. COO I CEJ 0.05?6DD0 C.1 1i",5 0 0. I .; B. 231343

Table 10-4 Ihese are Pi coc f fic icmLs f or a I)cngt11h .10 FIR, filter
u inich passes signals in the bai-Lc 0.0001 to 0.25. l'or our sampl.e
rate of 10r) 117, this is a 0.01 Itz to 25 liz bandpass, filter. The

grld length used here was 1-6.I
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F 1?UTE 111'.~SEPS n~ (F IR)

P;7,,-4 E-DbiN-E LGOP 1fiPi

L1V~,HFH.LE DRfLFLTRLE1~

FILTEF' LUNGTlI1 10

HC I) C .21-:?2PE--02 = H(10
H( 2) =-0. 13926SS:E(1 H( 9)

H 0 .5186335,OE-cl H( 6 )
HC 4) -0. 155 -j74+I1 M 7)

MC5) C.Ei152,-FOE+@0 H( 6)

Dr)HD I BN
LOI2ER UP.ND EDGE f.CGOIO@?2
U'PER S0FI1D EDGE 0. 25 90-sJ3
D ES I ?E D VAL UE 1. 0 1 @ 0 r) C 3S

tDEVUATICH I Hl DS -84.0rJ245.8301

E>XTREr1AL FREDUENETES
D . UD 0I1E; t 0.0719'0~ 0.1791625 U.1969752 0.236['3?9

Table 10-5 Thijs filterY is identical to the filter of Table 2.)
excoept the grid length is 64. 'otice the coefficients are

* slightly different..
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F !fE i-,;Y-J Pr.SOO.- E (F IP)I OViTDPPASS FILTEP

FILTER~ LENIGTH =IFI ~~~*,-** IrULSE FS0~
1-C ) 0 O2 --1-'2 49 5 F.- 02 M 10(I()

H( 2) W0 3I76-H H 9)
H( 3)= 0.5123J5;1:.E-01 tic 8)
H(IC 4) =-. IIE-O tic 7)
HC. 5) V .G150~307TE+8*) M 6

BRND I BAIND
LOWER &MThD EDGE 0CI1

* UPPER P~~DEDGE El.255 0lJ2CU*9
D'ES IRED \,!'LUE I . 0003ioo
L!- 1 r. T IN' .

~3.00'J1~0~1 0.0I. 013.7 13759 11174 .344

DEVIrITIOMI INI DI -8-5.414611S46"

EXTrEtlP-I. FPE0UFINCIES

0. 247-5848

Tab Ie 10-6b Thii'. is anotlier 0.01 IN to 25 Ilz bnivlzass filter,
*but: w~ith a grid IC'ngtlL Of 32.
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L I . , r ih fi(; [Tv!'. F IL.'fEP DESIGrI

C6fllI)Pri-'3 F ILTFR

FILTEP LEIIGlH = 24

2nX*1 1I12ULSE PESPOW-I-E F:s4
H( 1) = C. 1826533 E-U3 = I( 24)
HC 2) - C . 19 5;!E5E--02 z H( 2.3)
H( 3' = 0. I F93;6:9-'E-1 = H( 22)
H( 4) = -0.337:'-E-01 = H( 21)
H( 5) 0 . 1 103,862E- -C = Hl( 20)
HC 6) -0.244 3,94.2E+ C G = H!( 19)
H( 7) ). 4453298F -00 = if( 18)
HC 0) -0.67'153-2E-+r00 = I( 1?)
-;( 9) = (.83"29565E+C0 = H( 16)
F( I0) = -D.83 354.3 E+O = tM( 15)
( 11) = 0.G9516--r:E+00 = H( 14)

1( 12) = --. 116 ig9 7,_,E+J, 9 H( 13)

BAID I [WflID
.LOWER BAND EDGE C.FBOICO,,C,_0"
UPPER BAND EDGE 0.250000000
DESIRED VALUE
WJE I GH'F I I IG . 10;:gO r 12

DEVI AT I O.
DEVIATION IN DB -17.ES,632146

EXTPREML' FREUE;ICIES
O.M10 '0 0. PoIE 125 O.. ,,',. 542 G. 053333 C.8817292
0.1l13750 0. 126080O 0. 16245-4 0. 18@5301 8.21 1 3(6

C.2327 1 .24 5 0 0.2 5JO00

Table . 10-7 This is a length 24 bandpass filtEr with cutoff
frequencies 0.1 Hz and 25 lIz. The grid length was 16.

41



IoLh major types of filter ex:ecution prograr:.5 were in.stallecd on

:,-.D1/45 system and their operation was verified at usuable sample rates using

!;:ht emitting diode digitail displays on the ]aboratory periplieral systema

,-,:u). All of the program3 would run at sample rates over 100 Hz. This was

,.trcrined to be adequate since it is over three times the frequency of interest

.1 the first filcars we will try which cut off below 30 11z (probably at 25 Hz).

The stability of all of these filters was also verified by allowing them

run for extended periods at various setting of the potentiometers on the

There are three execution programs which currently run on the 11/45

5.tem. Two of them execute finite impluse response (FIR) filters. One of

:hese is for filters of even length and one is for filters of odd length.

ile third filter execution program is for a first order recursive low-pass

fi ter corresponding to a one-stage passive analog RC filter.

The even length filter execution program has been tested for length ten

filters and the odd length filter progran has been tested for nine length

filters. Both of these would operate vith a sample rate of 100 11z.

The recursive filter execution prograw was designed to be non-i-ateractive

-ince it only- requires that the sample rate and the low-pass corner frequency

Ef -3 db cutoff frequency be entered at execution timie. The FIR filter

(xecution program.s; do not run in an interactive node since too m.any filter

Coefficients need to be changed for various parameters and this would make the

;rocedure very cumbersome.

The DEC optimized corpiler wa s uscd to compile all of the filter execution

rrogras. 
.

The following sequence was used to compile, build the tasks, and begini

the real-time filtering routine:

F4P EASY-=EASY

TKB EASY/PR: 4 - EASY, ]DAC, [1,1] F4POTS/IB [
RUN EASY/Pt'- 150

. IT
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"Different programs were wr itte for FIR filters of odd and even length

the run time and thus increase the sam2le rate since is is somewhat

Tihe so.ewhat marginal sample rate is caused by the software overhead used

/ ii/5 system to operate the laboratory peripheral system. It is not

'ted by the efficiency of the compiler or the specd of the hardware floating

i: r processor.

Two major changes in the system configuration were under serious con-

,.Z~tjion. These %'ere:

J., Transferring the processor task t'o thePDPIi/03 (containing the

,Sl-11 microprocessor and 12 K of memory).

2. Letting the Date. 256 system handle all of. the analog to digital

Interfacing.

The first of these tasks required that special drivers be written to

* oI the laboratory peripheral system if 1:: is still in use. The software

.oc1id required by thi, Iziboracory peripheLal system, if it is used in the

"cnt FORi-TRAN callable configurat ion, Wou:ld simply evcrlhelm the PDP11/03.

Setting the sample rate with softw:'re routines will simply not be accurate

:Zh since even the slightest amint of jitter in the sample rate will intro-

spurious frequencies into the filter. Evci though an analog anti-aliasing

e.'tir will have to be used in front of the digital filter, it cannot elii inate

turious frequencies introduct.d. A digital anti-aliasing filter is by
":Idtion impossible. Even if thu sample rate were absolutely uniform..

The FIR execution programs are perhaps the most promising filters to be

:'d in the near term since they are linear filters an._ the linear phase not

lv.kes them inherently most stal-le than filters with wildly varying phase.

,ininite impuls, response-I f,-filters) but also nakrs ph.Ise the

'Y dcesic.[t criteria. 111s is important since th. System stability can be

il.d far more easily if phase rather tlian arplitudc Jis used at the

I )ages of filter dces.gn.
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This technique allowed us to make a quick determination of the

of the digital filters since the ain problem with the analog filters

r t'.e past two years has been not being able to design enough lead into

.he filters without making the system unstable. With the FIR linear phase

achnique we were able to make the system stable by making the lead

increase very gradually over frequency and then drop off to lag very quickl"

by changing the weighting functions in the various bands.

The desired result of this in simple terms is shown in figure 10-1. It can

be seen that the phase increases toward the lead side very slowly, and then

drops off very quickly at a point in the vicinity of an isopad resonance

(probably a flexing resonance). In order to maintain the proper correspon-

dence between the phase and the amplitude function the amplitude will probably

resemble the amplitude portion of figure 10-1. This is because we assume that

the transfer function is an analytic function (in the complex variable sense)

and that for all analytic functions, once the phase is determined, the magnitude

portion of the transfer function is automatically determined. It is also true

that once the magnitude portion is determined, the phase portion is auto-

matically determined, and this is the "backdoor" approach to filter design

that has been used in the past.

We could not verify this analyticity for discrete-time (digital or

Isampled") filters. After discussing this problem with a number of experts in

tha field of digital filtering, it is clear that there is a great deal of con-

fusion over the analyticity of digital filters.

The most probable result will be that the analyticity is maintained much

as in the analog case except for the fact that the phase can be arbitrarily

shifted. This means that the phase can be tailored as needed at any arbitrary

frequency. However, the catch aT.pcars to be that the entire frequency response

transfer function mrust be shifted along the frequency as a whole and that this

may intLOruce a filter instability, and thus a system oscillation, at an isopad

rcsonance.
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SECTION 11

THE FIR FILTER. RESULTS

". first FIR filter results were obtained on a nine length filter whose

S- ..cients were generated by Dr. Gary Lamont at AFIT, Lrignr-Patterson AFB,

2 The~e coefficients are sho-wn in table 11-1.P

Tmc results of Fourier analysis are of this filter are shown in figure 3.

,ilter produced generally the results that wiere expected, that is a gradual

4f at a frequency 0.25 times the sanpile frequency. The filter was

..nAly designed to be a 25 Rz low pass filter, but in order to reduce the

;:ts of the fixed delay of the filter we ran it at a 10 Hz sample rate
.r than a 100 .z sample rate as originally planned. This produced the

2.5 Hz cutoff.

Ce of the unexpected results was the tremendously rough nature of the

.fer function. There are two possible explanations of this. One is that

,,.ple rate of the Fourier analyzer was roughly twice that of the digital

'4.r. Thus for some outputs of the digital filter, the numer of s aples

he two, while in other cases it could have been one or three. Since the

,Ie rates were very nearly even multiples, there could have even been

*'lained difference frequency effects, which could have caused the rough

,.:c of the plots. The other possible explanation offered by Dr. Gary Lamont

a ninth order filter is usually not expected to be very smooth.

*er, by comparing these plots with those of typical pass-band and stop-band

;.Je in various books on digital filtering, this explanation seems unlikely,
I.Illy since Dr. Lmont offered this suggestion without the benefit of

*,K: the plots.

The second FIR filter to be tested vas a 32 stage differentiator. It was

*-:I that this filter vould exhibit . ad. By this we mean lead in the servo

'v:t, that is thc. plot of phase versus frequency should have a positivz

l . It the usual context lead merely neaus that the pl,a:;e relationzliu is

'v,* £his filter exhibited a positive phase re;intioushipy over a portion

St' spectrum, but it was disappointing to the extent that nouwiere did it

ait led in the servo sense.

"01t. coefficients for tis filter M-i' f-1101,411 in tL " 1! 2. "



SET H CJ-fI~II ~tI

Table 11-1 Coefficients for a le~ngth 9 FV. I,,.' Vt:



SET H UEFFICIENTZl

H(3) -0U.4-21 L

H( 10)~ .27

H(12)= 0.25272-741F-

H 1) 0. P 1 2345 2

HC15)=0 L. 22 %,'?.7E -U I

* Tablo iA1cocf -iccnts fo)r a length 3? FIR eifferentiator.
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A perhaps sor-.-wiLt uni :p.CL , result wji:, obtainc.d by filterikg ihtt aotpu"t

of th~-s filter so Lhat the Fourio.r analyzer would not sce the pronounced

Stairstep patt' rn fro ,n the o-itput DAC of the Datel 256 system. This wras donve

by using P. simple onc-pole low pass filter utsing, an openrational a~alfe.The

filter was designed to have a cutoff frequency of 200 liz, well abov.e the ac tive-

range of the differentiantor, but enough to round off the output function

somewaha t.

The surprizing part of this combination, of the digital and analog filters

is that the phase was made even more positive and the phase ro].l-off was far

more gradual. This shows that corzb)inations of digital. and ana"iog filters riay

give results which are not what intuition would predict.



SECTION 12

RESULTS OF THE INFINITE Ih.PULSE RESPONSE FILTER COEFFICIENT SYNTESIS PROGPAM

Two types of filters have beer, run both on the Burroughs 6700 system and

the pdp 11/45 systezn and two othlri have breen run only on tLe Burroughs 6700

system. The types of filters which have bocn run on both systems are a low

Pass sine Butterworth filter and a handpazss taingerit Chebychev type 11 filter.

Two others have been run on the rurroug',hs 6700 system only so far. After

we slow down the ex ecution times so that we can successfully verify the oper-

ation of the first two filters we oill begin to verify these other two filters

in real-time using the time/data !'Turier Analyzer system.

We have used the following techniouc to verify the filter. We have set

a sample rate of typically one Hertz of the digital filter and a sauple rate

either equal to this or one-tenth of this for !he sample frequency of the

Fourier Analyzer. Since there is rc' such thing as a digital anti-aliasing

filter, we have used an analog filter for anti-aliasing. .e also verified

that without this alLalog filter that aliasing was a serious problem as expected

by watching the inputs and outputs oni the Tektronix storage oscilloscope.

The difference frequencies between that of the sine wave signal gener'ator
and the Nyquis. folding frequency for the given digital filter sample fre-

quency were very obvious on the scope. A matched set of filters was used on

both the input and the output. so tq y the phase effects of the two filters

would cancel. Othe pise, we otuld introduce lecd by putin thw filter on the

input only. The filters have been previously tested using the random noise

generator and the time/data system to verify that they are indeed matched in

phase response over the bandwidth of interest. This has been done periodically

by 'r. Bill Sizn',ons. An analnog niti:-,ai nsing fi lter cutoff frequency has been

chosen ecual to the 1;yqui;t folding frt.qancy for sample rates of the time/data

system equal to that of the', eigit.l filter -ccu'Lion prograi-. The cutoff

freque:-Lcy is scnled d,,r by an order of t . gnitucle for coi.repondingly lower

time/data sample rates. 'Tis i l ,, 1 . thcl .clog an:-i--al asi.ng ef fects

if this were not done. Unfort un'i:Lly oe have not found any referenlces,

theoretical or empii ical, rcgird1n g e:fC cfects of a) La ; ug on th,-- p nsie

portion of the triansfer funt..1tion.
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Returning to the matter of examining the re;ults of the MAC/FIL

progra.i, let us first look at three examples of the lopass sine Buttervorth

e, arl.plr. This program was run by Airman l.uar for three cutoff frequencies,

1 h-:t, 5 11z, and 10 Hz, all for the same sm 1e rate of 100 Hz. The cutoff

ftru .acies, are, of course scaled by the sample frequency if it is desirable,

an:! in our case, necessary to select another sample rate.

The tables of coefficients for the 1 11z case are shown in figure 12-1. It

can be seen here that two sets of coefficients are available here. Only the

cobined form coefficients have been tested so far on an execution program.

The cascade implementation would be more efficient, but it is not nearly as

general, and would hence require far more changes in the execution program

for implementing different types of filters. The combined form has been

speeded up where possible in the execution program by taking advantages of

the symmetric properties of the filter to cut down the number of multipli-

cations necessary in each loop where there exist synretrical properties.

All of the tables show a Nyquist folding frequency of 50 iz since the

sample rate is constant and equal to 100 liz.

Figure 12-2 shows the amplitude portion of the transfer function. Thcre

are certainly no surprises here. Just the transfer function for a lowpass

filter. But figure 12-3 contains a surprise in the phase portion of the trans-

fer function. Rather than finding just a simple phase rolloff as expected, we

see that the phase first increases, characteristic of an analog bandpass

filter, and then rolls off. This is a significant phase lead. This would

be very useful if we could reproduce this result in real-time for isopad

control. However, this has so far eluded us.

We now have the MAC/FIL program working properly. This program was

purchased from Agbabian Associates by FJSR.L several years ago. Problems

encountered in using the program show that it waF not operationa! at the time

we began, trying to use it several rionths ago. I..e would likc to thank Air:man.

Lear and Capt. Pcrry Cole for ':heir erforts in getting thi:i program uorking

pr, 'pr]y. The first few runs havze been devoted to verifying the sample sets
of Oata given in the 1QC/FIL manual from Aghabian Associates. Coampleln

agrecient down to the lea:t sigtif lat dl.gits in the coefficients has been

attained, thanks to the 90 bit double precision redce of the, Burroughs 6700.
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.4

These results could not be obtained on the pdp 11/45 system since the double

p r I sion arithmetic mode uses only 64 bits and roundoff errors prevented

-te calculation of any coefficients whatsoever.

The lowpass Butterworth filter coefficients for the cutoff of 5 11z are

shown in figure 12-4. The amlitude and phase portions of the transfer functions

are shown in figures 12-5 and 12-6 respectively. The coefficients for the 10 Hz

case are shown in figure 12-7 and the corresponding transfer function plots for

this filter are shown in figures 12-8 and 12-9.

It can ba seen in these three sets of plots that the lowpass rolloff is

just what one might expect from an analog filter. However, the phase plots

are distinctly different. Rather than getting just phase lag which goes

down from zero to 90 degrees, we get a phase lepd followt!d by lag which

together forms a peak of phase. This would be decidedly more useful than

the analog filter for isopad control if we can reproduce this phase transfer

function in real-time.

One of the other fcatures of these plots which seems strange to those

accustomed to working with analog filters is that the shape of the curves

chaage with the cutoff frequency. With the aualog filters one would expect

the curves to shift with frequency, but not cLange in shape.

The next set of data shows the coefficients and the transfer function

curves generated by the Burroughs 6700 for the casc. of a tangent implementation

of a bandpass Chebychev type II filter. This filter was chosen because it was

suspected that the band of this filter where the amplitude portion of the

tra!nsfer function is increasing would yield phase lead.

The data for this filter is shown in figures 12-10, 12-11, and 12-12..

The region where this filter displays lead covers nearly two, deca.ees of frequency

and is very smooth. This gives us hope that it may be useful for isop.d control,

since it should be stable and yet give a large area of phase lead. Thus both

the lowpass Butterworth filter and the bandpass (,hebychuv filter give signi-

ficant bands of phase lead yet exhibt. gooli stability. if these results can

be reproduced in real-time this will be far better that1 the perfcrr:ance

obtained by any similar analog filcer-:.

Figures 12-13, 12-14, and 12-15 sho,; the coefficient:s rnd transfer fu,-ut in

plots for a notch filter. This is o( interest since one of the filtc-rs EIi!
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Brodersxn found useful for isopad control was. a similar band reject or notch

filter. This is because the phase leid comes at a point where the stability

can e'asily b--. controlled. The digital iaplementation of the filter sho-s

lica. too, but it also shows a phase inversion relative to the analog case.

The region of phase lead in this filter is not nearly so spread out and

smooth as in the previous two cases.
*
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