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ABSTRACT

)A theoretical investigation is presented, concerning the deflagration of
cyclic nitramines (RDX, I*IX), which emerged recently as highly-energetic
components in solid propellant formulations for rocket motors.

The first part of this study involves a steady state deflagration analysis
of these monopropellants. This serves as a necessary preliminary step in the
elucidation of the rather complex deflagration mechanism of these compounds
within a propellant matrix.

Following the selection of a plausible chemical mechanism model from the
published literature, an asymptotic theory is advanced for the gaseous
deflagration wave, derived from the large difference between the chemical
relaxation scales associated with the two overall reactions under
consideration. These point to the plausibility of distinct near field and
(much wider) far field regions in the gas phase, obtaining a singular, boundary
layer type problem. This line of reasoning has led to the derivation of a
unique burning rate formula, showing increasing pressure dependence as pressure
becomes higher, in agreement with experimental observations. The analysis
demonstrates the primary importance of the near field, through which heat
feedback to the propellant surface is controlled, and the relative importance
of the far field processes in determining the overall pressure dependence.

Further investigation of the near field processes is carried out through
the formulation and subsequent nunerical solution of a detailed nonlinear
deflagration model, incorporating a reacting liquid phase. Calculations were
performed with available thermophysical and kinetics data pertaining to RDX,
throughout this study. Beside the details of the deflagration wave structure,
solutions yield the linear pressure dependence of the flame speed eigenvalue,
in agreement with the asymptotic theory predictions, and a quantitative measure
for the role of subsurface exothermicity in determining the deflagration rate;
within the pressure range below 4 MPa, this influence remains below 10%. The
nonlinear model can serve as an analytical tool, by which various relevant
chemical mechanisms and kinetics may be tested for adequacy.

The analysis in the second part is aimed at the behavior of nitramine-like
propellants within an interior burning propellant grain. This was prompted by
the notion of thick overall gaseous flame zone associated with nitramine
compounds at pressures up to 5 MPa (at least), pointed out in the first part of
this study.

First, the stationary behavior is analyzed, within a quasi one dimensional
model of the viscous sublayer, where most of the gaseous reactions are carried
out. This model is a simplified version of the lowest (zeroth) order
formulation obtained in the aforementioned asymptotic analysis. Two necessary
thermodynamic conditions are postulated, for coupling between the turbulent
axial coreflow and the wall layer. A unique solution for the perturbed (or
erosive) burning rate, as well as the extent of incomplete secondary reaction
in the layer is obtained, through a perturbed expression for the deflagration
rate eigenvalue. Actual calculations (with RDX data) reveal a progressive
dependence of the perturbed burning rate upon the mean coreflow mass flux, G
and the existence of a critical G (threshold) , below which coupling between
the coreflow and the wall layer is suppressed. The retarding effects of
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pressure increase and scale-up of interior port diameter are likewise shown.
Amplification of far field signals is demonstrated, as relatively small
deviations from fully-burnt state at the wall layer edge are associated with
appreciable burning rate perturbations.

The above analysis indicates that residual exothermic reaction (with
extent variable along the port) may be carried out in the core, due to
incomplete wall layer reaction at the perturbed state. The final part of this
analytical study addresses the problem of dynamic coupling between the axial
acoustic field and the pressure-sensitive residual reaction in the core. A
comparison of chemical relaxation (secondary reaction) and fluid-dynamic
timescales indicates possible areas of Rayleigh-type coupling, in terms of the
extent of residual reaction in the core, pressure and interior grain geometry.
In a ninerical solution of the time dependent, one dimensional core flowfield,
along with a quasi-steady (instantaneously responding) wall layer, such dynamic
coupling has indeed been demonstrated, in the form of spontaneous evolution of
acoustic oscillations. (A spectral error analysis of the Rubin-Burstein finite
difference algorithm employed tends to eliminate the time marching procedure as
possible cause for these oscillations]. In case of vanishing core - wall layer
interaction, such acoustic instability does not evolve. The intensity of
turbulence heat feedback to the wall layer and the extent of secoidary reaction
fuel/oxidizer nonstoichiometry have a strong effect upon dynamic coupling in
this form. The effects of mean pressure level and overall kinetics constant
magnitude (for the residual reaction) were shown to be two-fold: on one hand,
their increase tends to retard core - wall layer coupling; on the other, it
enhances core exothermicity, and hence the possibility of Rayleigh-type
coupling with the acoustic field.

This analysis points to the existence of an additional component to
acoustic instability, namely, heat addition by residual reaction in the core;
unlike nonsteady mass addition, however, this phenomenon must be studied within
the realm of the particular chamber environment in consideration, as it
combines propellant properties with the flow field configuration at any given
point in space and time. It is directly associated with propellants having
distended gaseous flame zones, which may lead to residual exothermicity in the
main chamber flow.
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NOMENCLATURE

A(x) = cross sectional area of propellant port, Chap. VIII, m2

A= acoustic admittance for burning propellant, Chap. VII

Alt A2  = prefactor, Arrhenius kinetics cgnstant for primary decomposition
(1/s) and secondary reaction (m /mol-s) respectively

nl = prefactor, nitramine decomposition in the liquid phase, 1/s

a = adiabatic speed of sound, Chap. VIII, m/s
ax  = d[ln(A)]/dx, chamber area cross sectional variation parameter

B = global (mass or heat) transfer nuiber, Eq.(VI. 9). Also,
Courant-Friedrichs-Lewy numiber, Chap. VIII

B* = specific turbulence transfer number (between coreflow and wall
layer), Eq.(VI. 40)

B1, B2  = quantities used in determination of relationship between spatial and
timewise discretization, Chap. IV

B = pressure-reference parameter in asymptotic burning rate formula,
p Eq. (III. 19b) , MPa

Bik = Shvab-Zel'dovich coupling coefficients in the far field, Eqs. (VI.
28a,b)

b = nonstoichiometric fuel excess expressed in terms of mass fractions,
Eq.(VIII. 11)

C(y) = diagonal convective term tensor, Eq.(IV. 13); its nonsteady
counterpart in Chap. IV is C(t,y)

CC. = discretized cross correlation, Eq.(IX. 1)

Cf = dimensionless friction coefficient for blown wall layer, Eq.(VI. 8)

CH = Stanton number for blown wall layer, Eq.(VI. 36)

Cp, Cc = specific heats for gas mixture (isobaric) and for condensed phase

respectively, J/kg-K

Cv = isochoric specific heat for gas mixture, J/kg-K

C. = Shvab-Zel'dovich coupling coefficients in the near field, Eqs. (VI.
20a,b)

D = diffusion coefficient, gas mixture, m2/s

D* = spurious diffusion term, due to generalized implicit finite
differencing, Chap. IV
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d = internal port diameter, cylindrical solid propellant cavity, m

dF = nonstoichiometric fuel excess, expressed in terms of coupling
coefficients, Eq.(IX. 4)

E1, E2  = Activation energy, primary decomposition and secondary reactions

respectively, kcal/mol

EB = normalized perturbed (erosive) burning rate parameter, Eq.(VI. 55)

Em1  = activation energy, liquid phase decomposition, kcal/mol

e(h) = residual in iterative procedure for nonlinear deflagration problem,
Eq.(IV. 82)

F, f. = forcing term vector and component respectively, in conservation
1 equations

'F' = fuel species (e.g., HCHO), far field or coreflow analyses

G(y) = diagonal diffusivities tensor, Eq.(IV. 11); its nonsteady
counterpart in Chap. IV is G(t,y)

G(x) = mean axial mass flux along chamber port, kg/m2-s

gc = normalized condensed phase exothermicity measure, Eq.(V. 7)

gF' g0  = weighting constants in the definition of mean far field reactant
concentrations, Eq.(VIII. 10)

gR = heat release due to primary reaction in the far field, Eq.(III. 42)

h*, hT = specific thermal enthalpy, J/kg
Isp = specific impulse of rocket motor, sec

Kf = number of spatial mesh divisions per unit near field length scale,
Eq.(IV. 52)

KT  = thermal amplification factor, Eq.(VIII. 12b)

k = wave number in numerical coreflow analysis, Chap. VIII and App. G,
1/m

kl, k2  = kinetic constants, primary decomposition (l/s) and secondary reaction
(m /mol-s) respectively

L = total chamber (coreflow control volume) length, m

Le = Lewis number

M = Mach number

m, m = mass burning rate or mass flux perpendicular to propellant surface,
p kg/m 2-s
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MR  = n~tramine species mass flux at gas side of propellant surface, kg

m -s

N = total number of chemical species

NF = total number of interior spacewise meshpoints in finite difference
analysis

n = burning rate pressure exponent

O = null vector

'o' = oxidizer species (e.g., ONO) in far field and coreflow analyses

O( ) = Landau notation: the term referred to is, in absolute, at most a
constant multiple of the quantity in parantheses

p = pressure, MPa (1 Mega Pascal = 10.013 atm)

Peq = equivalent pressure, used in the definition of the perturbed walllayer eigenvalue, Eq.(VI. 52b), MPa

Pr = Prandtl nuznber

Q = standard heat of reaction, J/mol (non SI units: kcal/mol)

Q* = specific heat of reaction, Q/W, J/kg

Qinj = mass injection heat loss to the coreflow, J/m3-s

3= heat release by chemical reaction in the coreflow, J/m -s

Qs, Q* = overall surface heat release (or depletion), J/kg

qc = liquid side of the gas-liquid heat flux balance, Eq.(IV. 35b),
J/m -s

q fb = heap feedback from coreflow to the wall layer (turbulence transport),
J/m -s

qg = conductive heat feedback to propellant surface (gas side), J/m2-s

R( ) = nitramine reactant in chemical mechanism: (g)vapor, and (liq) liquid
phase

Re = Reynolds number

R u = universal gas constant, 1.987 cal/mol-K;in equations of state, SI
units

r = linear regression rate of burning propellant, m/s

Sc = Schmidt nunber



xiii

S. = chemical species, in schematic reaction mechanism

s = specific entropy, J/kg-K

T = temperature, K

T0  = ambient solid phase temperature, K

t = time, sec

t* = chracteristic time scale, sec

= diffusional time scale in the gas phase, Eq.(III. 5a), sec

t* = diffusional time scale in the condensed phase, Eq.(VIII. 1), sec
p

t~l, t 2 = reactive time scales for primary and secondary reactions respectively
(gas phase), sec

U(y) = dependent variable vector, Eq.(IV. 12); its nonsteady form in Chap.
IV is U(t,y)

U0 (x) = centerline velocity in the motor port, Chap. VI only, m/s

U(x,t) = finite difference approximation of the dependent variable vector,
Chap. VIII

u( ) = dependent variable vector. Also, gas velocity, m/s : perpendicular
to propellant surface (Chaps. I-V) and parallel (axial), Chaps.
VI-IX

Ums mean molecular velocity perpendicular to the surface, Eq.(IV. 78),
m/s

u = frictional velocity, defined by the shear stress at the wall, m/s

V, V3 = finite difference approximation to nonsteady dependent variablen vector, Chap. IV

v( ) = dimensionless dependent variable vector in finite difference
algorith]n, Chap. IV

vs  = gas velocity normal to surface at condensed-gas interface, m/s

Wi 1; = molecular weight of species i and mean molecular weight of gasmixture, kg/mol

WR = molecular weight of nitramine, kg/mol

W* = tangential velocity scale for calculation of viscous sublayer
thickness, Eq.(VI. 6)

Wk,i = specific reaction rate k for species i, kg/m 3-s

wk~i
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wi(x,t) = generalized advective terms for coreflow formulation in conservation
form, Chap. VIII

XCH = chemical relaxation length scale, along chamber axis, Chap. VIII, m

xJ = spatial finite difference operator, generalized implicit algorithm,n Eq.(IV. 47)

XR = nitramine molar fraction

x = axial coordinate, coreflow

Y i = mass fraction of species i

YF, YO = mass fraction of fuel and oxidizer species in secondary reaction

YR = nitramine mass fraction

y = flame zone coordinate, perpendicular to propellant surface

Yl = viscous sublayer thickness, Chap. VI

ZF,i = Coupling parameter for chemical species in the coreflow, Eq.(VIII.44)

ZIn  = right hand side of the generalized implicit discretization operator,nEq. (IV. 47)

GREEK ALPHABET

C c = condensed phase thermal diffusivity, m2 /S

<K = Knudsen accommodation coefficient, Eq.(IV. 77)

Ok,i = Wi(I -)I )k,i/4, stoichiometric coefficient of species i in reaction
number k

= dimensionless viscous sublayer transfer nunber, Eq.(VI. 5)

11i' 2 = dimensionless activation energies, primary decomposition and

secondary reaction respectively

= Cp/Cv, ratio of specific heats

A = difference, increment or decrement, for parameter following the
symbol

H0, = standard enthalpy of formation for species i, J/mol

L/hD = heat flux defect at gas-liquid interface, due to liquid phase
exothermicity, Eq.(V. 7), J/m2 -s

At = dimensional timestep in ninerical integration

At At/ta, dimensionless timestep in numerical solution, Chap. IV
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Ax = dimensional space increment, coreflow numerical analysis, Chap. VIII

Ay = dimensional space increment, nonlinear deflagration numerical

analysis, Eq.(IV. 52)

I * = dimensionless specific entropy, Chap. VI

S( ) = variational operator: small increment of the parameter following the
symbol

8" = length scale in flame field analysis

= = diffusive length scale, gas phase: ratio of diffusivity to mass flux

Rk = chemical relaxation length scales for primary decomposition (k = 1)and secondary reaction (k = 2)
6RW = chemical relaxation length scale in viscous sublayer (secondary

reaction) , Chap. VI

F_, = small perturbation quantity, 0< F<< 1, Eq.(III. 30)

Flt = dimensionless small quantity defining convergence to steady state of
numerical integration, Eq.(IV. 65)

8R = normalized sublayer reactedness parameter (equivalently, normalized
cutoff enthalpy) , Eq.(VI. 35)

F-T = turbulence diffusivity, Eq.(VI. 15a)

= dimensionless near field coordinate

71 = dimensionless viscous sublayer coordinate, section VI.B only

= normalized mass fraction of species i

= dimensionless near field enthalpy, Chap. III

9 = dimensionless temperature, Chap. V

W' = generalized-implicit parameter, 0< W < 1, numerical analysis,
Chap.IV

9 fb = normalized heat feedback to wall layer, Eq.(VI. 41)

= flame speed eigenvalue, Eq.(III. 29)

= thermal conductivity, J/m-K-s

Xkmax  = maximal eigenvalue of advective coefficient matrix C, Chap. VIII
only

= viscosity, kg/m-s
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= kinematic viscosity =

i,k = stoichiometric coefficient for reactant i in reaction k ( )'

denotes reactant and ( )" denotes product

= alternative dimensionless viscous sublayer coordinate, Eq.(VI. 15b)

IT = Tr 67r, + ... normalized pressure: asgmptotic expansion,
Chap.Ill 2

= density, kg/m 3

d p = temperature sensitivity of the burning rate, Eq.(V. 17)

= hT/Q, dimensionless thermal enthalpy

-Cw = frictional shear sterss at wall (with mass injection), Chap. VI

= p/B , normalized pressure, Eq.(III. 19) only

= u/u , normalized tangential velocity, viscous sublayer analysis,
section VI.B only

4T' si = overall dimensionless flux (convection and diffusion), for enthalpy
and chemical species i, respectively

= dimensionless form of liquid side of the heat flux balance at the
gas-liquid interface, Eq.(V. 2)

4_ = frequency, cps

W k  = overall reaction rate fqr primary decomposition (k = 1) and secondary
reaction (k = 2), mol/m--s

t = , overall reaction rate, kg/m 3-s

SUBSCRIPTS

a = acoustic

CH = chemical relaxation

C or COR = core flowfield properties

c = condensed phase property

D = diffusional or molecular transport property

eq = equivalent

f = final flame position, where adiabatic flame temperature is attained

fb = feedback (turbulence transport) from coreflow to wall layer

g = gas phase property
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i = integer denoting chemical species or vector component

k = integer denoting reaction number (k = 1 for primary decomposition and
k = 2 for secondary reaction). Also, secondary reactants 'F' and
'0', Chap. VI

L = wall layer, Chap. VI

liq = liquid phase property

m = melting point in Chaps. I-V. Also, mean properties, Chaps. VI-IX

max = maximal

n = space mesh number in finite difference algorithm: xn = njx

NR = nonreacting (condensed phase)

pert = perturbed (gaseous flame zone, burning rate), due to turbulence
interference

RC = reacting (exothermic condensed phase)

ref = reference value

s = propellant surface: gas-solid or gas-liquid interface

ss = steady state

sub = sublimat.on

stg = stagnation

v = evaporation

0 = zeroth order term in asymptotic analysis of Chap. III. Also,
initial conditions, Chap. IV-IX

SUPERSCRIPTS

(h) ,(k) = iteration level number, or harmonics serial number

j = timestep index, finite difference approximation, t j = j At

0 = unperturbed, normal steady state property. Also, zeroth order
property, Chap. III only

= (overbar), mean value, except in section VI.C.2, where it denotes far
field properties

= specific or characteristic property (dimensional, except for mass

fractions, Yi)

= dimensionless or normalized quantity



CHAPTER I

INTRODUCTION

A. Cyclic Nitramine Deflagration at Steady State

Nitramine compounds like RDX and HMX were conceived originally as
secondary explosives, due to their high energy content and relative stability.
The chemical composition of RDX and HMX can be expressed by

N:O:H:C = a1:a2 :a3 :a4 = 2:2:2:1

containing almost stoichiometric proportions of oxygen and fuel material, as
shown by the ratio,

(0)/[ 0.5(H) + 2(C) ] = a2/[0.5a3 + 2a4] = 2/3

(slightly fuel-rich), where final combustion products H, CO and N2 were
considered. Nitramines are known to deflagrate stably 3t presures within the
rocket operating regime, 1-10 MPa. These properties have led to a relatively
new application for RDX and HMX, in solid propellant rocket motors. Relative
to composite (inorganic oxidizer with plastic binder) or double base
(nitrocellulose with nitroglycerin) propellants, RDX and [f4X burn relatively
slowly at low pressures and exhibit a rather high pressure sensitivity.
Experimental evidence points to an increasing pressure exponent over a wide
range of pressures, from 0.5 at low pressures, to 1.0 at high pressures.
Further, high speed shadowgraphs taken during deflagration indicate extended
heat release by exothermic reactions in the plume of strand-burning ii4X samples
(at 2.1 MPa) , appreciably different from parrallel plume observations made with
ammoniun perchlorate (AP), where the extent of such heat release seems
negligible in comparison.

Additionally, scanning electron micrographs of the deflagrating surface of
RDX and !fWX reveal the existence of a melt layer, at pressures within the
rocket operating regime; the entrapped bubbles observed indicate the
plausibility of subsurface decomposition under these conditions (liquid phase
decomposition is also known to occur with AP).

These observations point to a possibly complex self-deflagration behavior,
with a mechanism and structure which may differ from that of AP deflagration,
at least with respect to the gas phase processes. The deflagration problem is
further compounded when RDX and HMX are utilized in a granular bed, or in a
propellant matrix requiring granular nitramine with various additives, (e.g.,
inert hydrocarbon binder), where the burning rate pressure exponent becomes
discontinuous (upward shifts to values appreciably larger than 1.0) at
pressures between 15-35 MPa.

An understanding of self deflagration of RDX and [fIX is essential prior to
any attempt to elucidate the inherently more complex propellant matrix
combustion. This provides the motivation for the first part of the present
study, being an analysis of nitramine monopropellant deflagration at steady
state. The objectives for this part are as follows:
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1. A rational theory of self deflagration, expressed in a mathematical
model. The model would incorporate the gaseous flame zone and the
condensed phase, with the associated physical and thermochemical
processes.

2. An algorithm for solution of the deflagration model, in order to
obtain qualitative insight as well as quantitative data regarding
primarily the flame structure, the condensed phase processes and the
overall pressure dependent behavior.

The corresponding subjects are covered in Chapters III through IV; they
are preceded by the literature survey in Chapter II, which also serves as a
source for the chemical mechanism employed and for the thermophysical and
chemical kinetic properties.

The present analysis utilizes available experimental data regarding the
chemical decomposition mechanism, its kinetics, and various thermophysical
constants as essential input. This is opposed to certain analyses which employ
observable deflagration behavior in order to calculate some of the
afore-mentioned parameters, e.g., using the experimental burning rate pressure
exponent to define the order of the apparent overall gas phase reaction.
Indeed such practice can be justified only in certain limited cases, such as
gaseous deflagration with simple reactant mixtures, but not over the entire
class of solid propellant flames, involving quite complex chemical mechanisms.
In other words, the physics of propellant deflagration do not guarantee the
validity of a single overall chemical reaction under all pressures; in the same
vein, based on comparable observed deflagration rates vs. pressure, one may
not deduce that AP deflagration models should intrinsically apply to nitramine
as well, with a mere change of input parameters.

To conclude, an enhanced complexity can be expected in the deflagration
process of nitramines relative to that of AP, (in the gaseous flame zone
particularly) which justifies a detailed investigation and a new approach, not
limited to a single overall gaseous reaction term. Fortunately, the r ipid
advent of both applied mathematics (small perturbations) and ninerical methods
for differential equations in the last 15 years, make such analyses feasible.

B. Reacting, Nonsteady Rocket Chamber Flows

The first part of this study prompts extension of the investigation to the
rocket chamber environment. This task is undertaken in the second part herein,
including Chapters VI through IX. Considering propellants which exhibit
relatively long, premixed gaseous flame zones within the rocket operation
pressure regime, the following questions are addressed.

1. Stationary Interactions

Within a prismatic, longitudinal propellant grain cavity, what would be
the physical interactions between the main axial gas stream (termed core flow)
and the intensive gaseous flame region near the propellant surface. A
comparison of blown, viscous sublayer thickness and the pertinent chemical
reaction length scales shows that reactants may be swept into the core flow
under favorable conditions (e.g., port diameter, axial position along cavity
and pressure), with a certain extent of residual reaction in the core
permitted. Therefore, since gases in the core are closer in the mean to the
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fully reacted state than those at the outer edge of the viscous wall layer, a
driving enthalpy potential arises, by which heat may be fed back to the
reacting wall layer, through turbulence transport. This can cause effective
perturbation of the gaseous flame region adjacent to the propellant surface
(namely, a departure from the normal stationary deflagration mode, analysed in
the first part of the study) , leading to burning rate modification.

The physical interaction, resulting in a novel concept of enhanced burning
in rocket motors employing propellants which have long, premixed gaseous
reaction zones, is the subject of Chapter VI. The analysis is motivated by the
well-known property of double base propellants to exhibit extended reaction
well beyond the wall layer region in certain low pressure motor configurations,
their susceptibility to erosive burning (typical to "low burning rate"
propellants) and the mounting evidence that nitramines with plastic binders
behave in a similar way. Modeling is done by use of the formulation developed
for nitramines in the first part of the study, assuming certain analogy with
double base propellants regarding the flame structure.

2. Dynamic Interactions

A direct outcome of exothermic, pressure-sensitive reactions in the core
flow field is the possible modification of the dynamic core flow respoa:e.
Most previous analyses of dynamic stability of solid propellant motors
(acoustic or nonlinear) avoid this problem by addressing AP-propellant
configurations, assuming short or collapsed gaseous flame zones. Thus, the
core is considered an inert wave carrying medium; dynamic interaction is
centered upon the propellant boundary, where nonsteady mass feeding, resulting
from time-like relaxation of the condensed phase thermal wave, is coupled with
pressure (and recently, velocity) fluctuations in the core flow field.

The question here is, what would be the effect of core reactions upon the
dynamic stability of the motor configuration, considering small amplitudes.
The particular coupling between chemical reactions in the core and (stationary)
erosive burning within the present framework, leads to an added dimension to
the propellant chamber dynamics: the history of the flow field must now be also
considered. In other words, determination of the propellant admittance or
burning rate response functions outside of the specific chamber environment
cannot yield the sufficient input to the stability analysis.

This problem is investigated in Chapters VII through IX. A quasi one
dimensional core flow model is formulated and solved numerically. The insights
obtained may contribute toward the understanding of low amplitude, high
frequency instabilities observed with double base propellants, bearing a
striking resemblence to recent observations with nitramine propellants.

i.



-4-

CHAPTER II
THE PROPERTIES OF CYCLIC NITRAMINES:

A LITERATURE SURVEY

A. Introduction

This chapter serves two major purposes in the present study. First, to
introduce the properties of nitramines and provide details of th. chemical
mechanism involved in their decomposition. Second, to obtain a backgriund for
the overall deflagration characteristics of these substances. This is done
through a review of published works. Particularly, in the first instance, the
literature will serve as a source from which an idealized chemical mechanism is
developed for subsequent nitramine deflagration analysis in the following
chapters.

The plan or presentation herein is as follows. Molecular structure and
thermophysical properties are given in Section B. Chemical decomposition
mechanism and kinetics are reviewed in Section C. The chemical decomposition
model is shown in Section D, and Section E contains the review on nitramine
deflagration properties.

B. Structure and Thermophysical Properties

1. Molecular Structure

Cyclic nitramines are non-polymeric, molecular substances which may form
crystals. In general, their chemical formula is

[-CH2-N (NO2 )-] i

where i has integral values. In the present chapter, as well as in the
remainder of this study, only properties of the cyclic nitramines 1, 3, 5
trinitrohexahydro-l, 3, 5 triazine (RDX, with i = 3) and 1, 3, 5, 7
tetranitro-l, 3, 5, 7 tetraazacyclooctane (HMX, where i = 4) shall be of
interest. The structure and a representative conformations of t.,ese two
substances are shown in Figs. II.1 and 11.2, schematically.

Molecular conformations and associated bond energies of RDX were reported
by Orloff, Muellen and Rauch I utilizing ultra-violet absorption spectra
measurements in a molecular orbital study of the electronic structure. Of the
four apparent conformations considered, three are of the chair type, observed
experimentally in RDX crystals, with varying degrees of molecular symmetry
(concerning the N o groups) and one is a boat conformer. One of these chair
conformers, shown tn Fig. II.1 with the NO groups in equatorial positions was
considered most favorable in that its groun3 state energy lies lowest and it
offers symmetry about 3 major axes. It has been concluded that different
chair-type conformation most probably correspond to liquid and vapor states on
one hand (with free molecule and high degree of internal symmetry) and to
crystal on Jhe other, as packing forces would interfere in the latter state.
The authors also report the various bond energies associated with the RDX
molecular structure; these were mostly estimated by extrapolation (using
electron overlap population data) and are summarized as follows:
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CALCULATED RDX BOND ENERGIES:
N-C 80 kcal/mol
N-N 66 kcal/mol

Unfortunately, there are no analytical means by which to correlate these
energies with actual activation energies in the process of decomposition.

The molecular structure of RDX was also investigated by Harris,2 using

X-ray diffraction.

2. The Crystalline Polymorphs of RMX

HMX in the solid state exhibits four distinct crystalline polymorphs,
designated alpha, beta, gamma and delta. This is in contrast to RDX, having
only a single observed crystalline form. The polymorphs of RV were first
described by McCrone 3 in 1942. In a more recent study utilizing hot stage
microscopy, Teetsov and MciCrone 4 reported the transition temperatures between
the various conformations. The beta polymorph is the one stable at room
temperature, up to 388.5 K where beta to alpha transition occurs; the beta to
delta transition evolves at 439 K. The delta state is the most stable between
439 K and its melting point, at 554.5 K. Within the entire temperature range
from ambient to melting, the gamma polymorph is unstable at ordinary pressures.
The melting points of the other three pure crystalline olymorphs were also
measured: 520 K, 530 K and 553 K for beta, alpha, and gamma HMX respectively.
In comparision, the melting point of RDX is 478.5 K, measured by Hall. 5 The
effect of thermal decomposition )f HMX upon the above experimental results was
assumed negligible, as good reproducibility was obtained over a wide range of
heating times.

Maycock and Verneker,6 in a study of HMX decomposition by
thermogravimetric (TGA) and differential thermal analysis (DTA), suggested that
transition from beta-HMX to delta-HMX is irreversible, as their delta-HMX
samples, (obtained by heating from the beta polymorph) remained stable for more
than 24 hours at room temperature after cooling. Further, the transition
temperature from beta-HMX to delta-HMX was found to depend upon the heating
rate: 458 K at 2 K/min and 473 K at 15 K/min.

The molecular structure of H4X in its four polymorphs was studied by Cady,
Larson and Cromer, 7 who summarized the available X-ray diffraction data
concerning the heavy atom positions. The structure of beta-HMX, the polymorph
stable at room temperature, was reinvestigated by Choi and Boutin, 8 utilizing
neutron diffraction techniques which enable the determination of the H-atom
positions; three dimensional models of the beta-HMX molecule were built in this
laboratory using their data.

Relative stability of RV and RDX crystals was investigated by Belyayeva
et al, 9 in a study utilizing rates and extents of decomposition below the
melting points, as well as X-ray diffraction data. The range of temperatures
considered for RV w s above 453 K , which is higher than the alpha-delta
transition point 3 , 4 ' so that delta-HX was probably involved. The article
consistently refers to alpha-HMX as the stable polymorph above I%3 K, which
disagrees with the designation common to western literature (i.e., delt-HMX).
These authors conclude: that HMX is more stable than RDX in the condensed
phase, and attribute the difference in stability principally to differences in

.. . .. . .. .. . .. . . ... . . -: -.. ,.a . .. . . . ... ... . .... . .. .... .. ... _ _ -... .. ....
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the intermolecular distances between C--O atoms in the crystal lattice; they
report a distance of 3.21 A for RDX and 3.01-3.12 A for HM, resulting in a
contribution of 7 kcal/mol to the intermolecular interaction energy for RDX and
presunably a greater addition to HX (the potential energy well becomes deeper
as the C-0 distance decreases) . Overall, molecular potential interaction
energies of 27 and 35 kcal/mol were calculated for RDX and WX respectively,
explaining the observed difference in stability of the crystals. The
observations regarding the C--O atomic distance in MX crystals tend to be
corroborated by the values reported earlier by Cady et a17 and by Choi and
Boutin8 for beta-HMX, reporting intermolecular distances less than 3.20 A
between heavy atoms (3.02 A for C--O) and less than 2.60 A between H and heavy
atoms.

Thermophysical properties of RDX and HMX are summarized in Table I1.1,
along with the literature sources.

3. Sublimation, Vaporization and Melting

Vapor pressure as function of temperature below the melting point and
heats of sublimation were reported by Edwards I0 for RDX, by Rosen and
Dickinson1 1 for RDX and beta-HMX, and by Taylor and Crookes 12 for delta-HMX.
The results in all cases were correlated by the logarithmic vapor pressure (pv
equation,

l0gl0(Pv ) = A - B/T

where A = const relates (pv T) at some reference point, B = Qsu,/2.3 Ru, and
Q ub is the molar latent heat of sublimation. The results of all three works
an sunmarized by Taylor and Crookes and are given in Table 11.2. Rosen and

DickinsonI attribute the difference in their calculated molar heat of
sublimation data, Qs(beta-HMX) -Q ub(RDX) = 10.78 kcal/mol to the molecular
weight difference, a'indeed the reiu-Iting specific heats of sublimation for
RDX and beta-HMX, 140 n and 141.5 kcal/g respectively, are remarkably close.
Considering the ciystalline stability argument of Belyayeva et al, 9 based on
intermolecular attraction dominated by the C--O proximity, it seems now more
appropriate to assign this interaction an energy value closer to 10 kcal/mole,
as possible explanation of the molar sublimation enthalpy difference between
RDX and beta-HMX; note that I  Q (RDX)/3 = 10.37 kcal/mol, while
Q (beta-HMX)/4 = 10.47 kcal/moIg, in support of the above line of reasoning.
i -small difference in interaction energies per C--O set might result from
the snall differences in the C--O distances for beta-HMX and RDX, observed
earlier.

A somewhat large difference can be observed, cf. Table 11.2, comparing
the Qsuk(RDX) of Rosen and Dickinson I and of Edwards,1 0 being 31.11 and 26.8
kcal/mo respectively. The former (and more recent) data seems to be more
commonly accepted with the differences possibly emanating from the different
experimental methods. A hypothetical small amount of gas phase decomposition,
more pronounced in the experiments of Edwards 1 0 (due to the higher temperature
range) must be ruled out as possible explanation; it can be shown to produce a
trend opposite to the one observed, namely both higher A and Qsub"

The relatively mall difference in the 1MX sublimation enthalpy data of
Rosen and Dickinson l" and of Taylor and Crookes,1 being 3.89 to 2.59 kcal/mol
is attributed in the latter work to the differences in the polymorphs
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investigated, beta-HMX and delta-HMX respectively. This is verified by the
results of Hall 5 , in a DSC study of decomposition and phase transitions of
various secondary explosives. The values reported5 for solid-solid transition
energies of HMX are approximately 1.9 kcal/mol for alpha to delta and 2.35
kcal/mol for beta to delta transitions.

The heat of fusion, Qm', measured by Hall 5 for RDX is 8.5 kcal/mol.
Similar measurements were not reported for HMX since it tends to decompose at
temperatures below its melting point, at the heating rates utilized for thermal
analysis (90 K/min is a high rate in common DSC devices) and the size of the
melting endotherm is found to depend upon the heating rate, as will be
discussed later. A first estimate of the molar heat of fusion for delta-HMX
can be obtained from (4/3)Q m 11.4 kcal/mol, based on the foregoing
crystalline intermolecular adyPaction arguments.

In conclusion, an important difference is observed between RDX and HMX:
the latter melts with decomposition at moderate heating rates, to the extent
that the decomposition exotherm obscures the melting endotherm, and its fusion
enthalpy cannot be measured by conventional means; RDX under the same heating
rates does not exhibit significant condensed phase reactions for T @< Tm.

C. The Chemical Mechanism and Kinetics of Thermal Decomposition of RDX and HMX

Melting of HMX is accompanied by decomposition at moderate heating rates,
as mentioned in the foregoing section. When heated at a slow enough rate, both
RDX and HMX are observed to decompose in the condensed phase at temperatures
below their respective melting points. An appreciable acceleraJion of the rate
of thermal decomposition is observed upon liquefaction, achieved even below the
melting point due to interaction of RDX and HMX with initial decomposition
products. Sublimation and evaporation of these compounds at temperatures below
and above the melting point facilitates decomposition in the vapor phase,
simultaneously with the condensed phase reaction; the vapor phase reaction is
approximately 10 times faster than the condensed phase reaction at T < Tm.

The majority of the experimental studies of the decomposition process
reviewed herein were performed at moderate heating rates and temperatures, and
under relatively low pressures (up to 1 atm). These studies are divided into
two categories, according to the temperature regime: T > T in Section C.1 and
T < T in C.2. Investigations performed in temperature and pressure ranges
corre ponding to deflagration are treated separately in Section C.3, followed
by a discussion of decomposition properties which concludes this section.

1. Studies of Thermal Decomposition Above the Melting Point

The decomposition kinetics of RDX and HMX were investigated by Robertson
13

at temperatures above the melting point using a manometric method (pressure
rise in reaction vessel as function of time, with temperature as parameter).
For RDX, decomposition of the pure substance as well as dilute solutions (2, 5,
and 20%) in ester and TNT were tested, showing overall first order kinetics.
Several of the gaseous product concentrations were measured, and the Arrhenius
rate constants calculated; for pure RDX, log1 0 (k) = 18.5 - 47.5/2.3R T, while
for the RDX in TNT solution, log (k) = 15.5 - 41.5/2.3R T. The raVe in
dilute solution was found lower tRan for pure RDX in the ?emperature range
tested. The chemical mechanism suggested involves initially th transfer of
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the 0 atom from a nitramino group to a neighboring carbon, forming an
oxaoiazole intermediate which breaks up subsequently to form CH 0, N 0 and
other products. The differences between pure and dilute solution decomposition
was attributed to a short thermal chain reaction, effectively inhibited in the
solution. A similar mechanism was assumed to prevail for H4X, but only the
pure substance was tested. HMX was found to decompose vigorously upon
liquefaction, somewhat below the melting point where an accelerative reaction
was identified, much slower than the ensuing first order decomposition. Te
kinetic rate constant calculated for the latter is log, (k) = 19.7 -
52.7/2.3R T. All the kinetic data are sunmarized in Table II.3, along with the
associate8 temperature range.

Rauch and Fanelli 14 investigated RDX decomposition at temperatures above
the melting point, in the range 480 K - 500 K. Small samples were tested in
initially evacuated glass vessels, using a manometric method. Concentration of
gaseous decomposition products was measured, and the effects of reactor volume
(26 - 300 cm3 ) and initial sample weight estimated. Concentration - -i.me
profiles of N20, CO and NO were reported; the NO species was not reported in
other studies, and Aespite its relatively low concentration, was found highly
significant: NO2 showed progressive dependence upon reactor volume, exhibited
typical peaks not observed with N and CO , and (on a per mole decomposed
basis) was independent of the iniial RDX 3ample weight. These strongly
indicate a gas phase decomposition in which NO2 is produced at the initial
stage and then depleted. on the other hand, within the experimental error, the
measured decomposition rates were found virtually independent of the reaction
vessel volume. The authors concluded therefore that within the temperature
range tested, decomposition proceeds simultaneously in the gas and the liquid
phase, that the extent of gas phase reaction is relatively small due to the low
RDX vapor pressure, and that the rate measured pertains to the liquid phase
decomposition. The kinetic data was found to follow overall unimolecular first
order and the kinetic constant calculated is shown to be in good agreement with
that of Robertson 13 for pure RDX, cf. Table 11.3. Different mechanisms were
assumed to prevail in the liquid and in the gas phase. For the gas, the
initial step proposed involves homolytic N-N bond rupture, producing NO and
other products; for the liquid, the authors cite the oxadiazole mechani~m
suggested by Robertson.

13

Rogers and Smith 15 investigated the kinetics of RDX decomposition in the
liquid state utilizing a method for determining the kinetic rate constant and
overall raction order from DSC data, where the order of reaction, s, is not
necessarily unity. Prescribing s = 1, the Arrhenius parameters were in good
agreement with those obtained by Robertson, 1 3 (who assumed first order
kinetics). However, the calculated order (average) for RDX was 1.3, indicating
a degree f complexity in the reaction, in which case the average (A,E) were
both appreciably higher than the data of Robertson, cf. Table 11.3. As the
method is capable of calculating E at any point along the decomposition curve
of a single DSC run, (for an assumed s) , the authors concluded it was adequate
for study of complex reactions exhibiting autocatalysis (E decrease) or
inhibition (E increase), both of which seemed to occur in RDX decomposition.
This partjular method was not pursued in subsequent publications by
Rogers ' concerning RDX and HMX, where overall first order kinetics were
considered.

i-4X decomposition in the liquid ?ase, in the range of temperatures
554-558 K was investigated by Rogers, utilizing DSC in isothermal mode. To
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avoid the complexity of the induction and accelerative reaction periods, only
the receding portions of the DSC decomposition-time curves were considered,
corresponding to homogeneous liquid phase reaction at the maximal rate. Good
correlation with first order kinetics was obtained, and the Arr!.nius
parameters are in excellent agreement with the data of Robertson.13 TiL method
is therefore particularly adequate for compounds melting with decomposition,
exhibiting sigmoid (S-shaped) decomposition-time curves.

The kinetics of RDX decomposition in the temperature range 505-520K was
further investigated by Rogers and Daub1 7, using DSC in the isothermal mode
described earlier. 1 6

EMX was included in the study as well, but reported with lesser detail.
This work is unique in its attempt to define the kinetics constants of vapor
phase decomposition from composite DC plots, despite the relatively small
fraction of material decomposed in the gas. Simultaneous liquid and gas phase
decomposition was detected, as the shape of the decomposition rate curves was
found to depend upon sample cell volume and total cell-perforation area (the
latter used for pressure equilibration) . The vapor pressure, constant at a
given temperature as long as a liquid exists, was determined at the instant the
last liquid disappeared, by integration of the decomposition curves. From
these data a clausius-Clapeyron plot was made for RDX, obtaining the heat of
vaporization; a least-squares fit of the data, made in this study, yields Qvap
= 20.28 kcal/mol, smaller by 2.3 kcal/mol than the value obtained from the
combined results of Rosen and Dickinson I1 and Hall, 5 cf. Table II.1. The
resulting evaporation law parameters are given in Table 11.2. The receding
portion of the decomposition rate vs. time curves, used to determine the order
and the rate of the reaction in the liquid and the gas, consist of two parts: a
relatively long exotherm, corresponding to liquid phase reaction, followed
(after a small transition interval) by a much shorter and somewhat steeper
tail-off, corresponding to pure gas phase decomposition after th disappearance
of the last liquid. Both reactions were shown to be very closely of first
order overall for RDX; orders of 0.84 and 0.94 were found for the liquid and
the gas respectively. For HMX the picture is more complex: 97% was found
decomposed with an apparent order of 0.6, indicating a complex condensed phase
reaction, while the remainder followed an order of 0.9, attributed to the gas.
Arrnenius plots for the gas show distinctly more data scatter than the order
plots from a single DSC run, particularly for HMX.

In the way of critique, it should be pointed out that the DSC apparatus is
designed primarily for testing liquids or solids as heat conduction through the
cell bottom facilitates reliable thermal measurement. Heat release from the
gas phase reaction might not be measured with confidence due to convective
losses through the cell top, thermal gradients in the gas (occupying more than
80% of the cell volume) and uncertainty in the initial equilibrium
concentration of reactant, due to vaporization retarded by the presence of
product gases. To these difficulties one may add the relatively small amounts
reacting in the gas (less than 2.5% for RDX at the maximal temperature) , which
implies that the maximal deflection of the DSC exotherm was calibrated for the
larger heat release from the liquid. To the extent of describing an initial
intramolecular first order process, such as anticipated for the gas phase
decomposition of RDX, the dilute solution phase decomposition data of
Robertson 3 woul 7 seem relevant for comparison with the vapor phase data of
Rogers and Daub unfortnately, the Arrhenius parameters are far from
agreement. The reported gas phase kinetic data for RDX and HMX are given in
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Table 11.3. For the liquid phase decomposition of RDX, (A , E) were lower than
those obtained by Robertsonl for the pure liquid: differences of 100 i/s in A
and 3 kcal/mol in E are observed. In a later note, Rogers 18 modified these
values by subtracting the effect of the gaseous reaction from the overall
decomposition curve and obtaining the rate for liquid decomposition alone; the
corrected liquid RDX data is in very good agreement with the data of
Robertson, 13 cf. Table 11.3. Finally, regarding HMX, the liquid phase kinetic
data of Robertson and the gas phase data of Rogers and Daub1 7 are in excellentagreement.

2. Studies of Thermal Decomposition Below The Melting Point

Suryanarayana and co-workers at Picatinny Arsenal 19 published an isotope
study of HIX decomposition. Using 1 5N as tracer, 99% of which was shown to be
located in the nitremino groups, the products of decomposition were measured at
230 C, 254 C and 285 C by mass spectrometry. These temperatures cover a range
below and slightly above the melting point (281 C), where delta-HMX is the
stable polymorph. Thus, the results pertain to condensed phase decomposition;
HMX was found to decompose vigorously in the solid state before ittelting, as
temperatures were raised above 200 C. The most important observation made was
that nitrous oxide, formed in relatively large quantities (40% of tot-l moles
produced) was determined to consist mostly of the isotopic form NI5No. The
authors concluded, therefore, that the mechanism of thermal decomposition in
the condensed phase involves rupture of the C-N bond, rather than that of the
N-N bond (despite the much lower energy of the latter); this behavior was
attributed to stabilization of the N-N bond by resonance of the NO2-groups,
following observations by Cady et a17 that the N-N distance in the crystal was
shorter than that of a single free standing N-N bond. A concerted
intramolecular mechanism of decomposition was proposed as follows:

O N-00- N-'0

--- N--

I I

(T:1.1)

H2K-: -! I+
H2 ,H 2C N

McCarty20 has proposed three different intermediate-mechanisms of similar
form, which to various degrees intend to improve the original scheme19 in terms
of observed molecular orbital symmetry, anG better fitting of observed final
decomposition products.
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In contrast to the behavior of HMX described above, Cosgrove and Owen 2 1

reported that RDX tends to decompose mainly in the vapor phase at 195 C (below
its melting point, at 205.5 C) with insignificant decomposition in the
condensed phase under these conditions. The rate was found proportional to the
reactor vessel volume (hence reaction in the gas phase), independent of initial
sample weight (indicating an overall unimolecular process) and appreciably
retarded when the reaction vessel was pre-pressurized by N2, indicating
influence of RDX vapor pressure, since N would retard diffusion away from the
surface. Thes enclusions were substaniiated in two additional
publications, ,

' discussed later.

Investigations of the kinetics and mechanism of RDX decomposition at
temperatures below the melting point were reported in a series of Payers by
Batten and Murdie 24 ,25 and Batten.26 ,27 The kinetics were studied2 r ' 2 5

utilizing a manometric method (pressure vs. time) with glass reactors of fixed
volume, pre-pressurized to 100 Torr by nitrogen to suppress RDX sublimation.

Sigmoid-shaped decomposition-time curves were found and the periods of
reaction identified: 24 induction, acceleration and maximal rate; different
rates correspond to each period. The effect of sample configuration
(confinement using holder tubes, or spreading on bottom of reactor) upon the
kinetics was studied, 24 ,25 showing a rather strong influence: when the sample
is more confined, the induction rate decreases and the acceleration rate
increases; all geometries tend to the spread condition (frothing, gross partial
liquefaction) and thus by the time maximal rate is achieved, all approach a
uniform maximal rate.

These findings were attributed to interaction between the gaseous products
of decomposition and the condensed unreacted RDX, not to the onset of
liquefaction; inhibition, followed by a possible competing gaseous reaction
which particularly depletes the inhibitor, and finally free escape of the
inhibitor, were suggested at the three respective decomposition stages.

The activation energies in the temperature range 170-198 C for the various
decomposition stages were calculated:2 5 at the induction stage, ;3 and 49
kcal/mol corresponding to spread and confined samples respectively, aaao 62 to
64 kcal/mol at the maximal rate, regardless of confinement conditions.

The higher activation energy results seem to be corroborated by the RDX
decomposition data of Pogers and Mrris, 8 (using DSC but in an undisclosed
temperature range), 67 + 3 kcal/mol, and by Maycock and Verneker5 (using TGA
and OTA for a study of RV decomposition) who found 63 + 2 kcal/mol. The lower
activation energies, observed only for confined samples at the initial stages
of decomposition are closer to those reported for RDX above the melting point,
e.g., Robertson.13 However, the lack of complete definition of the kinetic
constant in the present work25 makes it difficult to make rate comparisons.

The effect of various gases upon decomposition below the melting point was
tested, and a chemical mechanism proposed. 2 ' The gases used for
pre-pressurization were typical products of decomposition, CH20 and N02, were
shown to effectively catalyze and inhibit the decomposition reaction,
respectively. Other species, e.g. C02 , CO, NO and H f 0 were reported to have
little or no effect. H 0 had an inhibiting effect. n addition, the
nonvolatile residue (NVR) remaining after complete decomposition in condensed
form was checked for possible influence on decomposition; it was shown to
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strongly promote liquefaction and decomposition rate in nitrogen atmospheres.
The decomposition mechanism proposed is intermolecular in its initial stages,
based on the short C--O distances observedI in RDX crystals. Attack by 0 of
one molecule on CH2 group of an adjacent one was therefore proposed, forming
CHO, NO2 , N O and other gaseous products; assuming effective "caging" of the
re ction proaucts within the surrounding crystal lattice, these products may
undergo further secondary reactions - in particular,

NO2 + 5/7CH2 0 --- NO + 2/7CO2 + 3/7CO + 5/7H20 (11.2)

advanced by Pollard and Wyatt. 29 ,30 ,31 This reaction may explain the relative
behavior of NO2 and CH20 in catalysis of RDX decomposition: NO2 in excess
depletes CH 0 (which was found catalyzing). The polarity of H 0 molecules was
assumed to Kirectly interfere with the C---O intermolecular process, explaining
the aforementioned retarding effect of water.

Catalysis of RDX decomposition is taken up in a separate report by
Batten,26 in the temperature range 170-197 C. Using only spread samples in
CH20 atmosphere, it was shown that the extent of decomposition catalysis by
CH 0 increases with decreasing temperature, that the activation energy at all
stiges of decomposition remains close to 14 kcal/mol, comparable to the E
previously obtained for confined samples 24 , 2 5 at the induction drid acceleration
stages (in nitrogen atmosphere). Actual rates observed, however, are 10 times
faster for the "catalyzed, spread" configurations as compared to the
"uncatalyzed, confined" ones. It was therefore concluded that the prouct CH o
may promote autocatalysis in the bulk of the material undergoing decomposition;
another possible role of CH o is to suppress attack by NO on the nonvolatile
residue mentioned earlier, ind therefore indirectly promoie liquefaction. The
mechanism depicting the detailed involvement of CH 0 in the decomposition was
written in terms of the unidentified nonvolatile risidue.

An investigation of delta-HX decomposition by Maycock and Vernecker,6
mentioned earlier, was carried out under helium atmosphere in a temperature
range about the melting point, 518-573 K. Experiments made with flowing (10
lit/hr) and stagnant (1 atm) helium were reported, obtaining S-shaped
decomposition curves, similar to those reported by Rauch and Fanelli. 14 The
calculated activation energies were 62 and 59 kcal/mol for flow and for
stagnant atmospheres respectively, obtained from the maximal temperature
measured in the adiabatic experiments. The associated frequency factors were
not reported, probably due to the unresolved order of reaction. The
decomposition exotherm for the stagnant gas was shown appreciably higher than
that of the flowing helium, indicating interaction between gaseous products and
the condensed phase decomposition process; further, liquefaction of the sample
was sometimes observed visually prior to the melting endotherm signal, upon
which decomposition was greatly accelerated. All of the above findings are in
good agreement with the RDX-observations of Batten2 4- 2  corresponding to spread
samples at a lower pressure and temperature range, and suggest a high degree of
similarity between early stages of RDX and HMX decomposition.

Cosgrove and Owen 2 2 , 2 3 continued their investigation of RDX decomposition
below the melting point, 21 using mass spectroscopy to identify the major
products at various stages of the decomposition. only results at 195 C were
reported. The effects of reactor volume and initial sample weight were tested,
for initially evacuated reaction vessels; the findings confirm those reported
earlier, 2 1 namely that decomposition rate was independent of initial sample



- 13-

weight and increased proportionally with the volume. Additionally, the effect
of various levels of pre-pressurization by nitrogen was estimated. Nitrogen
was found to suppress the (gaseous) decomposition rate; however, contrary to
the assumption of Batten and Murdie, 24 ,25 100 Torr of nitrogen did not block
the RDX sublimation effectively (as shown by the products) and hence still
allows for gas phase decomposition.

Concentrations of N, NO, NO, CO, COf CH20 and other products (including
NO- and NO- were reporte (R f. 22) at various stages of the decomposition.2 3NO, was not detected, but the authors attribute the presence of NO- and NO- in

iarge quantities on NO2 formed, reacting rapidly with nnofNO- in large

quantities on NO2 formed, reacting rapidly with CH 0 through t~e mechanism of
Eq. (11.2). In addition, the presence of hydrox;ethyl formamide
(HCO-NH-HCHOH, denoted here MF) is indicated by the observed amounts of HCOOH
and NH combined with the equivalent amount of CH O; this compound (HMF) is
assum A'to promote liquefaction of RDX below the milting point (by dissolution)
and hence more rapid decomposition, in the solution phase.

The authors 2 2 conclude that the gas phase decomposition of RDX under their
experimental conditions is of primary importance, and that two opposing
physical factors control decomposition: processes influencing the vaporization
of RDX, and those affecting solution-phase decomposition indirectly, through
influence upon HMF coming into contact with solid RDX.

In the second part of the same study, Cosgrove and Owen 2 3 continue the
investigation by assessment of the influence of various products upon the
decomposition of RDX at 195 C. N2 , N 0, NO, C02 , CO and H2 0 were all found to
effectively retard the decomposition Fate, when present at 214 Torr initially;
except for NO, the effect was shown equivalent to that of N2 at the same
pressure.

HCHO was found to catalyze decomposition, in line with the results of
Batten; 26,27 when this substabnce was added, increased yields of NO, CO2 and
CO were observed, cf. Eq. (11.2), while N and N 0 yields were unaffected.
This points to indirect influence through t~e gas 6ihase decomposition,
particularly as the effect was found greater at the later stages of
decomposition (attributed to retarding of RDX vaporization by CI20, initially).

Distinct reaction mechanisms were proposed 2 3 for gas and for condensed
phase decomposition of RDX. The initial stage in the gas involves fi3sion of
the N-N bond to eliminate NO2 :

RDX(g)-. R" + NO2  (II.3a)

where the R, radical denotes RDX less one nitramino group, which decomposes
further:

R' - N2 + CH20 + O2 N-N-CH2NH-CHO (II.3b)

O2 N-N-CH2NH-CHO --p N2 0 + "CHOH-NH-CHO (II.3c)

The hydroxymethyl formamide radical appearing in the last reaction may react
with a proton to form RF or may dimerize; HMF can continue to react:
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2 CH2OH-NH-HCO-O CH2 (NH-HCO) + H20 + CH2 0

CH2OH-NH-HCO + 3CH20-.I(CH3 ) 3N + 2C0 2 4- H2 0 (II.4)

In addition, NO2 and CH20 can react to form NO, CO, CO2 and H20, according to
Eq. (11.2).

For liquid phase decomposition, the authors adopt the reaction proposed by
Rbbertson, I which they advance one step further to ring opening:

2 N .N,/ N - -O

RD(L) ---o CH20 +
42C (1.5)

N NOz

with elimination of HCHO shown reversible. 2 3 The ring fragment would
subsequently break to produce two N 0 molecules. Note that the last step
apparently involves two C-N bond fissions, but is not elementary (as originally
proposed by Robertson, an oxadiazole intermediate would be involved).

Stals et a132 ,33 investigated the decomposition process of polycrystalline
RDX during the photochemical process induced by external radiation (medium
intensity light source). The range of temperatures was 25 -60 C, and the
system initially under vacuun. Pyrolysis products were indentified by mass
spectrometer and their partial pressures reported; 33 these were N2, NO, N20,
CO , CO and HCN, as well as appreciably smaller amounts of CHo, NH3, H 0, NO
an' other species. NO2 in larger quantities was measured previously (Rf. 31)
at lower temperatures, and its present near absence was attributed to possible
secondary reactions or to photolytic degradation to *NO + 0. The authors
recognize the presence of "dark" reactions in the vapor phase above the crystal
(as opposed to the photolysis reactions inside the crystal) , from which the

major contributions to CO and CO arose. They suggest that N20 is formed in
the condensed phase at the expenie of N', in a se~gndary process, in line with
the energetically favored intmoleculai" process, and the C-N bond breaking
postulated by Suryanarayana. 19

Combined flow reactor-mass spectrometer, as well as DSC studies were
reported by Goshgarian3 5 in an investigation of RV and RDX decomposition at
temperatures up to the melting point.

In the range 523-557 K, three regions of HMX decomposition were identified
from non-isothermal flow reactor data. In the interval 523-543 K, E = 38 + 2
kcal/mol, corresponding to sublimation (in agreement with the delta-HMX data of
Taylor and Crookes 1 3 ) or a combination of sublimation and vapor phase
decomposition. In the interval 544-553 K, E = 42 + 2 kcal/mol, interpreted as
solid phase reaction prior g l (may corusxn to the accelerative
reaction observed by Rogers ' ' and others , , ). Finally, upon
melting, between 554-557 K, a very large activation energy is ipparent, E = 120
+ 10 kcal/mol, interpreted as two simultaneous homolytic C-N bond ruptures in
the liquid, and elimination of HCH-NNO 2 (mass/charge = 74, not detect-a in the
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mass spectrometer). Values comparable with this final activation energy were
not reported elsewhere, and are not supported by the associated isothermal DSC
measurements of the same study (67 kcal/mol) near the HMX melting point.

Gaseous product concentration profiles from the flow reactor-mass
spectrometer for RDX and HMX show clearly increasing concentrations of N20,

NO CH20 NO, CO, H O as temperature increases below the melting point.
Heavier fragments, tplcally at mass/charge of 75, 128 and 148 were also
observed. For HMX, NO, CH 0 and CO sharply increase as T = 554 K is passed,
and again as deflagratton bigins at T > 557 K; in the mean Time, heavier
fragments tend to peak out and gradually disappear as T increases up to Tmi
observed only as trace amounts at T > Tm. In contrast, for RDX the passage
through the melting point is smooth and breaks in the concentration profiles
were not indicated. NO2 seems to have the highest concentration, with CH2 0, NO
and N2 following closely. Further, heavy fragments continue to occur even at T
> Tm; concentrations of mass/charge 75 (possibly hydroxymethyl formamiae) and
132 mare still increasing at T = 503 K.

Therefore, differences between the liquid phase decomposition of RDX and
HX are evident. Relative to RDX, H4X decomposes more vigorously, its melting
and decomposition occur simultaneously (at low enough heating rates), as
reaction rate increases abruptly at T I T . Although the HMX process seems
more complex and the associated kinetics dmffer, the author concluded that
basically the same primary decomposition mechanism applies to both RDX and H4X.

The appearance of NO and its increasing concentration beyond Tm for both
HMX and RDX confirms the iindings of Rauch and Fanelli"1 and indicates an
increasing involvement of gas phase decomposition as T increases, since NO2 is
simultaneously depleted by secondary reactions. It seems unlikely that
secondary reactions could produce NO2 faster than it would deplete by the NO2 +
CH20 reaction.

3. Thermal Decomposition at Elevated Pressures and Temperatures

Several of the RDX and HMX decomposition studies were extended to higher
pressures and temperatures, more closely resembling deflagration conditions
than the low (p; T) commonly used in the analyses reviewed in the foregoing
sections. The important question is of course whether the decomposition
mechanism and kinetics available from low (p; T) data would be valid under
typical deflagration conditions. Unfortunately, decomposition under elevated
(p; T) is rather rapid and remains beyond the measurement capacity of available
devices like the DSC. Therefore, chemical kinetic data is outside the scope of
these studies, concerned mostly with final decomposition products, overall hect
release and variations in thermophysical behavior such as phase transitions.

Bernecker and Smith36 analyzed the combustion products of several
secondary explosives by mass spectrometry, in the pressure range between 0.1
and 12 MPa. Helium was used to pre-pressurize the reaction vessel. For RDX
and WMX, the main products observed were N2 and the constituents of the
water-gas reaction. Although H 0 was not measured, its calculated values (to
produce the given O/C ratio preient in the initial HMX or RDX) resulted in
excellent overall balance of atomic species. The concentrations, in
mole-percent of final products are almost identical for RDX and HMX, regarding
the major species:
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N2 : Co CO2 : H2 : H20 = 33.5 : 22: 11 : 11 : 22

with only slight variations as pressure is increased above 2.5 MPa. NO and N20
were also detected (as well as ICN), at relatively low concentrations; the
concentration of N O increases appreciably at lower pressures, particularly for
RMX. Small concenirations of CH o were also reported for WX (not RDX) at the
0.1 MPa level, where ignition diificulties and nonsteady combustion were
encountered.

Ibcchio and Juhasz37 studied the thermal decomposition and measured the
gaseous product concentrations of beta-HMX and FIIX propellant (75% HMX/25%
polyurethane binder) over an extended range of temperatures, 450 - 1070 K,
under 1 atm of helium. The major product concentrations for pure WMX
decomposition at 107Q K are shown below, compared with the 1 atm data of
Bernecker and Smith.36

MOLE-% OF FINAL PRODUCTS

N2  CO CO2 H2  H20 NO N20 HCH CH20

13.5 12. 7. - 21. 28. 10.5 8. ? Rocchio 37

16.3 10 4.9 .86 15.3 26.7 14.2 10.3 0.7 Bernecker36

Good overall agreement is demonstrated. No apparent change in product
concentrations was observed between 450 - 620 K; however, between 620 and 870 K
there appears an appreciable decrease in the ratios of CH20/(CO + CO2) and
N O/NO. These findings indicate that at higher temperatures and pressures,
sicondary reactions involving primary decomposition products are enhanced
appreciably (being typically second order overall), resulting in product
concentrations closer to those observed after complete combustion.

Lenchitz and Velicky38 attempted to correlate the burning rate of ER1X and
HMX propellent (HMX with nitrocellulose and inert binder) at various
granulations, with the heat of reaction, measured in a high pressure
calorimeter. The pressure regime covered by their experiments was 500 - 104
psi (3.4 - 68 MPa) . Both strand burner and closed bomb were used for burning
rate measurements. The heat of reaction, Q, of pure HMX (sample density was
not reported) was found independent of granulation size, and appears to have
four regions: (a) over the range 3.4 - 10 MPa, Q increases by 100
cal/g; (b) over 10 - 20.5 MPa Q remains uniform, at a level of 1.5
kcal/g; (c) following a marked rise at 20.5 MPa, Q increases again by 100
cal/g over 20.5 - 34 MPa, and (d) over 34 - 68 MPa, Q remains fairly
constant, at the level of 1.6 kcal/g. Similar variations in Q were also
observed for the HMX propellants within the above range of pressures, but at
lower overall levels of Q, and with certain deviation among the different HMX
granulations used.

Experiments with pressurized DSC apparatus on various granular HMX samples
were reported by Goshgarian,35 for pressures between 0.1 - 13 MPa and
temperatures below the melting point, 420 - 570 K. The DSC data for
re-crystallized (purified) HMX shows both phase transition and decomposition
kinetics quite invariant to pressure in the range tested. The "duration of
melt" in arbitrary units, measured from the onset of melt endotherm to
deflagration signal, was found variable with particle size. For coarse
(>190 pm) granulation, the melt was not observed prior to deflagration at 5
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MPa, whereas fine (9 pm) granulation showed prevailing melt even above 13 MPa.
In all cases the duration of melt tends to decrease with increasing pressure.
Increasing the sample heating rate resulted in increasing the duration of melt
at a given pressure; for the 190 tm sample, it shifted the point of
solid-to-deflagration (melt disappearance) to higher pressure.

It can be concluded that there is no evidence for changing of either the
chemical mechanism or the kinetics of decomposition under the elevated (p; T)
conditions tested. It may be then assumed that the findings of the foregoing
sections remain valid and applicable, in general, within the (p; T) domain
typical to deflagration. The observed accelerated variations in product
composition and heat release indicate possibly the enhancement of certain
reactions of secondary nature, involving lighter species like N20, CH20 and H2
as reactants.

It would be interesting to observe variations in temperature, products and
intermediate species concentrations (such as CH, HCN OH) within an actual RDX
and [-tX flame, as distance from the deflagratin surface and pressure are
varied. These, then, should be compared to low (p; T) data. Such measurements
were no reported; laser diagnostics of chemically reacting flows would be a
possible method of obtaining these data.

4. Discussion: Primary Decomposition and Secondary Reactions

The current status of knowledge regarding the initiation of decomposition
was summarized recently by Shaw and Walker. 39 Eight possible initial
unimolecular steps in the thermal decomposition of HMX were postulated, in a
study based on the literature. Using available thermochemical data for HMX and
RDX (as well as an appreciable amount of data for similar compounds) the
Arrhenius rate constants for three of the reactions of interest were estimated.
The proposed initial steps are as follows.

a) Formation of an oxadiazole ring by transfer of an 0 atom from NO to a
neighboring ropsed by Robertson 1 3 and adopted by Rauch and
Fanell i.1 g. 1pooe b oeto

b) Heterolytic C-N bond cleavage (subsequently forming CH2 0 and N20)
proposed by McCarty.

20

c) Elimination of (CH 2 )NNO 2 proposedby Stals. 34

d) Concerted de-polymerization to 4 (CH 2 )NNO 2 , proposed by Suryanarayana et
al. 1 9

e) Homolytic N-NO2 bond fission, proposed by Rauch
14 and by Cosgrove and

Owen 2 2 for the gas phase process. The kinetic rate constant
calculated is lOg1 0 (k) = 16.4 - 46.2/2. 3RUT.

f) Homolytic C-N bond cleavage. The kinetic rate constant calculated is
for ring opening (based on an estimate of the HMX ring strain, 7.5 -
11 kcal/mol) lOgl 0 (k) = 18 - 60/ 2 . 3 RuT.

g) Five-center elimination of HONO. Although this reaction is not
observed in nitramine decomposition, it is suggested nevertheless due
to analogy with nitroalkanes. The estimated rate constant is
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logl0(k) = 10.8 - 38/2.3RUT.

h) Four-center elimination of HNO Similar to the reaction in (g) , with
the same estimated rate consiant.

The chemical processes occuring during decomposition of RDA and 1WiX may be
ideally divided into two major categories, not necessarily separate in time or
site of occurance.

a) Primary decomposition may be defined as the reaction mechanism by which
RDX and E{iX molecules break down to simple products, e.g., CH 2 0, NO2 ,
N 0 , HCN, NO - as well as (to some extent) to final combustion
products, N, CO, CO, H H 0. These primary reactions would be
fairly typical to RD and }HM, and the overall reaction process can
be described by first order kinetics.

b) Secondary reactions in this framework can be defined as reactions among
products of primary decomposition, following typically second order
(overall) kinetics. These may include No2 + CH2 0, N0 + CH 2 O,
2N 0 2NO + N and the water-gas reaction, all yielding final
combustion prohcts. Reactions involving larger fragments of RDX and
RX are excluded, cf. Eq. (I1.4), being incorporated in the primary
reaction mechanism. In contrast with the overall primary process,
these reactions are not unique to cyclic nitramine decomposition.

The primary decomposition processes are expected to have relatively short
characteristic (overall) kinetic times, defined t_ 1 = 1/k (T), at temperatures
above the melting point for both gas phase and liquid phale processes. This is
indicated by the typically large pre-exponential factors associated with the
rate constants, and demonstrated in the concentration-temperature profiles of
Goshgarian 3 5 for W1X decomposition, by the rapid depletion of large HMX
fragments at temperatures just below T = 554 K (RDX is expected to follow the
same trend at temperatures somewhat above its Tm = 478 K).

The secondary reactions are expected to be less rapid in comparison, with
characteristic times defined t 2 = 1/[k (T)p/RT], typically longer than those
of primary decomposition within the range of t peratures expected in the gas
during deflagration. These reactions are more pressure sensitive, owing to
their second order nature; this is demonstrated by the production-depletion of
NO in the concentration vs. time curves of Rauch and Fanelli, 14 and in the
obiervation of N O, CH 0 and HCN at low (0.1 MPa) but not at highj (> 2.5 MPa)
pressures, in thi RDX ind RMX experiments of Bernecker and Smith.

Kinetic rate constants from various sources for primary decomposition of
IX and RDX in the gas and the condensed phase are compared in Fig. 11.3. The

liquid phase data for RDX and HMX are close (only Robertson's 1 3 kinetics
drawn) , indicating a similarity in the primary decomposition kinetics for these
two substances in the liquid. If the validity of these kinetics constants is
accepted, the reason for the observed faster RV4X decomposition near its melting
point (relative to RDX near its melting point) seems to emanate simply from the
appreciable difference between the associated melting temperatures:
k(HMX,554 /k(RDX,478 K) - 10. Likewise, the dilute RDX/TNT solution data of
Rcobert.-son , assumed to adequately represent RDX(g) decomposition, is in good
agreement with the calculated kinetics of homolytic N-N bond fission by Shaw
and Walker for FM)X(g), indicating a similarity between the gas phase
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decomposition kinetics. The line corresponding to RDX(g) decomposition, due to
Rogers and Daub 1 7 , has a somewhat smaller slope, and intersects the RDX/TNT
solution line at T -f 800K. Even with this deviation, the agreement between all
three gas phase decomposition lines drawn is remarkable, within the range
600-1000 K where most vapor phase decomposition can be assumed to occur.

Characteristic reaction times for primary decomposition and several
plausible secondary reactions, according to the foregoing definitions, are
plotted against l/T in Fig. II.4. Comparison shows that the two overall
secondary reactions involving N 0 are appreciably slower than the other
kinetics plotted, at least up t3 temperatures of 2000 K. The accelerative
effect of pressure on the secondary reactions is demonstrated. The NO2 + CH O
reaction is shown faster than the primary decomposition kinetics up to roughiy
600 K at 0.1 MPa, and up to 700 K at 10 MPa. This may explain the absence of
NO2 from many low-temperature decomposition product measurements. It should be
mentioned, however, that the actual rate of the NO + CH 0 reaction in the gas
phase of deflagrating RDX and H4X is expected to bi appriciably slower than
primary decomposition, when the mean temperature is taken (say) as 1000 K. Of
course, many other secondary reactions may prevail in the gas phase, the
kinetics time scales of which could differ appreciably from those shown in Fig.
II.4; however the N 0 and NO reactions shown are highly relevant to nitramine
deflagration2U , and ?he reactions involving CH 0 dominate in terms of their
exothermicity. Therefore, in conclusion, secoidary reactions are expected to
have a strong influence upon the temperature and chemical composition of the
gases at the outer region of the flame. These parameters are important to
rocket motor performance, as the specific impulse, I , depends on the
temperature and mean molecular weight of the final combustion products.
Primary decomposition, in comparison, is expected to control the deflagration
rate to a large extent, through vapor and liquid heat release. This is due to
the quickness of primary decomposition reactions (both in the liquid and the
gas) along with their observed high exothermicity. The influence of secondary
reactions upon the heat feedback to the propellant surface and the rate of
deflagration is expected to be negligible if they occur at a distance from the
burning surface (depending on the primary decomposition for reactant supply),
but should be considerable if they occur close enough to the surface, namely,
if they are fast enough. Thus, pressure may have an important effect in
determining the relative influence of secondary reactions on the deflagration
rate, as indicated in Fig. I1.4. These reactions shall be discussed now in
some detail.

Pollard and Wyatt 29 ,30 ,31 investigated the reaction between nitrogen
dioxide and formaldehyde at low pressures (5 Torr) and proposed a mechanism,
for which the overall step is,

29

7NO 2 + 5CH 20--* 7NO + 3CO + 2CO 2 + 5H20 (11.6)

The overall reaction was observed to follow first order with respect tc each of
the reactants. A change in the kinetics was apparent at 430 K, leading to
higher Arrhenius parameters (A, E), relative to the reaction at lower
temperatures; the final product ccrposition, however, remained unchanged. For
T > 430 K, they reported the rate constant.,

log1 0 (k) = 6. - 19 / 2 . 3RuT (11.7)

where k is in m3/mol.s. The authors investigated the explosive reactionl 0 as

iL
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well, at T > 450 K for low initial pressures, and showed that the product
composition ratio of NO/N2 increases appreciably with temperature, while CO2
remained fairly constant.

In a further study of the deflagration properties, 3 1 various CH O/NO2
compositions were tested in spherical reactors at initial pressures 3f 4 - 8
Torr. The flame speed was measured and found independent of initial pressure,
in line with their overall second order mechanism. Further, the maximal flame
speed occured at a composition of CH2 O/NO slightly CH20 -rich Lelative to the
stoichiometric ratio dictated by the overill reaction, Eq. (11.6), as
expected. The flane speed was shown to be effectively retarded by the addition
of argon (up to 0.3 mole fraction) to the initial mixture.

A more recent investigation of NO reaction with aldehydes was carried out
in a shock tube by Fifer 4 0 at elevatd 3ressures (7 - 12 atm) and temperatures
(700 - 2600 K). The NO + CH 0 experiments were performed with dilute reactant
mixtures in argon, to agoid te explosive reaction discussed by Pollard and
Wyatt.3 The initial reactant percent ratios reported for NO /CH 0 were 5%/2%
and 1.5%/3%; kinetic constants and reactant concentration weie ditermined in
separate experiments. The stoichiometry was shown to vary gradually with (p,
T); increasing (p, T) resulted in concentrations of CO decreasing and CO2
increasing for the NO2 -rich mixture, with the reverse trend observed in the
NO -lean mixture. In contrast to Pollard and Wyatt, N2 appears as product.
Eijht pertinent elementary reactions were presented (none involves nitrogen)
but no attempt was made to combine them into a single model of the overall
reaction. The calculated reaction rate term involves the concentration of
argon, being:

-d(NO 2)/dt = 107 "lexp(-26.7/RuT) (Ar)0"40(CH20)0"56(N02)0.90 (11.8)

A large nunber of additional secondary reactions can be proposed, of which

the following would be typical.

N20 + M--N 2 + 0 + M (II.9a)

N20 + 0--w 2NO (II.9b)

2N2 0 -4, 2NO + N2 , Q = -3.94 kcal/mol. (II.9c)

shown to be slightly endothermic overall. As given by Levy 4 1 in a recent
update of available kinetics data of elementary reactions in flanes, the second
step in the mechanism is appreciably faster than the first (decomposition)
step, with

10g10 (k) = 6.36 - f4.1/ 2 .3RuT (II.9d)

so that the first step would be rate determining, with a rate constant of

iog 1 0 (k 2 ) = 8.7 - 5 8 ./ 2 . 3 RuT (I.9e)

Wiere k are given in m3 /mol.s. Another plausible reaction involves CH2 0 and
N2 0, for which one of the many routes is:
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CH20 + M CO + H2 + M

N20 + H2  H2 0 + N2  (II.10a)

CH20 + N2 0 - CO + N2 + H20, Q = +76.1 kcal/mol.

overall highly exothermic. For this reaction, the rate constant is
extimated,42

10g1 0 (k2) = 7.1 - 44/2. 3RUT (II.10b)

A rather extensive review of N 0 and CH 0 reactions was made by McCarty
2 0

within an overall nitramine-combustion literature survey. Twenty three
elementary reaction steps involving N 0 and CH 0 were listed, partly with the
associated kinetic constants. The ovirall reaction in Eq. (II.10a) can be
obtained from the steps listed, but no attempt was made for a similar explicit
model, as the reaction may proceed by different routes depending on location in
the flame field, i.e., the availability of 0 or H atoms, other radicals, the
local temperature, etc. Within the CH20/N 20 mechanism, a high activation
energy corresponds to N20 decomposition, as shown by Eqs. (II, a,e), but
reactions with N 0+ H atoms, according to Fenimore and Jones,3 have E = 12
kcal/mol; howeve?, the probability for large enough concentrations of H atoms
in the flame is severely impeded by the high dissociation energy of HCHO -- 0
H + CHO, being -76 kcal/mol. McCarty20 considered the N O/CH 0 reaction as the
major one occuring in the nitramine flame (primary decomosition of nitramine
in the vapor phase was omitted), and concluded that since a chain mechanism is
involved, radical traps would tend to decrease the burning rate. This picture
of the deflagration process would hold for high enough pressures, where the
major heat feedback contribution from the gas phase is due to secondary
reactions. Other reactions, involving NO and NO2 as oxidants were also
reviewed, but in lesser detail.

A large number of elementary reactions involving NO2 were listed in a
study by Ford 4 4 and some of the associate rate constants were given. These may
be useful for a detailed study of the secondary reaction mechanism, along with
the tabulated data of Levy.

4 1

A fundamental role of secondary reactions in Propagating deflagration was
assumed in the investigation by Fogel' zang et , where the combustion
characteristics of nitramino, nitrosoamine, C-nitro and nitrate compounds were
compared. The authors suggest that the reason nitramines (releasing N 0 in
decomposition) burn much faster than C-nitro and nitrate compounds (reieasing
NO2 in decomposition) at about the same final flame temperature is, that N2 O
mixtures burn faster than similar NO mixtures. This notion is based on a work
by Parker and Wolfhard4 6 ,47 which un ortunately excludes reactions involving
aldehydes. The dark zone in the combustion of C-nitro compounds (typically
nitrocellulose and double base propellants) was attributed to formation of NO
by NO reduction, leading to subsequent reduction of NO and N formation which
is en3othermic; hence, these compounds are incapable for usin all their
chemical energy for flame propagation. N-nitro compounds, on the other hand,
were assumed to react by a different route, producing N 0 which reacts rapidly
and is highly exothermic. It should then be expected that all nitroso
compounds burn slower than nitro compounds (e.g. nitramines) since NO is
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likely to be formed. While this may hold in general, it has one prominent
exception in nitrosoguanidine, (NH ) CO, which was observed to burn faster
than all nitramines; the reaction 6o;tulated for the explanation of this
outstanding behavior still requires experimental proof, particularly for the
existence of (NH2 )2CO.

The authors4 5 assume overall second order kinetics (burning rate pressure
exponent n ± 1 for nitramines) and completely exclude the effect of primary
decomposition. Further, their correlation of calculated final flame
temperatures and burning rates of the afore-mentioned compounds (all at 40 MPa)
implies strong coupling between the secondary reactions in the gaseous flame
and the deflagrating surface. Although this might prevail at higher pressures,
it certainly cannot apply to the entire pressure range, 0.3 - 'f MPa,
considered in their study.

The decomposition characteristics of RDX and HAvIX may now be summarized as
follows.

a) Decomposition can proceed in both the gas and the condensed phase. At
temperatures below the melting point, condensed phase decomposition
is slow, its rate being approximately 1/10 of the rate of gas phase
decomposition.21 Upon liquefaction, the condensed phase reaction rate
accelerates appreciably.

b) At slow enough heating rates, both RDX and HMX melt with decomposition.
(HMX decomposes more vigorously) exhibiting sigmoid shaped
decomposition- time curves, with an induction period, an accelerative
reaction, and finally a maximal rate Autocatalysis was indicated in
most of these experiments.

13 ,1 4 ,24- 27

c) In the range of temperatures below the melting point, the condensed
phase decomposition depends strongly upon gaseous decomposition
product concentrations. CH20 and NO catalize n57 inhibit the
condensed phase decomposition respectively. F , Hydroxymethyl
formamide, produced in the gas phase, promotes liquefaction below the
melting point, upon which condensed phase decomposition is
accelerated appreciably.

In this respect, sample geometry (confinement) can haie a pronounced
influence on the reaction rate, due to effective "caging" of gaseous
products.

d) Different chemical mechanisns pertain to gas phase and to condensed
phase decomposition. In the gas, the most likely initial step is the
homolytic N-NO 2 bond fission, producing NO 14,22,23,39 The initial
step in the coidensed phase probably invol3es C-N bond breaking,
(despite the unfavorably hiqh C-N bond energy) and favors N 0
production, ultimately.14 ,2 The differences could emanate irom the
strengthening of the N-N bond and intermolecular interactions in the
crystal and liquid, as opposed to the relative freedom of the NO
rotor in gas phase conformations. Indeed, distinct Arrhenius raie
constants for the gas and for the condensed phase were reported, (as
shown by the grouping of the condensed phase and of the gas phase
kinetics in Fig. 11.3) mostly agreeing with overall first order
kinetics, and showing a rather high frequency factor. The question
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of intermolecular2 6'27 versus intramolecular1 3'19 initial
decomposition processes in the condensed phase remains open at this
time.

e) The observations of distinct decreases in the CH O/(CO2 + COJand
N 0/NO ratios between 620 and 870 K by Focchio and Juhasz, 7 the
vanishing of N O, CH 0 and HCN above 0.2 MPa by Bernecker and
Smith, 36 and tge ap rent 0.1 kcal/g increase in heat of reaction
between 20.5 and 34 MPa by Lenchitz and Velicky38 indicate an
enhanced extent of secondary reactions, not a change in the
decomposition mechanism.

D. Chemical Mechanism and Rate Constants for the Deflagration Model

Based on the foregoing observations, a model for the chemical process is
now sought, for incorporation in the deflagration study.

Evidently, although many of the decomposition and self-deflagration
properties of HMX and RDX are quite similar, a somewhat higher degree of
complexity in the decomposition of HMX has been indicated, particularly in the
region of solid-liquid transition. This has effectively impeded the
measurement of the fusion enthalpy, as well as the definition of a detailed
condensed phase decomposition mechanism of HMX.

In contrast, a rather complete set of thermophysical and chemical kinetic
data can be readily assembled for RDX; the choice falls then naturally on this
compound, for quantitative representation in the deflagration model. Hence,
relatively speaking, for reasons of data availability and reliability, the
decomposition model herein corresponds to RDX alone.

It must be stressed, however, that the monopropellant deflagration model
developed in subsequent chapters applies equally well to RDX and HMX, the
possible differences in the decomposition mechanism notwithstanding.

1. The Vapor Phase

The mechanism considered is based on the one proposed by Cosgrove and
Owen 2 3 for RDX in the gas phase, with slight modifications. For completeness
of the present discussion, the reactions are rewritten. The initial steps in
the decomposition process are:

RDX(g) -- R" + NO 2  (II.lla)

R N2 + CH20 + 02N-N-CH2NH-CHO (II.llb)

02 N-N-CH2 NH-CHO - N2 0 + "CHOH-NH-CHO (I1.llc)

Reactions involving further decomposition of the last radical in Eq. (II.llc),
leading ultimately to formation of HCOOH, NH , and hydroxymethyl formamide (all
of which not observed in deflagration) are c nveniegly replaced by the
following overall step, suggested by Valance et al:

"CHOH-NH-CHO --- 2CH20 + O.5N2 (II.lld)
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The four reaction steps shown in Eqs. (II.11 a,b,c,d) can be added, to
obtain a net overall (unimolecular) primary decomposition reaction:

RDX(g) - NO2 + N2 0 + 3CH 20 + 3/2N 2, Q1 = 108 kcal/mol. (II.12a)

Simultaneously with the above step, th secondary reaction, involving NO2 and
CH20 is, following Pollard and Wyatt:

29

NO2 + 5/7CH2 0 - NO + 3/7C0 + 2/7CO2 + 5/-7H2 0, (II.12b)

Q2 = 46 kcal/mol.

The last two overall reactions, Eqs. (II.12a,b), are intended for the
modeling of the initial stages of the chemical process during RDX deflagration
in the vapor phase.

Comparison with experimental RDX decomposition product concentrations of
Cosgrove and Owen,22 given in Table II.4, shows fairly good agreement, lendingsome credibility to the model proposed herein.

The kinetic constant for the primary decomposition reaction, Eq.
(II.12a), is the one reported by Robertson, 1 3 for dilute solution phase
decomposition of RDX in TNT,

logl 0 (kl) = 15.55 - 4 1.5/ 2 . 3 RUT (11.13)

which seems best suited (at the present state of knowledge of the kinetics) for
representation of the vapor phase process.

For the secondary reaction, Eq. (II.12b), the Arrhenius parameters were
calculated by Pollard and Watt .29

logl 0 (k2) = 6 - 19 /2. 3 RuT (11.14)

where k(m3/mol-s) , obtained for T > 430 K. The kinetics follow first order
with respect to each of the reactants.

2. The Liquid Phase

Experimental evidence points to distinct gas and condensed phase
decomposition mechanisms for RDX and HMX, regarding the initial steps. In
contrast to the gas (where N-N bond breaking is most likely the initial step)
C-N bond fission or five center HONO elimination might be the initial steps in
the liquid, as discussed by Shaw and Walker.3 9 Still, apart from the concerted
de-polymerization mechanism of Suryanarayana, 19 a detailed liquid phase
decomposition mechanism is yet to be reported in the open literature; for this
reason, the stoichiometry of the primary decomposition reaction presented in
Eq. (II.12a) shall be adopted for the liquid phase as well, although the
liquid phase mechanism might favor N20 formation at the expense NO2 :

RDX(Iiq)--* NO2 + N20 + 3CH 20 + 3/2N 2, (11.15)

Ql(liq) = 75.4 kcal/mol.
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The kinetic rate constant is taken from the pure liquid RDX data of
Robertson,

1 3

lOgl 0 (k I ) = 18.5 - 47.5/2.3RUT (11.16)

in agreement with most of the experimental works on the liquid phase
decomposition kinetics. Secondary reactions are excluded from the liquid phase
model, since they involve gaseous products of the primary decomposition, and
their rates are expected to be negligible if the products are assumed to be
dissolved in the remaining liquid.

E. Deflagration of Nitramines

1. Experimental Observations of Nitramine Deflagration

The following properties characterize the self-deflagration of RDX and
Wx.

a) At low to intermediate pressures (up to 13 MPa) a layer of molten
nitramine forms on the deflagrating surface where liquid phase
decomposition occurs. 4 9 - 5 2 The melt layer thickness decreases with
increasing pressure; for HMX, micrographs of quenched crystals after
deflagration at 3.3 MPa show a melt thickness of 15-20 M.4 9 , 5 0

b) The burning rates of RDX and HMX are quite similar over a wide range of
pressures.49 ,50 These rates are relatively low at low pressures, with
a pressure exponent, n, which varies gradually from values of 0.5
(p < 0.1 MPa) to 1.0 (p > 10 MPa).

c) In granular matrices, distinct upward break in the pressure exponent
and large increase in the burning rate occur as pressure is increased
beyond a critical value. This was demonstrated experimentally with
granular packed beds of RDX and HMX by Taylor52 and by Bobolev et
al, 53 where burning rates and pressure exponents (n > 1) much in
excess of those observed in normal deflagration were shown to occur
after transition. The critical transition pressure was found to
correlate with the mean particle size of HMX and RDX: exponent breaks
occur consistently at lower pressure for the larger particle size
arrays; thus in the regime of accelerative burning (termed convective
burning in Soviet literature) higher burning rate may correspond to
larger particle size at a given p, in contrast with the behavior of
AP propellants which exhibit the reverse trend in their normal
deflagration regime.

d) Under normal deflagration conditions, crystals of pure RDX and HMX tend
to crack. 4 9 ' 5 4 The number of cracks observed increases with the
pressure, attributed to steepening of the thermal profile within the
crystal at the deflagrating surface. 5 4

The deflagration of RDX and HX propellants incorporating inert plastic
(hydrocarbon) binders is discussed in the following.

e) In contrast to AP propellants, both burning rate and the final flame
temperature, Tf, are depressed in the propellant configuration
relative to pure nitramine. This may be explained by secondary
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reactions involving binder fragments, e.g., CH + H 0- CO + 2H
which is 30 kcal/mol endothermic. Such reactigns m~y account fMr
both cooling of the final product temperature and reduced heat
feedback from the gas to the propellant surface. Meanwhile, the
average molecular weight of products (relative to pure nitramine
combustion) decreases. Since the I is proportional to (Tf/w)0 5

this property might not be as strongy affected, but the reduced
burning rate is undesirable.

f) Upward breaks in the burning rate and the pressure exponent were
observed for propellant configurations at pressures between 10 - 30
MPa (above the rocket operating regime) , s reported by
Zimmer-Galler,55 Cohen ,5 7 Boggs et a,41 and M-carty. 5 8 This

phenomenon strongly resembles the aforementioned transition to
convective burning observed with granular beds of pure nitramines,
but with some important differences, notably the much lower burning
rates in the case of the propellant configurations. The pertinent
properties may be summarized as follows.

P < Pcrit P > Pcrit
n(comp) < n(HMX) n(comp) > n(HMX)
r(comp) < r(HMX) r(comp) > r(HMX)
r(20 , comp) > r(20Jm, comp) <

r(100 .m, comp) r(100 Pm, comp)

Numbers in parentheses indicate granular mesh size. Similar trends
were observed with RDX. 5 5 In some of the burning rate experiments
incorporating coarse enough HMX granulations (> 200 tm) a second,
downward shift in the pressure exponent was observed, as pressure was
increased appreciably beyond Pcrit: n and r both approach then the
values for pure HMx.

2. Analyses of Nitramine Deflagration

Most analytical treatments of nitramine deflagration to date deal with
propellant configurations, namely nitramine combined with inert binder or
energetic additives, with the aim of explaining the observed discontinuities in
the burning rate pressure exponent at high pressures. These lie outside of the
main interest of the present investigation, and shall be mentioned only
briefly. The review by McCarty20 may serve as an excellent source of
references, regarding U.S. (and Soviet) works on this subject, up to 1976.

Analyses of nitramine monopropellant deflagration are scarce, since they
seem to provide no direct answer to the question of burning rate-pressure slope
discontinuities, unique to pure granular nitranines or propellnts containing
granular nitramine configurations.

In both propellant and monopropellant analyses, a rather general trend is
evident in the assumption that models which were developed for and apply to
ammonium perchlorate (AP) should necessarily apply to nitramines as well, with
an appropriate choice of thermophysical and kinetic parameters. This view is
expressed 9ep~lcitly in the works bg Bfckstead et al, 5 9 , 6 0 Cohen and
co-workers 54 and by Boggs et al. 5 0 , b l This assumption might hold at high
enough pressures, where a single overall second order reaction step may
adequately approximate the gas phase processes, strongly coupled to the
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deflagrating propellant surface. Unfortunately, the AP-similarity is expected
to break down in presence of multiple reactions having diverse characteristic
time scales in the gas phase of deflarating nitramines, as indicated in the
discussion of primary decomposition and secondary reactions, Section C.4.

Beckstead and M4Carty 5 9 used the Beckstead-Derr-Price model 6 0 to calculate
the deflagration properties of nitramine monopropellants. A large section of
their article was devoted to a survey of AP deflagration analyses, assuming
full applicability of these models to deflagrating nitramines. In this
context, the authors conclude that most deflagration models could predict the
burning rate versus pressure (of AP) reasonably well, hence a test for the true
validity of the model would be to predict the burning rate sensitivity to
initial propellant temperature. Indeed a correlation of the temperature
sensitivity data of Boggs et al6 1 ,50 was carried out, in a trial and error
optimization procedure. A value of the "surface" heat release was calculated,
being 208 cal/g; this value seems to incorporate condensed phase exothermic
reaction, latent heat of evaporation and heat release by primary decomposition
in the gas. The authors conclude that greater initial temperature sensitivity
is observed at lower pressures, since subsurface reactions control the
deflagration process.

Of course, if primary decomposition in the gas phase and the condensed
phase are lumped in the above manner, one may expect (1) rather high "surface
temperatures", (2) a surface heat release which remains reasonably constant,
and (3) relatively low activation energy of the surface pyrolysis law, all of
which seem to be observed in this work.5 9 In addition, at low p, assuming large
flame "standoff" distance (by which the position of fully reacted flame is
approximated) the burning rate temperature sensitivity expression of the BDP
model reduces to

= ' Es/?s

where E is the surface pyrolysis activiation energy and Ts tho surface
temperaiure. Evidently, when an expression like r = As exp(-E /RTs) is
used, d will increase sharply for decreasing r, due to its sirong dependence
on T.

It may be therefore concluded that the authors 59 successfully verified all
of their initial assumptions, including those inherent in the BDP model.
Unfortunately, their conclusion regarding deflagration control by condensed
phase decomposition at lower pressures is unwarranted, although their results
follow the experimental data, for the following reasons: (1) low pressure
deflagration of nitranines was not adequately modeled, since primary
decomposition on both sides of the condensed-gas interface was apparently
lumped, and (2) information regarding the heat feedback from the gas phase
could not be properly obtained by their model for quantitative comparison of
gas/condensed phase heat generation effects on the deflagration rate.

Ales of self deflagrating HX were presented in two articles by Boggs
et al. The sensitivity of burning rate to variations in nitial sample
temperature, T0 , was the subject of the first investigation, using their
experimental burning rate dat' at T = 300, 373 and 423 K within the pressure
range 0.8 - 10 MPa as input to the Rnalysis. An Arrhenius type pyrolysis law,
and a modified verson of an overall heat balance (from the Beckstead-Derr-Price
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model 6 ). were utilized to provide two expressions defining the surface
temperature, T_. These were combined to form a single constraint in an
optimization pfocedure, intended to obtain "optimal" values of the following
six parameters: the surface pyrolysis law parameters (A,E), the heat of
reaction, Cp, the kinetic constant and the order of reaction in the gas phase.
Trial and error calculations were made, and a best fit of the experimental data
was selected. The authors concluded that an extremely exothermic surface
reaction prevails (involving roughly 85 kcal/mol), an activation energy E - 53
kcal/mol, and a mixed order of 1.8; the surface temperature is Ts a 1470 K.

Aside from the obvious question of validity of the calculation procedure
(it seems that normally six independent constraints are necessary to uniquely
define six unknowns, so that their system is highly under-determined), the
results seem interesting mainly because the high surface temperature and heat
release indicate that the data might correspond to the end of the primary
reaction zone in the gas, not to the propellant surface.

In the second investigation,50 the model described above was utilized to
correlate further burning rate data, with similar results. The results were
compared with th se of Beckstead et a160 who correlated the HMX burning rate
data of Taylor, 51 using only two out of six parameters in the optimization
procedure, the rest being frozen inputs. Not suprisingly reasonable agreement
was demonstrated.

In conclusion, a detailed analysis of nitramine deflagration is definitely
warranted, as a necessary first step toward the understanding of nitramine
propellant combustion. Existing models which correspond to AP deflagration,
intrinsically exclude important details characteristic of nitramines; selection
of appropriate thermophysical and kinetic parameters cannot lead to proper
nitramine representation by these models, in particular, when several gas
phase reactions with diversely different kinetic time scales are involved, one
cannot hope to obtain proper representation of the deflagration wave by using a
single overall reaction (even if the reaction order is adjusted to twice the
value of the burning rate pressure exponent) in the model. This argument
points to the necessity of a specific nitramine deflagration model, a task
taken up in the following chapters.
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CHAPTER III

PHYSICAL INTERACTIONS IN THE GASEOUS
FLAME ZONE OF NITRAMINES

A. Introduction

Attention is focused in this chapter upon the gaseous reaction region of
deflagrating nitramines. The physical significance of this part of the
deflagration wave is implied by the relatively high observed burning rate
pressure exponent characteristic to these substances, discussed in the
foregoing chapter. This indicates a high degree of sensitivity to pressure,
and hence to gas phase processes.

Prior to the formulation of a comprehensive analytical solution of
deflagrating nitramines, it is necessary to obtain some physical insight into
the processes to be investigated. This may be started by a preliminary
calculation of the time scales and length scales associated with the two
proposed chemical reaction steps in the gas phase. The magnitudes of these
scales and how they relate to characteristic transport scales in the gaseous
region are crucial to posing the problem correctly in both a physical and
mathematical sense. For purposes of illustration, the specific properties of
RDX will be used in this section.

A strong motivation for this examination is provided by the kinetic
constants and the characteristic kinetic times of the associated reactions
shown in Figs. 11.3 and 11.4; indeed the large differences between both
activation energies and pre-exponential factors suggest a corresponding
diversity in the characteristic length and time scales associated with these
reactions. Therefore, the secondary reaction is expected to be much slower and
have a characteristic length much larger than the primary decomposition
reaction in the gas phase. The calculations that follow show this observation
to be correct. The question to which a qualitative answer is expected from
this preliminary analysis is: what are the physical and analytical implications
of a large difference between the various reactive and transport length scales.
More precisely,

1. How do the various reactive and transport scales in the gaseous flame
region compare.

2. Would a separation of the gaseous flame region into a near field,
where the nitramine decomposition reaction is dominant, and a far
field, where the secondary reaction is dominant, be plausible.

3. If, indeed, such sub-regions in the flame field are indicated, what
error is ivolved in neglecting the secondary reaction in the near
field, where nitramine decomposition dominates the heat release.

In the following sections, temperatures in the gaseous flame region are
estimated. Then, appropriate mean reaction rates, and WL2 , are
calculated. The corresponding reactive length scales, * and S*2, and
the transport scale, that evolve are compared and a discussion of the
physical and analytical iplications is given.
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B. Length Scales and Time Scales in the Gas Phase

1. Definitions

Let the average reaction rates Lj (kg/m 3-s) be defined:

U54 (III.la)

W7 K WF WO (I1. ib)

with L3 (L=j) A eXp [- EL] (III.lc)

A characteristic reactive length scale may be defined:

w- = k /Oj(111.2)

where m is the mixture mass flux, kg/m 2-s and the subscripts j = 1,2 herein
refer to nitramine decomposition and the secondary reaction respectively. A
characteristic diffusive or transport scale is:

The last equality in Eq. (111.3) evolves from the approximation Le = 1,
assumed to hold in the present analysis. fD is the mean mixture diffusivity,
kg/m-s.

The average mixture density, (kg/m3 ) is defined by the equation of

state for ideal gas:

W is the average molecular weight of the mixture, kg/mol.

The characteristic time scales corresponding to transport processes and
reaction may be now defined as follows:

is the diffusional time scale. The characteristic reactive time scales are
given by

In the present steady state analysis, it is more convenient to deal with
length rather than time scales; thus, most reference to scales in the
forthcoming sections shall correspond to S* and (j.
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Evidently, density and, in particular, reaction rates tend to vary
appreciably from point to point within the gaseous combustion 7one. Therefore,
reasonable estimates of these properties will strongly depend upon suitable
averages chosen for T, W, and the rest of the parameters.

2. Temperatures in the Gaseous Flame Region

The chemical equilibrium algorithm of Gordon and McBride6 2 was employed to
obtain the properties of the product gases at the outer end of the deflagration
wave for RDX. The final isobaric flame temperature was found to vary between
3100 3200 K, within the pressure range 0.5 - 10 MPa. The concentrations at
that point correspond to final combustion products at equilibrium, and remain
fairly constant within the pressure range tested:

RDX(s) - 2.25CO + 0.72CO2 + 1.98H 20 + 2.8N 2 + 0.81H 2

with a mean molecular weight of 24 g/mol.

Additional resolution of the flame field picture is warranted, with the
consideration of the two overall reaction mechanism of Section II.D in the
deflagration model, in view of the appreciable differences between the
associated characteristic kinetic times. Indeed Fig. II.4 shows that tc /tl
< 1/100 over the range of pressures 0.1 - 10 MPa for T > 700 K. This kintis
time scale relationship indicates that primary decomposition, cf. Eq.
(II.12a) , would be dominant on the average, within the gaseous region adjacent
to the propellant surface.

Prior to continuing the present temperature calculations, the following
classifications as to regions in the gas phase flame field are introduced. For
present purposes, these definitions are utilized in order to properly choose
the average properties associated with the mean reaction rates.

Let the region in the gas between the condensed surface and the point
where nitramine decomposition reaction goes to completion (e.g.,Y < 10-7) be
defined as the near field; the subsequent region, away from the condensed
surface where only the secondary reaction exists, would be defined as the far
field. The foregoing classification is based primarily upon physical relation
to the condensed surface, not to be confused for the time being with their
mathematical, small perturbation counterparts. They are, however, compatible
with the mathematical definitions: "outer field" is where a zeroth order (i.e.,
100%) change would cause large variations in the whole field, as in our case
would doubling the ambient pressure (considered here a far field property,
although uniform).

A fuller justification to the particular division of the flame field
herein may be found when the average reaction rates and length scales are
compared, and further when actual results of the nonlinear model are reviewed.

In an approximate manner, the secondary reaction shall be neglected for
the time being in the near field, considering nitramine decomposition only.
The parameters at the end of the near-field may then be readily evaluated.

Schematically, the nitramine decomposition reaction, Eq. (II.12a), is:
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P, (111.6)

the mass fractions and mean molecular weight at the end of the near-field are
found, 63 ,64

= iw.

(111.7)

Thus, for RDX, Y* = o, y 0.19, ? = 0.20, nO = 0.21, Y&2- = 0.40,
and Wk = 34.2 g/mol. These values may be a tered in the actual flamey
interaction with the far field processes (e.g., diffusion outward of CH20 and
NO due to depletion) and by the effect of the secondary reaction in the near
figld.

The temperature at the end of the near field, when nitramine decomposition
alone is considered, may be calculated from

6 3

T

, f fCF C-r ')&r' = (111.8)
_-0

N

L (III.9)

where Qj represents the standard heat of reaction for nitramine decomposition,
expressed in Eq. (111.6) ,kcal/mol; the stoichiometry of that reaction assumed
valid over the range of pressures considered. Cp. is the isobaric heat
capacity for species i; the temperature dependenc of CPi is taken here to the
first power of T, viz.,

CPi(T) = Ki + BiT, i = 1,2 ... N (III.10)

For RDX, the heat of sublimation 1 is 31.1 kcal/mol. Thas, when RDX(S),
i.e., RDX in the solid state, is considered in Eq. (111.8), then

Q0 = 108-31.1 = 76.9 kcal/mol.

solution of the quadratic equation that results from Eqs. (111.8) and III.10)
gives the temperature at the end of the near field, T* = 1330 K.

once primary decomposition of nitramine is complete at the end of the near
field, it is expected that secondary reactions (similar to the NO2 + CH O
reaction presently considered) would take over in the far field. For RX,
these should reduce the mean molecular weight from 34 to 24 g/mol, increase the
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temperature from 1300 K to roughly 3000 K and produce CO, CO2 , H2 0, N2 , and H-

as final combustion products.

3. Length and Time Scales

Now that a concept of a range of magnitudes associated with the various
parameters in the gaseous flame region has been established, suitable average
properties may be chosen. The concern here is to properly represent the point
in the flame where both reactions co-exist. Such average properties are:

TI = T2= 1000 K

YR = 0.1, F = q0 = 0.2

W = 40 g/mol

The thermochemical data of Eqs. (11.13,14) is utilized in the range of
pressures p = 10 to 40 atm. Calculations of mean densities and the
corresponding reaction rates I and D2 are given in Table III.1 for 3
representative pressures within the given range. It is clear from these
calculations that for the average properties employed, the reaction rates
consistently differ by 2 orders of magnitude. The implications regarding the
associated length and time scales should be obvious. These scales, defined in
Section III.B, were calculated using values of mass flux, m, close to the
experimentally observed ones for RDX deflagration at the pressures
considered .53

The scale calculation results are summarized in Table II.1; the following
observations can be made:

a) * ,, 0(10 to 1) 1Lm

%Ri - 0(10); 3R2 " 0(1000 to 100)ILAm
t~l , 0(10); t* 2 ,- 0(1000)

b) The pressure dependence of the diffusive length scale enters through
9* - 1/m . This is due to ?D being approximately pressure
independent. Hence, * v -n where n is the burning rate pressure
exponent.

c) The reactive length scales o % * differ by 2 orders of
magnitude. This results from the difTirence between the mean
reaction rates. The pressure dependence of S* p- n/p = pn-i
while 2 , pn/p2 = pn-2 . This is demonstraied in Table III.1 as
a greater pressure sensitivity on part of g 2 ' compared with

~Rl

d) In the pressure regime considered, it is important to realize that
S * ,$* << S* The flame region is thus

conectiN-diffusiU-reactive, with nitramine decomposition being the
dominant reaction.

e) The reactive time scales exhibit the same magnitude difference as the
length scales: t~l and t 2 are 2 orders of magnitude apart. t*l

-II
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however, is shown to be pressure independent for obvious reasons,
while t*2 1/p.

C. Asymptotic Dependence of the Deflagration Rate on Pressure

1. Derivation of the Burning Rate Equation

The purpose of this section is to investigate in an approximate manner the
relationship between the normal burning rate of nitramine and pressure in terms
of the pertinent gaseous flame field processes.

A laminar, premixed one-dimensional flame region is considered, with a
single mean overall reaction rate to represent all the chemical processes in
the gas phase, such that

CWCe /V (, A) 3 (lI.11)

An equivalent heat release Qeq, associated with WOeq is defined

Ucc ^-Q J-Cc. (111. 12)

Assine now that the entire flow, entering the gaseous flame field at y=
0+ as a mixture of reactants, is leaving fully reacted at the end of the flame.
Then,

0(111.13)

,hen suitable average values are employed, an associated overall length
scale, , may be introduced:

W --- (III.14)

where

The averages -W and W cf. Eqs. (III.la) and (III.lb), can be
obtained by using tempIrature-exlicit expressions for the kinetics constants,
as well as for the mass fractions of 'R', 'F', and '0'. The latter may be
obtained by suitable approgimate profiles. employing a method similar to the
centroid rule of Spalding:65,66

where - is a dimensionless temperature, normalized in the range where the
particular w- is applicable, and *= const denotes the
temperature-ceniroid, to be found from ihe above expression. The resulting Cj
or T lead to unequivocal definitions of Wl(TI) and 1 1 )(T2).

Neglecting kinetic energy, an overall enthalpy balance results from the
first integral of the energy equation. Approximately, using the overall scale
of Eq. (111.14):
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Tf being the net gain in temperature throughout the gaseous flame zone.
After some modification, the result of substitution of Eqs. (111.13) and
(111.14) into the energy balance, Eq. (111.15), is:

1+ +/, 4A(.

In regular deflagration situations, convective, diffusive, and reactive
processes are expected to be of equal importance. For such cases,

It follows then from Eq. (111.16) directly, that

and hence,

This result is indentical with the well known expression obtained for laminar
premixed deflagration, when A5 is substituted for i+ 2 (cf.
Penner,6 and Williams6 5) 2 eq

Thus,

v't. <~) O~'zL~ +(111.17)

Using now the pressure dependencies of each of the elements in the last
equation, namely, i' p and - 2  one obtains:

m -v p(l + B1/p) 1 / 2  (111.18)

where B = const is formally pressure independent and has the dimension of
pressurg.

In order to define the parameters involved more explicitly, the following

approximation is considered,

where B and B are dimensionless proportionality constants; this is in line
with th propo-ed asymptotic behavior given by Eq. (III.11). Without loss of
generality, let B1 = B and B2 = 1. Hence, from Eq. (111.18),

6= C (III.19a)
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where a is a proportionality constant,

and

Alternatively, the last equation can be written in dimensional form:

where b is a proportionality constant.

Equations (III.19a) and (III.19b) constitute two-parameter formulae, with
(a;B ) describing the burning rate of nitramine monopropellants over a wide

rang? of pressures. Physical gas phase reasoning, incorporating two distinct
chemical reactions, has led to the explicit pressure dependence shown.

To demonstrate the validity of the foregoing results, two groups of

experimental data were correlated by use of Eq. (III.19b) . The low pressure
(0.5 to 6.6 MPa) mass burning rate measurements of Bobolev et a15 3 made on
porous colzmns of RDX, are correlated in Fig. III.1, with b =2.57

(kg/m 2-s)/MPa and B = 3.8 MPa. on the same plot, the measurements of
Zimmer-Galler 5 for pressed RDX pellets burning in nitrogen atmosphere are
depicted without correlation; the original results were in inches/sec, and the

density of the pellets (not reported) was assmed that of pure RDX to
facilitate plotting. In Fig. 111.2, the linear regression rate data of Boggset a149 at pressures from 1 to 140 MPa, are correlated. The asymptotic burning

rate correlation in this case yields B = 36.7 MPa; the reason for the 0(10)
difference between the B parameters is embedded in the data, with the high
pressure measurements49 Romewhat on the low side, probably due to the small
amount of polymer binder added. Overall, Eq. (III.19b) presents a good
correlation in both cases separately, with the upward shift in the apparent
burning rate pressure exponent clearly evident, as pressure increases. It
should be said that the agreement in no way serves as proof for the theory.
However, it demonstrates consistency between the predictions made and
experimental observations.

2. Pressure-Dependence of the Length Scales

The burning rate pressure exponent, n , can be implicitly defined,

C1 - t/z _ -/t+ = ( 4 t)t=j ~ z=

by use of Eq.(IIl.19a). obviously, n is pressure dependent . Its values at
the extreme limits of high (p >> Bp) and low (p << B ) pressures can be
readily derived,
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~ (~I/Z) AM =

Therefore, at intermediate pressures, 0.5 < n < 1 should be expected.

Indeed,values of n between 0.7 and 0.8 have been reported 49,53,20 for
I < p < 100 MPa, and the burning rate data indicate increase of n as

pressure is increased.
49 ,50 ,53

The pressure dependence of the length scales is given explicitly, using
Eq. (III. 18):

5 "~ ~ ~ ~ ~B /- 112" ' " P-(I+E~/Yb (III.20a)

(III. 20b)

112~
-IIII-20c

At the low pressure limit, when p << Bp , n = 0.5 and hence

, S* - 1/23/
D 8 1 "- P i , ,ile R2 ' p-3/2 Thus,

At the high pressure limit, when p >> B n = 1 and hence

2 1/p ,but the pressure dependenge of i tends to vanish
formally.

The * behavior here indicates that a first order overall
reaction (suc las that of primary decomposition), if it coexisted with a second

order one, would tend to have a finite, constant length scale as the high
pressure limit is approached:

The picture presented by the above relationship is misleading to a large

extent, since thermal effects have been excluded. Consider the process in the

flame zone as the high pressure limit is approached form below, in a
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quasi-steady manner. The secondary reaction rate, possessing the most
sensitivity to pressure, would be the fastest to increase; with it, S*-will
decrease. This means that the secondary reaction would tend to occur to Rn
increasing extent within the region previously dominated by primary
decomposition. Hence, an enhancement of heat release in that zone
(particularly pronounced near the outer edge where reactant concentrations and
temperature are high enough for the secondary reaction) and increase of the
mean temperature should result. This, in turn, would enhance appreciably the
primary reaction, since its thermal sensitivity (represented by the typically
large activation energy) is the greatest. What would thus be observed is an
accelerated decrease of the primary reaction zone thickness, and with it
the * scale, as follows from the linearized expression for small
incremen s &p/p and ATI/I:

Ri/(S*Rl) ' (n-l) Ap/p + (1 - E/R u T1 ) aTi/i (111.22)

The first term of the right hand side is small absolutely and negative, for
n < 1, but the second term contains an amplification factor,
(EI/RuI) " 0(10), representing a large decrement, as
AT,/T I  Ap/p > 0. So, one may find that 'i decreases - l0Ap/p , an

ordei oi magnitude faster than S 2 , for which

*R2/( R2) - (n-2) Ap/p -' 0(Ap/p) (111.23)

Note that the above process does not induce changes in T associated with the
secondary reaction -- T2 being higher than the primary fIame temperature. IS
contains a weak (relatively speaking) temperature dependence that may be
neglected here.

As higher pressures are reached in this manner, the primary reaction zone
is pushed further against the condensed phase surface, its length scale
diminishing in an accelerated manner. Hence, a more reasonable model for the
deflagration process at the high pressure limit emerges:

~ C(111. 24)

with the primary nitramine decomposition reaction tending to "collapse" or
localize at the condensed/gas interface.

The three associated flame field length scales are plotted against
pressure in Fig. 111.3, over the range 0.1 < p < 100 MPa. Equations (111.20
a,b,c) were utilized, with reference values:

U*(l MPa) = 7x10 5 Kg/m 3 -s

t(i MPa) = 5x103 Kg/mB-s

-5(1000K) = 6xl0 - 5 Kg/is

Equation (111.19b) was used with the values of b and B from the Bobolev53

burning rate correlation, Fig. ';.A For comparison, flame length dakg
corresponding to double base (DB)° ' and to ammonium perchlorate (AP) -71

propellants are provided in Fig. 111.3 as well. The observations are
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summarized as follows.

a. The secondary reactive scale is shown to be within an order of
magnitude ? the measured dark zone thickness of a DB prope;lant made
by Kubota, over a range 0.1 < p < 1.0 MPa, and by Maltsevoo at 1.5
MPa.

b. Regarding the foregoing discussion of the thermal effect within the
near field, two lines represent the primary reactive scale, S* .
The upper line corresponds to p (with T = const) iile
the lower line contains a (maximal) quivalent pressure correction
due to thermal effects, with 'i ̂ - p1.5.

c. In the range 1 < p < 10 MPa corresponding to rocket operation,
iS S*i and the pure-AP data of Guirao and Williams69 are all

wiin th same order of magnitude, with actual lengths varying
between 20. and 0.8 jLm.

d. The calqulated lengths for AP composite propellant flames made by
Steinz' are roughly one order of magnitude higher (for the
oxidizer-fuel or secondary flame) and one order of magnitude lower
(for the close-in NH +7UClOA flame) than the data discussed in (c).
The close-in flame d ta art corroborated by the single point
estimate of Friedman et al.71

To conclude, the length scale comparison of Fig. 111.3 indicates certain
structural similarities between nitramine and DB flames. The diffusive and
primary reaction scales, S* and Sl are close to the calculated close-in AP
flame lengths, showing that the primary influence on the burning rate of
nitramines would be exerted by the near field processes.

3. Critique

In the way of critique of the present treatment, the following arguments
are pertinent.

a. Condensed phase processes were precluded from the present calculation,
concerned with the gaseous flame zone. It was shown in Section II.C
that nitramine decomposition occurs in the condensed phase and the
extent of this reaction tends to increase with increasing pressure.
Appreciable subsurface heat release may decrease th. dependence of
the deflagration rate upon heat feedback from the gas phase, and,
hence, upon pressure. This may change the foregoing results,
particularly those concerning asymptotic behavior at the high
pressure limit.

b. The chemical mechanism leading to the present 2-reaction configuration
has been derived largely from pyrolysis data. Consequently, it might
not hold for high rate processes which occur under large pressures.
Besides the expected modification of reaction paths, a substantial
influence of pressure upon kinetic constants might be involved, as
noted by Kamlet. 7 2

Keeping in mind these limitations, it is still possible to draw a few
conclusions here. Based on gas phase considerations alone, the burning rate

S_
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exponent being 0.7 to 0.8 in the low range of intermediate pressures may be
explained; this is obtained from the combined influence of boLh first order
overall nitramine decomposition and secondary (second order overall) reactions
upon the heat feedback to the propellant surface.

At both high and low pressure limits, the gaseous flame zone would be
characterized by convective-diffusive-reactive processes. The particular
pressure dependence of the associated length scales brings about %*,

D
<< 2 at the low pressure range. At the high pressure range,

combined pressure and thermal effects bring about v >>  "

The existence of 2 distinct length scales at the low pressure range leads
to the concept of a boundary layer type problem, investigated in the next
section. In contrast, the distinct length scales associated with the behavior
at the high pressure range indicate a uniform (although probably quite thin)
gaseous flame zone, with a single, second order overall chemical reaction term;
the primary decomposition reaction may then be considered to be effectively
"collapsed" at the condensed surface.

D. Gaseous Flame Field Theory at the Low Range of Intermediate Pressures

The present section is intended to demonstrate certain analytical features
inherent in the problem of nitramine deflagration in the low range of
intermediate pressures. The main objective is to demonstrate the validity of
division of the gaseous flame zone into near field and far field in a rigorous
manner.

The proportions found among the pertinent length scales in the problem
lead directly to a boundary layer type formulation. This analysis is pursued
to the point where statement of the gas phase problem in the form known as
Matched Asymptotic Expansions 7 3 , 74 is made. The hierarchy of equations that
results is used as the means by which the various physical and chemical
interactions in the flame zone could best be illuminated. For this reason,
actual solution to the problem is not attempted within this framework; however,
the physical insight obtained will strongly influence the manner by which
solution to the full nonlinear problem is sought, a task undertaken in the next
chapter.

1. Overall Flame Field Configuration

The gaseous flame field is considered to be a laminar, pre-mixed
one-dimensional flow at steady state. The assumptions leading to the equations
of motion, as well as the equations, are stated in detail in Section IV.B. For
simplicity, fD = -X/Cp = const and W = const were assumed; these are in no
way essential, and are employed only for the purpose of a clearer demonstration
of the present ideas.

Properties that appear in both dimensional and dimensionless forms are
marked herein with an asterisk when dimensional. The symbols follow those of
Section C as closely as possible.
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The overall mass and momentum conservation statements are, respectively:

The transport equations for the entire flame region in terms of the mixture
enthalpy and species mass fractions are, for 0+ < y* < + 00

CI - (III.25b)

h* is the thermal enthalpy of the mixture, defined

V - jCT)r-r
TO

and , : are the specific rates (depletion or production) for the ith species
in thett reaction,

k,) /w (111.26)

The following dimensionless parameters are introduced:

with S* being some overall length scale, defined more precisely later. The
energy equation becomes, for 0+ < y < +00 :

dzf -&c..DW, (111.27)

A similar transform may be applied to the species equations (III.25b).

Consider now the lower range of intermediate pressures, where it has been
found that

Sb /V A <
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as defined previously. Since at the end of the gaseous flame zone all chemical
processes go to completion by definition, a suitable global length scale would
be *,including all possible reactions. Using this scale in
the energy equationR[III.27):

SA2r .. (111.28)

where

S D (111.29)

and

= « 1(111.30)

Clearly, the quantity 0< S << 1 defined here is the ratio of 2 length
scales of the flow field. Its appearance in the reduced differential operator,
Sq. (111.28), as multiplier of the highest derivative gives the present flame
zone formulation the properties of a singular perturbation problem of the
boundary layer type. 7 3 , 7 4

The boundary conditions (BCs herein) written in terms of the dimensionless
variables are discussed next.

Denoting the condensed-gas phase interface by y = 0, the associated
conservation relations for mass, energy and species are, after some
modification,

[tlyL td-4 *-l[ij_ 21  (111.31)

following Scala and Sutton75 and Williams.76 The physical arguments leading to
the energy and species interface balances are depicted schematically in Figs.
III.4 and 111.5 respectively.

In the foregoing equations, h* and h* denote thermal enthalpies on theccondensed and gas sides of the interface, respectively, and Q* is the net
chemical enthalpy change across the interface (Q* > 0 for netSdepletion, as for
endothermic vaporization or sublimation). Molecalar diffusion was assumed
negligible within the condenses phase. In the case of exothermic subsurface
reaction, Q* may incorporate (in an approximate manner) the net heat produced
by this reaction, and hence would depend upon the surface temperature, Ts.

Note that a no-slip condition applies to the interface temperature,
namely, T(0+) = T(0) Ts, but thermal enthalpies may differ across the
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interface, as h*(0+) 7 h*(O-), for obvious reasons.

The conservation conditions in dimensionless form are written,

c('~) -t ( -= Z (o - (III.32a)

where the following dimensionless condensed phase properties have been
Ni I

introduced: hQte Q Q/ Q1 and the dimensionless condensed
phase coordinate,

t-i t- l~*/AX C ) (111.33)

The species conservation condition, Eq. (III.32b) implies that in the case of
nonvanishing diffusion on the gas side (y = 0+) of the interface, a
discontinuity in the mass fractions would occur across the phase boundary,
viz., Y.(0-) 0 Yj(o + ) . Such discontinuity is anticipated whenever
the diffusional terms on both sides of the flow interface are unequal, in
absence of rapid surface reactions, as discussed by Bird, Stuart and
Lightfoot.

7 7

Evidently, the left-hand sides of both enthalpy and species conservation
conditions, Eqs. (III.32a,b), reduce exactly to the same form, involving total
(convective and diffusive) flux terms.

The boundary conditions at y*-.oo may be written in dimensionless form
directly:

Y(0) -_ -. (III.34b)

where subscript f denotes the fully reacted final flame conditions.

The foregoing results strongly indicate the plausibility of casting the
theory of the gaseous deflagration wave in terms of a near field and a far
field. The near field, where primary decomposition of nitramine dominates, and
the process is characteristically convective-diffusive-reactive, is a narrow,
high gradient region adjacent to the propellant surface. The tar field, on the
other hand, occupies a relatively wide region, dominated by subsequent
secondary reactions (second order, overall) , e.g., CH 0 + NO , where gradients
are low by comparison to the near field and the proceis is p[edominantly
convective-reactive. This flame field configuration is illustrated in Fig.
111.6, showing temperature and species profiles and reaction rates.

The derivation and discussion of the near field and far field asymptotic
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theory is the subject of the remainder of this chapter.

2. The Near Field Flame Reion

The near field can be depicted as a narrow region in the gas, in the
neighborhood of y = 0+ with length 0(e.), where nitramine decomposition
dominates the chemical processes. Here, high rates of change (namely, high
gradients) are expected; , particularly, the diffusive terms, d2/dy2 assume
relatively high importance. This region, previously identified by comparison
of chemical length scales alone, may now be fully realized analytically.

Let the magnified length coordinate applicable to this region, be defined:

F- (111.35)

The corresponding dimensionless dependent variables for enthalpy and species
are, respectively:

00

00 (111.36)

represented by the above inner expansions as .- 0 with fixed.

The functions gn(&.) are expected to be simply powers of . , with
leading term 1U, 0(E) = ip = 1. Likewise, the leading terms of the
dependent variable expansions are expected to be a0  ,v 0(1) and

0(1), i 1,2 ...N for the dimensionless system. The reduced
rA6tion rates W, (4,ni . ..) and u (ani ...) should be expanded in G
and Tli, about their zeroth order values. ft can be shown that (J1

and 02 would also have leading terms ^., 0(1).

The energy equation, after transformation to near field variables, reads:

= (111.37)

The species conservation equations are similar. The near field BCs are
constituted of the transformed y = 0+ BCs of the general system. The outer
(or y-*ao) BCs cannot be satisfied by the near field equations, for obvious
reasons.

' + -0+,--) C't -) 0Tl (0-.) -i=I,," N

(111.38)
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where suitable expansions, similar to Eq. (111.36) were taken for condensed
phase and surface parameters.

The parameter A has the role of an eigenvalue in the present system,
and must also be perturbed. Its expansion, which should be uniformly valid
throughout the entire flame field:

it=0 (111.39)

again, with -Y0( F- 0 = 1, taken so that the leading term is ' O(i) for
obvious reasons.

TO lowest order in (zeroth order), the system reads:

=d 1 , 2 Go (III.40a)

where li =YiW/Wi( i - li). The BCs for this system are (given at
y = 0 only):

3. The Far Field Flame Region

In the far field, the most difficulty seems to arise from the AwI/&
term, corresponding to nitramine decomposition. Let:

(111.41)

K1 is a constant, chosen so that Wt) = Wt/ Z is satisfied, with ZAJ given
by Eqs. (III.la,c). It is expected that nitr6ine decomposition, due to its
relatively rapid rate be close to completion at the outer end of the near
field, where y ,- 0(E) and T 1 1000 K. This means that alLeady at that
point, relatively low concentrations of nitramine (small Y should prevail.
If indeed we take YR - 0(&) in the far field, then Ak(2/g -' 0(1)
since WI 'V Ye Hence, when we let E - 0 the above term will not grow
unbounded. Then, t§L problem concerning the Au/),/ term is settled for
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all but the YR conservation equation itself, where the i/E, term persists.
This equation may be written:

where y y* ~ , and with the boundedness condition being Y ) = 0. Put
in more explicit form, the YR equation is:

IL (111.42)

where

For the RDX (in TNT solution1 3) properties of Table 11.3, in the range of
temperatures between 1000 and 3000 K (corresponding to the region F< y <0)O

4 will increase from 0(10) to 0(105), through roughly 4 orders of
magnitude. q = q [ C(y)] is a bounded, Lipschitz-continuous function of y in
the domain of inte est. An admissible solution of Eq. (111.42) is the trivial
one, YR(y) = 0 which also satisfies the given condition of boundedness. This,
however, poses a difficulty when matching with the near-field solution is
attempted.

A non-trivial solution may be sought, utilizing the following transform of
YR:

where -( (y) is a continuous function, possessing at least 2 derivatives; we
leave it as yet unspecified. f(y) represents the relatively slowly varying
properties of YR' Substitution into Eq. (111.42) results, after some
rearrangement:

eW-~~~ ~~ O+/Ej.1 +-00" D (1.4

where a prime denotes d/dy herein.

When the requirement for least degeneracy is invoked (remembering,
however, that the far field should be predominantly
convective-reactive), v((y) can now be defined by letting

= 0(111.45)

which effectively eliminates the fast (or steep) variation associated with the
l/F term, and restores the balance between the f' and the f terms. The
solution to the quadratic equation (111.45) is:

(41) a- "' + 49 + 4q , (111.46) ,
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where the negative root has been discarded, so that G(y) > 0 in the domain of
interest, and the exponential term in the YR expression of Eq. (111.43) would
decay in an accelerated manner as y increases. a((y) is given by the indefinite
integral,

) G , ) j-j(111.47)

The equation for f(y) now can be written:

+ 64 = S-" (111.48)

Expanding f(y) in the following asymptotic series,

Z=0. (111.49)PL =0
as F-- 0 with y held fixed. Simple powers of _ are suggested here by both
the 6f'' term and the near field solution structure; fn(y) -' 0(l) in the
above expansion for all n.

Substitution of this expansion into Eq. (111.48) results in a hierarchy
of equations for fn(y), n = 1,2,... . The lowest (zeroth) order equation
is:

fo/f= - G'/(1 + 2G)

which integrates simply to yield

(111.50)

where Eq. (111.46) for the definition of G was used, after integration.
f (y) will in general decrease with increasing y, but it has a much slower rate
o? decay than that described by the exp[- o((y)/F I term. Note that the
integration constant was omitted; it is properly reserved for the full YR
expression:

C.(j~ (0) l~ N/g ]/[a.it49p71'/4 (111.51)

which describes the lowest order of Y (Y) in the far field. The constant
coefficient c (0 ) is to be determined By the conditions of matching with the
near field solution.

Suppose now that at the Quter end of the near field the nitramine

concentration is such that YM1) ( 1 - 1) ^-, 0 ( 6). This implies
h%(°  O ( ), c(°)= &i t o(,)

with cI -1 0(1) provided that exp[- K()/8] 0(1). Hence,

.CA ( I y( 0 ))/6E," 0(1) in the far field, causing this term to appear in
the fai field formulation to lowest order. The influence of e) upon the far
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field solution (for variables other than Y itself) should not be of great
importance in this case, since Y 0 (y) woud cause the U) term to decay quite
rapidly. on the other hand, coukl1ing between the far fieid and the near field
prevails to lowest order. Particularly, this means that -A is influenced by
the far field processes to lowest order. Of course, this is contrary to
observed physical processes, since the strongest influence upon the burning
rate eigenvalue (through the strong coupling between burning rate, m , and heat
feedback to the condensed phase) would come primarily from processes in the
immediate vicinity of the condensed/gas interface, i.e., the near field.

Thus, it is concluded here that:

k-y(0) Q(0~

(or less)

which will be shown to effectively de-couple the lowest order near field and
far field problems. Terefore, it is assumed now:

(0) 3) , (111.52)

To complete this discussion of the far field, we turn now to the rest of
the dependent variables. Rtaining the global coordinate and dependent
variable notation for the far field, the latter are represented by the outer
expansions:

00

(0)

Pt =0

(111.53)

asymptotically, as - and y fixed. Fbr YR(0), according to the foregoing
line of reasoning, the leading term in the YR expansion is - O( 6 2) The
functions 7-'n(F) in the above formulation may be thought of as integral
powers of E. , similar to the near field expansions.

The energy and species conservation equations are identical to those of
the global system, Eq. (111.28) and shall not be repeated. Substitution of
Eq. (111.53) into these conservation equations, utilizing suitable outer
expansions for W (- ,Y ) and CJ ( -C , Y , Yo) results in a hierarchy of
ordinary differential equations. lb lowest oder in 4., , the system reads:
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(111.54)

where

Note that

A0 z~z,c2 )/6 , O(e)

will appear for the first time in the first-order formulation of the far field.
Consequently, all species that are associated with the W, reaction only,
will have homogeneous zeroth order equations. The BCs at y = oo are

T- W =7 , -e L (III.55)

with subsequent orders of the dependent variables having homogeneous
conditions, (namely, conditions at y = 40 remain unperturbed).

It is evident now that the far field is constituted of a hierarchy of
first-order systems of equations for which the nuinber of BCs given is adequate.
To lowest (zeroth) order in Z , the preceding formulation of Eqs. (111.54)
and (111.55) is independent of the near field; analytical solutions for this
system can be obtained with relative ease. The method of solution is briefly
outlined in the following. Noting the similarity between enthalpy and all
species involved in the DJ2 reaction, suitable Shvab-Zeldovich coupling
parameters can be formed:

CL= -YL0/LX = (111.56)

all of which satisfy dcj/dy = 0 and are found from the given conditions at
infinity. This allows, particularly, the expression of Y0  and YO as
functions of - 0 . The problem then amounts to integrating the ?ull
equation (111.54), viz.,

Wid ('r60

(111.57)

Integration here may be carried out by use of asymptotic methods, utilizing the
relatively large reduced activation energy of W as perturbation quantity.
The method would be similar to that of Appendix B, for the simplified condensed



- 50 -

phase model.

4. The Flame Speed Eigenvalue

The expansions given in Eq. (111.39) is treated now with the objective of
obtaining a more explicit relationship and further insight into the nature of
the solutions. Consider the asymptotic burning rate formula of Eq. (111.19),

ft =M- (111.58)

Slightly re-written, with m - pl/2 and Eir - p. A plausible asymptotic

expansion of the mass burnigg rate is therefore suggested,

(111.59)

as F-. 0, at any point in the field. This expression may be now utilized

in the development of the ,A, -expansion, as follows.

The flame speed eigenvalue, in explicit form, is

with f(p) -v p, since - 0 p. The expansion in general is, cf. Eq.
(111.39),

where

0

and

Substituting Eq. (111.59) in the expression, it becomes

A /E + ] (111.60)

as F-.0, at any point in the field; using a Taylor series expsion in Eq.
(111.60), the A-expansion may be written in short form,

A -A (-i)(111.61)
wthere

e./"
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implied by the required equivalence between Eqs. (111.60), (111.61) and

(111.19). The important implications of the present developnent are summarized
as follows.

0
a. A.. = const is pressure independent for all pressures under which

the theory is valid. Hence, zeroth order near field solutions are
always self similar.

b. By considering the zeroth order term Z alone, one may account for
m pl/ 2 only, namely, zeroth order considerations may yield only
the mass burning rate pressure dependence at the strict lower
pressure limit.

c. First order (and higher) considerations must be incorporated in order
to bring about the true pressure dependence of both the eigenvalue
and the burning rate, at the particular pressure range of interest.

The actual magnitude of 6-' relative to unity will determine the
correct m -' P (or n, the pressure exponent) dependence, at the
particular p investigated.

d. The overall higher order effect in - , entering through
the 81t term in Eq. (111.61) is a decrement, and its pressure
dependence is always given by

aW-~- f'(111.62)
at all pressures for which the theory is valid.

5. Discussion

The matching of near field and far field expansions in an overlap domain
of common validity is excluded here. Detailed discussions of this subject are
given in the works of Van Dyke 7 3 and Cole. 7 4 In the most elementary case,
matching between zeroth plus first-order far-field and zeroth near-field
solutions would be attempted, since the matching procedure provides exact
relations between finite, partial sums. 7 3

Although to lowest (zeroth) order in the near-field system, Eq. (111.40)
is considerably simpler than the fully nonlinear overall flame field problem,
analytical solutions are still hard to obtain without further simplification.
Note also that a full statement of the near field problem should involve the
condensed phase process equations in a perturbed form, as required by the
enthalpy and species BCs, Eq. (II.40c) . These have been omitted here, since
complete solution was not intended by the present method. Detailed treatment
of the nonlinear condensed phase problem is given in Chapter IV, Section C.

There are a few works in which the method of matched asymptotic expansions

was utilized in study deflagration problems, mostly with a single overall
chemical reaction step. A brief review of these seems in order now.

The relatively large activation energy (or an equivalent property)
associated with chemical reactions in most deflagration problems of interest 7 8

is utilized in all of the works described herein as a (large) perturbation
quantity. This facilitates the definition of a relatively thin, high-gradient
reactive zone within the overall deflagration wave, since under these
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conditions the reaction would effectively occur under temperatures quite close
to that of the fully reacted flame. The high activation energy concept forms
the basis for the approximate analytical treatment of solid propellant
deflagration advanced by Zel'dovich7 9 ,80 essential for the assumption that the
entire gas phase reaction is localized at the final flame temperature.

Jaine and Kumar8 1 used a temperature-power expression of the form M.nns

where s = const and n denotes "activation energy", to represent the
reaction rate term; this is similar to the temperature-explicit approximation
proposed by Spalding. 6 5 ' 6 6 Their calculated flame speed eigenvalues (equivalent
to the defined in the present study) are admittedly difficult to compare with
other data where Arrhenius-type reaction rates were used.

Bush and Fendel1 8 2 used the method successfully to compute the flame speed
eigenvalue up to second order in 6- , for a single, first-order overall
chemical reaction. A modified Arrhenius rate expression was used to overcome
the cold boundary difficulty. The entire deflagration wave was divided into 2
sub-regions as follows: (a) a thin "downstream" reactive zone, where
temperatures are close to that of the fully reacted flame, the process being
characteristically reactive-diffusive-convective; and (b) a relatively thick
"upstream" nonreacting region where temperatures are low, so the process is
convective-diffusive. Normalized temperature was used as an independent
variable, and the process of matching "inner" (a) and "outer" (b) solutions
required an intermediate expansion. Using the 2 leading terms in the
eigenvalue expansion, the above authors found very good agreement with the
numerically computed values by Friedman and Burke: 8 3 errors within 1% were
observed for normalized activation temperature of 0(10).

Williams 8 4 has applied the methodology and lowest order result
(namely A 0 = 1/2, with Le = 1) of Bush and Fendel1 8 2 to the case of solid
propellant deflagration. The equivalence of the pure gaseous pre-mixed
deflagration and normal solid deflagration problems was shown for the case of
large activation energy in the gas. The analysis does not go beyond zeroth
order, and obviously applies to propellant configurations (and pressures) where
the pre-mixed gas phase assumption applies.

Joulin and Clavin8 5 considered a two-step reaction in the form

R -- X -- PRODUCTS + QR2

where X denotes an intermediate radical. Both steps were assumed to involve
comparable high activation energies, but only the final step was allowed any
exothermicit (QRl = 0 for the first step). Similar to the analysis of Bush
and Fendel1,82 a narrow, high temperature reaction zone was postulated, the
independent variable used being the reduced temperature. Zeroth order solution
was obtained for the flame speed eigenvalue, and the effect of the intermediate
X upon laminar flame speed shown within this framework, for t.ie case that X
possessed a distinct binary diffusion coefficient with the products (shown
through the use of distinct Lewis numbers) . Details of the solution procedure
were completely omitted, and the source of the 0.5 factor in the A0

expression (as well as its analytical expression) remain unclear.

The high activation energy of the primary decomposition reaction in the
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present problem could be utilized (in a manner similar to the asymptotic
analysis in the aforementioned studies8 2 , 8 5 to obtain an approximate analytical
solution for the zeroth order near field problem. However, this would involve
an expansion-within-expansion, and was precluded herein.

6. Conclusions

(a) The burning rate eigenvalue expansion has a pressure independent
term _0 - 0(l) which appears only in the near field formulation,
considering the zeroth order problem. Consequently, -A-0 is fully determined
by the zeroth order near field configuration, regardless of pressure. .AO may
be found, for instance, by applying the successive lower and upper bound
iterative method of Johnson and Nachbar.

65

The next higher order solution in A introduces influences due to the
secondary reaction in the near field [by the U)32 term, cf. Eq. (111.37)],
due to far field processes (through matching) and due to the actual pressure in
the field. This leads to the conclusion that the interaction between the
secondary reaction and the gas burning rate, m , is not of primary nature
quantitatively, but extremely important in a qualitative sense, e.g.,
elucidating the pressure dependence.

(b) For the particular range of pressures considered here, the actual
values of . for the case of RDX deflagration may be found using Table
III.l. These are 6 1/40 to 1/20. It is expected that the expansions
proceed in integral powers of . (as mentioned previously, using the
principle of least degeneracy of the equations).

Hence, the error involved in any near field or far field variable,
computed to zeroth order only, is expected to be O(E-); using the values
of & for RDX, this amounts to 2.5 to 5% roughly, in the range p = 1.0 to 4.0
MPa. Nonlinear effects, such as temperature- and concentration-dependent
properties might account for additional deviations from the exact solution.

(c) The pressure dependence of within the region of applicability of
the theory, is given by

-"  ;/(, j" -(III.53a)

with 0 < S << 1 . Note that n, the apparent burning rate pressure
exponent, is variable for large enough variations in pressure, as given by Eq.
(111.19). The pressure dependence of JA. is given by

A0 _ (III.63b)

At the low pressure limit, n = 0.5 and &c" p; since p-O at that
limit, A is pressure-independent. At this limit only, both near field and
far field solutions to zeroth order are pressure-independent, namely self
similar. Otherwise, the solutions depend explicitly on p through F- and A ,
and in this respect are dissimilar.

Although high pressures were intrinsically excluded from the preceding
analysis, some interesting observations can be made regarding the behavior of

~ -~-
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the system at the high pressure limit. For extremely high pressures, n 1
so that E tends to be pressure independent and A - /p. Up to that limit,
as the pressure increases, _ - p2-2n increases as well; therefore, a switching
or reversal of roles seems to occur between E and A. (as between W
and LO ): now . may be considered as "eigenvalue" while A- 1/p <<I as
a small- ferturbation quantity, provided that the thermal effects do not
interfere significantly with the decreasing of A (being much more sensitive
to temperature than 6 due to the high activation energy El, as mentioned
earl ier).

In the intermediate pressure range, where 0.5 < n < 1.0, A is decreasing
while E is increasing with p. Thus, with increasing pressure in the
intermediate range one may observe a shift of main influence from the primary
nitramine decomposition at the lower pressure range, to the secondary reaction
at higher pressures. In the meantime, the distinction between near field and
far field, based according to the foregoing arguments on 6 being small,
tends to diminish and a uniform (but absolutely thin) flame region can be
foreseen. This may be manifested by gradual decrease of the near field
gradients, associated with an increase of the far field gradients, both in
dimensionless form.

(d) The difficulty in obtaining analytical solutions by the present method
was mentioned earlier. It is stressed here that the preceding theory was
primarily intended to put the physical ideas which have evolved in the previous
sections in a rigorous analytical form. The implied zeroth order results
provide valuable guidance to the continuation of this study by solving the
nonlinear deflagration model numerically. Therefore, at the pressure range
considered, emphasis should be placed on the domain close to the condensed
phase surface, where primary decomposition of nitramine dominates the chemical
processes.
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CHAPTER IV

STEADY DEFLAGRATION ANALYSIS OF A NITRAMINE MONOPROPELLANT IN
THE RANGE OF PRESSURES FRCM 1.0 to 4.0 MPa

A. Introduction

Following the analysis of Chapter III and the conclusions therein, a
solution to the full deflagration problem is the subject of the present
chapter.

In this chapter the gas phase and condensed phase elements are treated
separately; they are combined in the complete solution through the solid-liquid
interface conservation conditions.

In order to represent physical reality as closely as possible, variable
thermophysical properties are necessary in the gas phase. With the two
proposed chemical reactions, this amounts to a nonlinear problem in which the
various coefficients are solution dependent. Hence, numerical techniques were
employed to facilitate solution. The formulation of the gas phase processes is
treated in Section B. Section D contains the details of the numerical
solution. Calculation of the thermophysical properties pertinent to the gas
phase is given in Appendix A, along with the corresponding data.

The condensed phase involves a liquid layer in which nitramine
decomposition is considered. Although thermophysical parameters in the
condensed phase were taken as constant because of insufficient data, the
situation here is also nonlinear. The condensed phase analysis is presented in
Section C; a special case (thin liquid layer), for which analytical solution
was possible, is treated separately in Appendix B.

In Section E the present analysis is concluded with the description of the
actual process of obtaining solutions to the deflagration problem, by combining
the various elements in an iterative manner.

B. Formulation of the Gas Phase Problem

The analysis of Chapter III has shown that distinct far field and near
field regions can be identified in the overall flame field, within the range of
pressures of interest. It was also shown that the near field processes have
primary influence upon the burning rate, while the far field processes exert a
weaker influence, although non-negligible.

Within the framework of a solution to the full deflagration problem,
attention is focused upon the gas phase behavior in the region adjacent to the
condensed-gas interface. In this particular region the intention is to
represent the process as accurately as possible. This amounts to having a
nonlinear problem, in general, with the two simultaneous chemical reactions

chosen to represent the chemical processes.

The treatment of the gas phase here is aimed at obtaining a mathematically
well-posed problem which is tractable. Not surprisingly, a two-point boundary
value problem evolves; for purposes of the present section, the boundary
conditions are considered to be known finite constants; the objective is to
obtain solutions for this gas phase formulation. These solution manifolds are
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not to be confused with solution of the entire deflagration problem, since some
of them might correspond to eigenvalues which are not physically realistic.

1. Assumptions

The reactive gas phase region is considered essentially as a
one-dimensional, pre-mixed laminar flame. The pre-mixedness follows from the
assumed homogeneity of the nitramine monopropellant, in both chemical and
structural sense.

In setting up the formulation, assumptions common to theoretical gaseous
deflagration studies were employed. These follow very closely the assumptions
listed by Williams65 and are presented here for completeness.

(a) All binary molecular diffusion coefficients are assumed equal.
(b) The Lewis number for individual species and for the mixture is taken

equal to unity: Le = 1.
(c) Pressure gradient- and thermal gradient-induced diffusion (the Soret

and Dufor effects65 ) are negligible.
(d) Viscous effects are negligible, as well as radiative transport.
(e) The momentum statement for the gaseous flame field, typical to gaseous

deflagrations, is

p(y) = const. (IV.l)

(f) The gas mixture is assumed to have the properties of an ideal gas, for
which the equation of state is:

2. Nonlinear Gas Phase Deflagration Model

An inertial coordinate system is employed; the origin is affixed to the
condensed-gas interface, stationary in the observer frame of reference. The
interface is denoted y = 0, with y being the space coordinate. The gas phase
extends in the domain defined 0+ < y < + aO , and flow is in the positive y
direction as illustrated in Fig. 111.6.

According to the chemical mechanisms discussed in Chapter II, the
following reactions are considered here (given schematically):

a) Primary decomposition of nitramine in the gas phase:

N

The S for which 0 are products of this primary
decomosition; these in61ve typically the species NO , CH20, N20,
N , and others; mostly, they are not the final combustion products
o~served at the end of the flame. Some of these species are involved
in subsequent secondary reactions.
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b) Of all possible secondary reactions, a single representative one was
chosen, second-order overall; written schematically:

typically involving CHO and NO 2 as 'F' and '0' respectively. This
particular reaction, d e to its relatively low activation energy,
large pre-factor, and appreciable heat release Q , is most likely to
influence the near field process. Note that alt!lugh the reaction of

Eq. (IV.4) involves 'F' and '0' which are products of primary
decomposition, both reactions are considered to be simultaneous; this
is allowed by the sufficiently high temperature within the near
field. The products of the secondary reaction are those species for

which 2,i / 0; typically, these are CO2, CO, H20, NO and others.

As indicated by the asymptotic analysis of Chapter III (in the range of

pressures considered), secondary reactions would dominate the far field
processes, but their effect upon heat feedback to the condensed surface is of
secondary importance. In this respect, a more detailed secondary reaction
mechanism would yield a better resolution of the far field part of the
deflagration wave -- at the cost of appreciably increased computational effort.
on the other hand, no great improvement upon the resulting flame speed
eigenvalue can be expected.

To obtain a good resolution of the gas phase processes which influence
heat feedback to the condensed phase the most, the region of interest in the
gas shall be confined to the neighborhood of the condensed-gas interface; thus,
a finite region is considered, such that 0+ < y < yf, where

The dimensionless constant b > 2 typically; S = ?D/m
is the diffusive length scale defined by Eq. (111.3).

The governing equations of motion for thermal enthalpy and species mass
fractions are written in dimensional form:

C1~~~~~ ( , -' j Z "" 2 N I.a

f < ?b + 0o p.2 I Qe (IV.6b)

for 0 + < y < yf. The various parameters in Eqs. (IV.6a,b) are defined:

T
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A4 (~ \; ~~,AAZ (IV. 7b)

The overall reaction rate terms, u- and W0. are defined by Eqs.
(III.la,b,c), but here local propertie;, i.e., T(J) and Y.(y), i = 1,2.. .N are
to be used with the Arrhenius terms. The overall mass coftlnuity statement is:

m -- =u - mp (IV.8)

Due to assumptions (a) and (b), X/Cp = 9 D for all species. The
derivation of Eqs. (IV.6a,b) involved the use of Fick's law for normal
diffusion; likewise, the properties of ideal gas, uniform pressure, and overall
continuity, Eqs. (IV.2), (IV.l), and (IV.8) have been utilized in the above
derivation as well.

he parameters Cp and X. were taken dependent upon local temperature
and species concentrations, so that:

ZP - i C-P &) (IV.9)

A detailed discussion of the data and the modeling involved in actual
calculations of Cp, .X and ?D are presented in Appendix A.

Equations (IV.6a,b) can be shown to constitute a system of N+l coupled,
nonlinear second order ordinary differential equations. Written in vector
form,

G d2U/dy2 - C dU/dy + F = 0, 0 < y < Yf (IV.lI)

where

UT(y) = (h Y1 Y2 ... YN)  (IV.12)

defines the dependent variable vector. F is the vector of production terms; G
is the diagonal diffusivities tensor and C the diagonal convective term tensor,
containing elements of the form

m - d( ?D)/dy (IV. 13)

F, G, and C depend upon U(y), but not on y explicitly; hence the system of Eq.
(IV.II) is termed autonomous.

The boundary conditions for the system of Eq. (IV.l1) c4n be stated:

U(0+) = Us  (IV.14)

dU/dy(yf) = 0 (IV.15)

Equations (VI.lI) through (IV.15) define the 2-point boundary value problem in
the gas phase.
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Comparison between Eq. (IV.14) and the rigorous condensed-gas interface
constraints, Eqs. (111.31) and (111.32), reveals that no attempt is made at
this point to satisfy the rigorous boundary conditions. Of course, the
solution has to satisfy them eventually; more attention will be given this
subject in Section D, dealing with the actual solution process. Thus, for the
time being, in order to obtain a well-posed problem in the gas, the values of
the dependent variable vector are simply imposed at y = 0+ , as given by Us.

For a given set of ambient data, \P,T ), the values of 'is and m are not
known a priori; together, they form what may be termed here as a
multi-dimensional flame speed eigenvalue (to borrow a phrase from deflagration
analysis) . This has to be ultimately defined in the complete solution of the
deflagration problem.

Recalling the discussion of Chapter III, one may expect to find gradients
dU/dy at Yf negligibly small compared with those near the y = 0
boundary. Hence, although the boundary condition of Eq. (IV.15) does not
apply in a strict sense to any finite yf in the gas, it is still expected to
reasonably represent physical reality, within the realm of the present
investigation of the near field.

Despite the similarity of the differential operators of Eq. (IV.ll) for
all species and enthalpy, the presence of multiple chemical reactions brings
about F-vector components which prevent the simplification, usually obtained by
forming suitable Shvab-Zeldovich coupling terms. 76 , 86 In other words, one may
not reduce the problem to a single equation [of the form of Eq. (IV.ll)] for
one of the U-components, with the rest of the unknowns governed by homogeneous
equations of the same form. Lees 87 has overcome this difficulty for the case
of chain reactions in deflagration by formulating conservation laws for
elements, rather than molecular species. The obvious advantage to Lees' 87

method is the homogeneity of the differential operators. Unfortunately, since
certain molecular species profiles are of critical interest in the present
study, Lees' method cannot be used.

Combining all chemical events into a single overall reaction step in the
gas phase would greatly simplify the system formally, and allow the formation
of Shvab-Zeldovich coupling parameters. This was done in a study of ammonium
perchlorate monopropellant deflagration by Guirao and Williams.69 ,88 The
diversity of chemical length scales associated with the reactions considered
here, at the low range of intermediate pressures, does not allow this
simplifying procedure. Since numerical and not analytical solutions are sought
for the present formulation, additional simplifying assumptions are not
warranted. The clear advantage here is that relative effects of each reaction
at any point of interest in the region 0 < y < Yf are directly revealed, as
well as the effect of changes in the chemical mechanism or in the
thermochemical parameters.
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3. The System in Dimensionless Form

The system of conservation equations, Eqs. (IV.6a,b) , may be re-cast in
dimensionless form:

L- d-z-

z dZY(IV.16)

where the dimensionless specific (thermal) enthalpy is,

-: )--(W' I ,) f Ce 4r ,'  (IV.17a)
"o

and the dimensionless near field coordinate is defined,

(IV. 17b)

The production terms are

F7T-t (IV. 17c)

Fc cc -(o I 4 O(E/ /.) ZCA)Z4-I
W and W are dimensionless reaction rates. Note that E.. and A are
variable heie, but defined similarly to their constant counterparts in Chap.
III.

The boundary conditions at = 0+ for the above system are given by
Eqs. (III. 32a ,b)

z (0+  CA a/ (0+) = (o

(IV. 18a)

t-%z(0+) - 6M /(o 0) <k o9 W)-"

A finite dimensionless near field length, b, may be chosen, cf. Eq.

(IV.5); the imposed outer boundary conditions are

The foregoing derivation is given here only for completeness of the
mathematical model. Fbr reasons of physical clarity, it has been decided in

the development stages of the numerical algorithm to work with the original
system, given by Eqs. (IV.6) through (IV.15), in dimensional form -- that is,
in physical space.
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C. Condensed Phase Analysis

1. The Liquid Layer

Experimental observations1 , 1-7,49, 5 1,5 2 56,57 confirm the existence of a
liquid layer luring .eticijrit ion of nitramines (HMX and RDX) at low to moderate
pressures. X7-orling to Cohen and others, 5 6 , 5 7 ' 3 5 the liquid layer tends to
.1isappear -t pressures ni3her than 10 atm. Regarding the relatively low
melting Uuoint )'itrr in; (A7H K for RDX) on one hand, and the strong
exothermicity of the ]aseous reactions adjacent to the propellant surface on
the other, the existence of su< ch a layer indeed seems plausible. This liquid
layer separates eftectively the solid arid the gas phases in the range of
pressures -onsiiered.

For temperatures above the melting point, nitranine iecurnpositin in the
liquid state has been studied by several investigators.1 -13 Hoever, the rates

)f heating used in these thermochemical experiments (typically up to 30 degrees
K per minute) are several orders of magnitude below those expected under normal
ief1gration situations; nevertheless, it is assumed that nitramine,
dec-oposition can occur in the liquid, under deflagration colitior;. The
stdies mentioned here and the proposed chemical mechanism were discussed in
C(hapter II.

Scanning electron micrographs of deflagrating nitraine s.nplts -aken
after extinction by Boggs, et a14 9 and also by Cohen,57 reveal entrapd ,i ]as
bubbles under the extinguished surface. Unfortunately, extingoishment w a.
achieved in all cases by rapid depressurization (following steady burning -t 2
rlPa in Boggs '49 experiments); for this reason, one may not be cei-tain about the
actual presence of gas bubbles during the deflagrat ion process .tsi t.

Recently, experiments were conducted at Princeton Univers-ty in wfih
.lefflarating W-4X was rapidly extinguished at c,nstant pressure by means of
rapil der adiati,)n.R The extingii shei surfaces ,. these specimens aire
strikingly difterent tra)m t-!iw, ,xtingIii.;hedJ by rapi hpress rization -- the
surfaces ire ;moot5i and frotn :s; not itctO io the surface or in the
subsurface layer. A ftew ,i t d bubbles v-r,- observed, but their frequency :f
occurrence is m lch I -o r tha; )bi;,rvtd by Ig h and Cohen. 5 -

Lengel 1 e40 has mcin*t 1 " t h, r eat i r Ii ui i layer (endot oermic) of a
polymer inde 4oin,- i r ' t i r ation. This model w.s at i Iized by Sui rao
and Williams in thetir analys ; t letI1rit ing imonm pe rhlorate (AP)
monopropellant. t thin ii. ui l yer was R)tulated, where 7()% of the AP
decomposition (exothermic) was; as;,ri to occur. A uniform liquid phase
temperature was assumei. In thir case, r)9 the exothermic gas phase reaction
could not by itself ;upp)rt mor, than about 10% of the mass generation; in
other words, the dr ivinq force .;us;taining steady deflagration was placed mostly
in the exothermic liquid phase de(cxnposition reaction. Therefore, with respect
to the existance, reactivity and exothermicity of the liqjid subsurface layer,
an analogy can be drawn betwoen .- fl agrating nitramine and AP monopropellant.

The subject of the remainder o this section is the theoretical analysis
of the reacting liquid layer, incorporating the exothermic decomposition of
nitramine in the l iquil state.
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2. Assumptions

The following assumptions are made, regarding the condensed phase
anal ys i s.

(a) The only reaction considered in the liquid phase is the overall
unimolecular decomposition of nitramine, the products of which are
gaseous. The actual reaction stoichiometry and the associated
thermochemical parameters are given in Eq. (11.15) and in Appendix
C. The specific case of RDX has been discussed in detail in Section
II.D; for completeness, the reaction is written in general:

//

(b) Gaseous products of decomposition in the liquid are assumed to remain
dissolved in the non-reacted liquid. These products are convected by
the liquid toward the liquid-gas interface at y = 0. In the range of
pressures considered in this study and with the relatively small
extent of reaction expected, gas bubbles are not anticipated in the
liquid.

(c) The liquid is assumed to be isotropic and to have uniform properties
(density, thermal conductivity, heat capacity) throughout the entire
width of the zone.

(d) Regarding the above thermophysical properties, actual calculations
were performed using data which correspond to the solid state because
of the lack of liquid phase information.

(e) Molecular (but not thermal) diffusivities in the liquid are assumed
negligible compared with convection.

(f) Within the present framework, solid phase reactions or solid-solid
phase transitions are not considered. In this respect, the present
model is strictly applicable to RDX, for which such transitions are
not observed, and to a somewhat lesser extent to IMX which exhibits
such transitions; the heat involved in such transitions and the
accompanying variation of thermophysical properties can be considered
negligible here.

It is evident now that the present liquid phase model allows for nitranine
decomposition and its associated heat release to occur anywhere in the liquid,
under local (variable) concentration and temperature. No restriction is made
a-priori on the physical thickness of the layer. Additional discussion of the
liquid layer is included at the end of this section.

3. Comprehensive Condensed Phase Model

Consistent with the preceding gas phase analysis, the liquid phase is
defined in the negative region -Ym < y < 0 where y denotes the liquid layer
thickness; recall that the origin of the inertial Toordinate system is affixed
to the liquid-gas interface; relative to this origin, at ste ady state, the
solid-liquid boundary is stationary: this boundary is uniquely defined as the
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point where the substance is at its melting temperature, T., and the heat of
fusion, Qm' is depleted. Between the y and y = 0 boundaries, as solid
liquefies at a constant rate, the liquiR flows at a constant flux m = m in
the positive y direction.

The solid phase (taken as semi-infinite) is assumed to be adiabatic at
infinity. As it translates at a constant rate r toward the y = -ym boundary,
it is heated by conduction and its temperature increases from the ambient TO to
Tm at y = -ym"

The dimensional conservation equations for energy and nitramine (the only
species followed explicitly) are, after some modification:

-q-V I 3LK JL (IV.20)

-ym < y < 0

The subscript 'R' was omitted from Y, which denotes nitramine here; the
Arrhenius-type reaction rate term is shown explicitly. r -m/?c is the linear
regression rate, and Xc - Xc/ 9 cCc the thermal diffusivity.

Transforming Eqs. (IV.20) and (IV.21) to dimensionless variables,

-t- _x - /(oc/r) (IV. 22a)

---M V/ (IV.22b)

where T* Qliq/Cc, the system becomes:

- Cr)W (IV.23a)

= - (IV.23b)

with F(t) being the temperature-dependent part of the reaction rate term. The
dimensionless liquid layer thickness here is a = Yn/( F/r); since the liquid
layer thickness is riot known beforehand, an auxiliary retation is provided by
the energy balance at the liquid-solid interface:

The derivation of this equation is given in Appendix B. Vie boundary
conditions of the system of Eqs. (TV.23) are:
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= 0 z~t~)=Q~T ~Y/-1 O) (I V. 25)

The total thermal flux in the negative direction defines a new
dependent variable:

' - (IV.26)

The dimensionless system of Eqs. (IV.23) thus reduces to

0C -
(IV.27)

with the boundary conditions given by Eqs. (IV.24) and (IV.25).

The structure of Eq. (IV.27) obviously suggests the formation of a
Shvab-Zeldovich-type coupling parameter, 95 - Y, for which d( 6 - Y)/d 0
and hence,

with C determined by the auxiliary condition and the boundary conditions, Eqs.
(IV.24? and (IV.25) respectively, at = 0. Therefore:

CO = [Qm + Cc(Tm - TO)]/CcT* - 1. (IV.29)

These considerations eliminate one of the dependent variables (e.g., Y).

Finally, by a change of the independent variable, the problem is
transformed to the phase plane; this is obtained by utilizing T- as the
independent variable:

=d-

This is allowed since d c/d never vanishes in the region 0 < < a,
and c() is a continuous, monotonously varying function of The
transformed system reads:

(T.2) - L - (IV.3) b q

The boundary conditions are (0) = 0 and (0) = J6, where is gien by Eq.
(V. 24), since t-( = 0) = 0. The production t~rm, givenoexplicitly:

A .U..T I- + (IV. 31)

r•* 11M



Thus, the original 2-point boundary value problem has been reduced to the
equivalent non-autonomous initial value problem in 0(m) and ( C ).
Nitramine concentration at any point in the field is given by Eq. (IV.28).
The remainder of the species' mass fractions are given by further coupling
parameters, all of which reduce to the form:

M, / / (IV.32)

Upper and lower bound estimates for 6(r-) are obtained by
selecting for the exponent in Eq. (IV.31) constant lower and upper values,
respectively. Let

kL -F(Z O u z-
Denoting these in general by K, Eq. (IV.30 ) simplifies to:

for which the solution is given in implicit form:

K(j - Co)/K [ -+ (6 + KCo) /(K + 1)1 = C1 = const. (IV. 34)

The integration constant C is evaluated at the point [ t; = 0 ; 0(0)]. As
mentioned in the section daling with the gas phase model, Ts and m are not
known beforehand and should be specified during the process of solution. For a
given value of m, specifying an unreasonably high T value for instance could
lead to d Z/dr = 0 and a singularity would evolve. For this reason, it
is important to obtain suitable estimates on (-r ) prior to attempting a
solution; such estimates may be obtained by Eq. IV.34) with K = _ KU.

To obtain a qualitative measure of the solution behavior, a more
elementary model was set up. By assuming all heat release to be localized at
the liquid-gas interface, yet allowing the chemical reaction to proceed within
the layer [thereby excluding the production term from Eq. (IV.20) but not from
Eq. (IV.21)], an analytical solution of the problem is made possible, using
asymptotic methods. This concise model clearly approximates cases where only a
small extent of nitramine decomposition occurs in the liquid phase. The
concise model and its solution are the subject of Appendix B. A brief
comparison of the two models Itermed (1) "comprehensive" and (2) "concise"
herein) follows in the remainder of the present section.

The liquid side of the y = 0 interface energy balance, cf. Eqs.
(III.32a,b) , can be written in dimensional form:

= 1

where To is the reference temperature, and the solution-dependent part is
defined:
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cryT

In the absence of surface reactions, the term Q denotes in the comprehensive
model the amount of heat required for gasification of the remaining nitramine
at the surface:

-- C ( (IV.36a)

Fbr the concise model, the Q term contains in addition the net heat release by
the subsurface reaction, hence

since all of the condensed phase reaciton heat release is assumed to be
localized at the y = 0 surface in the concise model. Turning now to the
thermal gradients, at any point in the field T < T < T , the thermal gradient
due to this model is larger than that due to te compregensive one. This is
due to the internal heat generation in the comprehensive model, which requires
less conductive heat flux to maintain any particular temperature. Thus:

[X\J- T/c(LLI(07)j < [L)c JT/d~oj (IV. 37)

for the same ambient conditions and (Ts, m) . This in turn causes effectively
that

S(IV.38)

which can be deduced from physical scaling considerations involving Eq.
(IV.37): AT 1- (T - T ) and &y v y,. Now, from the inequality
(IV.38), it is expecte8 thaT:

since the longer the residence time in the layer (which corresponds to the
larger yml ) , the higher depletion of nitramine and, hence, lower Y (0 -). The
heat of reaction, QI' , is typically 4 times larger than the heat o
vaporization, Q . Ths, Eqs. (IV.36a,b) indicate that for small differences
between YRl (0-)and YR2 (0-), one obtains Q > Q

Returning now to Eq. (IV.35), it is somewhat unanticipated that the Q
and AcdT/dy(0-) effects combine in such a manner that qc values obtained by
both models are in excellent agreement; this is demonstrated graphically in the
independent liquid layer results discussed in Chapter V.

Solutions to the independent comprehensive liquid layer model were
obtained by integration of the system of Eqs. (IV. 30a,b) , utilizing a
Runge-Kutta 4 procedure.
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D. Numerical Solution

The major subject of the present section is the solution of the gas phase
problem. First, the numerical algorithm of the gas phase equations is derived
and discussed for constant boundary conditions of the form given by Eqs.
(IV.14) and (IV.15). Then, a method of varying dynamically the boundary data
at y = 0+ (in a manner which satisfies the interface conservation conditions)
is presented. This naturally involves the incorporation of the condensed phase
into the general solution procedure.

1. Pseudo Time Marching and the General Implicit Algorithm

A convenient method for obtaining solutions to the steady state gas phase
model is to formulate and solve the corresponding pseudo-nonsteady problem.
The solution then is generated by time marching until equilibrium is achieved
(in the sense that time variation has vanished).

In the present configuration, the overall continuity and momentum
statements remain strictly those of steady state, namely, m, p = const ; thus,
the present pseudo-nonsteady formulation should not be confused with the
rigorous time-dependent problem.

The resulting system of nonsteady equations is obtained from Eq. (IV.lI)
and is of the parabolic type. Denoting now the nonsteadycounterpart of the
dependent variable vector U [defined in Eq. (IV.12)] by U(t,y), the system is:

- (IV.40)

0 < y < yf, t> 0

where G = G/? , F = F/( and C = C/9 ; G, F, and C were defined for
Eq. (IV.ll). The boundary and initial data are:

0 JDL/? Ct,' L =0 CIV.41a)

'JO (IV.41b)

A general-implicit finite difference algorithm is employed to solve the
parabolic system given by Eqs. (IV.40) and (IV.41); denoting the numerical
solution vector by V(t,y) , space and time are discretized: Y = n A~y and t =

j At. The differential operations of Eq. (IV.40) are replaced by finite
difference quotients as follows:

OV ti+'  vV V
(IV.42)

which is forward-differencing (Euler form) in time, and
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~ (IV.43a)

-d ~~- ,;, ( V,,+,- vQ,/t'i
which correspond to central differencing in space. Denoting the finite
differenced right hand side of Eq. (IV.40) by R, after use of Eqs. (IV.42)
and (IV.43) has been made, the general implicit algorithm rends:

v *, -V =te'R ~ ,tO- e') IV4

n = 1,2.. .NF,

where 0 < 9' < 1 is the dimensionless general implicit parameter. All is
considered to be known at time level j. The goal here .is to obtain a linear
algebraic system of equations involving the unknowns V3+ at all space Points.
Due to the dependence of G, F, and C upon V [in the RJ 1 expression of Eq.
(IV.44)] , these parameters must be quasi-linearized in order for Eq. (IV.44)
to be linear in Vj+l. The quasi-linearization is done as follows:

n

(a) Using known data of time levels j and j-l, the value of V at time
level j+l is predicted:

vJ+l,p = 2V0j _ VJ- (IV.45)
n n

At time level j = 1, one may simply use vi'IP = vi.
n n

(b) Using VJ+IP, the terms in the coefficient tensors G and C can be
ncalculated. These are denoted G3+ p and 3+ 1,p at all points Yn n

The F vector is expanded to first order in a Taylor series about

Fn~~-- Fr ? / (IV. 46)

where ('3F/ V)J+IlP denotes the proper Jacobian matrix, whose elements can be
calculated explicitly from the known functional dependence of its terms upon V.
The particular expansion of Eq. (IV.46) has better properties than an
expansion about Vn for instance, since the reaction rate terms of P depend on Vn +in a stiff manner. R+ of Eq. (IV.44) can now be written more explicitly, in
its present quasi-linearized form:
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P?. , _.b 'A, " .*

' j(IV.47)

defining the quasi-linearized, spatial finite difference operator Xj+lp.
Utilizing this operator in Eq. (IV.44), after some rearrangenent, PEsults in

where I is the identity matrix and ZJ is defined by the right hand side of Eq.
(IV.48); ZJ at each step is given by the exact predictor:

n
Zj = Zi-l + (Vi - Zj-)/E)', E)' > 0 (Iv.49)

n n n n
This follows from the identity xJvJ Ri, for converged solution at
any time level j. nn n

When all interior nodal points spacewise are considered, n = l,2,...NF,
E . (IV.48) yields a set of NF algebraic equations in the unknown vectors
VJ'f. This results in a block tridiagonal matrix equation (since each Vj is
a vector of dimension N+1), solved by conventional decomposition and Gaussian
' "ination.91 ,92 The specific algorithm used for this purpose is described in

in Ref. 92.

The boundary conditions for the differential system, given by Eq.
.41a), provide the required end-values for V:

V" : " = -U'IV.50a)

VrO -i = VNF (IV. 50b)

where 0 and NF+l denote the inner and outer boundary points, respectively.

The initial conditions, made necessary by the present pseudo-nonsteady
configuration, are imposed in the form of second order polynomials to insure
smoothness of the initial data:

- = (y) = a + by + cy2  (IV.51)

with the constant coefficient vectors a, b, and c determined by the conditions:
U0 (0) = U5, dU /dy(yf) = 0, and U(y Cf) = Vf. It was found that a convenient
set of components for the vector 4 is provided by the conditLions at the end of
the near field (estimated, of course). Other sets of Vf-parmeter
configurations have been tried, yielding practically the same solutions. The
following, however, must be observed:
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(a) All mass fractions in the initial conditions must add up to unity.

(b) The chosen T(yf) must be sufficiently high to insure vigorous reaction
initially, or else the system tends to "extinguish" within the first
few time steps.

The finite difference algorithm described above is implemented in a
predictor-corrector mode:

(a) The first (predicted) Vj + l solution is obtained b use of Xj +I ' P and
VJ. This solution is used to re-calculate XI+l p .

(b) Using the re-calculated Xj+l,p and Vj , the process is repeated to
generate a new (corrected) Vj+l solution.

Although the predictor-corrector process can be repeated several times
within each time step, it was found that a single passage through the (a) - (b)
loop was sufficient, with additional passages producing negligible changes in
VI+ P.

The subject of proper choice of Ay and At for this integration

procedure is addressed next.

2. Space and Time Increments

The space increment is chosen:

consistent with the specified yf of Eq. (IV.5). The present difference
algorithm utilizes a uniform mesh size , and the integer Kf 0 O(10)

The pseudo-nonsteady system of Eq. (IV.40) is of the parabolic type.
Consequently, the necessary and sufficient numerical stability criterion is

9 3

given by:

(IV.53)

where B > 0 is a finite constant and D = D is an average diffusion
coefficlent, chosen to represent the diagonal matrix G = G/f . For values of
9 > 1/2, there is no formal restriction on the magnitude of B1 , since the

algorithm of Eq. (IV.48) is termed unconditionally stable.93 This should
prevail throughout most of the region 0 < y < yf; however, as the domain of
interest in the gas extends somewhat beyond the outer end of the near field,
i.e., near yf , the conditions are

d( D)/dy << m

d2U/dy2 << dU/dy

Hence, as would be physically expected, the convective term dominates and to
lowest order, the pseudo- nonsteady model for the neighborhood of y - yf is:
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2~2VV
t3- A- F(IV. 54)

This configuration, in contrast to that given by Eq. (IV.40), is predominantly
hyperbolic. For Eq. (IV.54), the Courant-Friedrichs-Lewy stability criterion
is:

where f ='(yf) which yields a maximal m/!9

It is evident now that the domain of interest in the gas, from the
viewpoint of the pseudo-nonsteady algorithm, encompasses both parabolic-type
(most of the space interval) and hyperbolic-type (near yf) regions. To
maintain numerical stability throughout the entire domain in space, both
stability criteria, given by Eqs. (IV.53) and (IV.55), must be satisfied by
the uniform choice of At. Of the two constraints mentioned, only the
second one truly limits the choice of Ct, imposing an upper bound.
Denoting by At I and INt the time increments associated with the
conditions of Eqs. (IV.53) ind (IV.55) respectively, their ratio is:

As= (IV.56)

with B2 = 1. Since most of the region 0 < y < y is parabolic,
the choice falls naturally on the condition of Eq. (I .53). In order not to
violate the aforementioned hyperbolic constraint, it is required that Nt 1=

St 2 in Eq. (IV.56). Thus, the above equation constrains B1:

S(IV.57)

where ff/5s ,0 0(1/4) typically. Hence, B1 Z 2.5 is recommended.

3. Truncation Error Effects

The truncation error associated with the particular difference scheme
described in the foregoing sections is the subject of the present treatment.

Expansion of vJ+I and Rnj+1 with respect to t about the point (yn; tj) in
Taylor series and sUbstitution into Eq. (IV.44) yields:

where it has been asswzned that V(y,t) and R are analytic in some swall

neighborhood of (yn;t ]). Hence, from Eq. (IV.58):

= + 0(t (IV.59)
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Turning now to the difference quotients contained in RJ [cf. Eqs. (IV.43a,b)h
and (IV.47)] V3 and V are developed in

n4-l n-iae eeopdi

Taylor series with respect to y about the point (Yn;t j ), obtaining:

(IV.60)

where the indices n, j have been omitted from G, C, and F. Equation (IV.60)
can be written now explicitly

-2V _ c7&V P- (

The indices n, j have been omitted completely from the last equation; it is to
apply to the entire region 0 < y < yf, t > O.

To demonstrate consistency, the functional dependence Ay = g( A t)
must be defined.94 Utilizing Eq. (IV.53) for this purpose, it is evident
that Ay 2 -0 ( At). Now, letting 6t--P0, the O( At, Ay 2) terms
uniformly vanish in Eq. (IV.61), assuning that the partial derivatives
contained therein remain finite in the limiting process. Thus, consistency of
the difference scheme with the original exact, pseudo-nonsteady configuration
has been shown.

It should be emphasized that consistency and stability of the present
pseudo-dynamic numerical algorithm are of interest only with regard to their
influence upon the final steady state solution, namely for ensuring
convergence. Yet, it is impossible to realize a final steady state with a
numerically unstable difference algorithm, (implying no-convergence). For this
reason, the numerical analysis herein is pursued as if the given differential
system were genuinely time-dependent.

The truncation error is O( Mt), or equivalently O(Ay2). Usually,
finite, nonvanishing values of At and Ay are incorporated in actual
numerical computations, and the physical implications of the associated
truncation error terms are of interest. More specifically, we refer here to
spurious diffusion (analog to artificial viscosity95), corresponding to the
-b2V/-y 2 member within the truncation error term.

Attending to the problem of the O( At) term in Eq. (tV.58),

According to Eqs. (IV.60) and (IV.61),
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where terms O( At.Ay 2) and higher have been neglected. Thus, the 0( A t)
expression is reduced to:

-( )At (- (IV.63)

Ahen 9' = 1/2, which corresponds to the Crank-Nicholson scheme,96 the 0( At)
term vanishes identically. For 91 > 1/2 employed presently, the 0(&t)
term prevails throughout the nonsteady integration process, until steady state
is reached; at the limit of steady state all time derivatives strictly vanish,
and the O( t) term uniformly vanishes.

Convergence to steady state may be defined in principle by the requirement
that the dimensionless time-like variation of any gas field property not exceed
an arbitrarily small quantity, Et' viz.,

I j
z~ (IV.64)

at any time level, j. In the last equation, v denotes any dimensionless gas
field variable, with the indices nj omitted. 6t - At/t*, and t6 is the
associated near field time scale, defined by Eq. (III.5a). using Eqs.
(IV.52) and (IV.53), evidently Nt = BI/Kf, since Dy = &6/Kf.

An upper bound on the actual value of F-- for practical purposes can be
imposed through the requirement that the residual time variation at the
convergent level be at most of the same order of magnitude as the truncation
error, namely 0( At); finally, a somewhat more conservative value is given
by

This amounts to 8t 0(1/1000) in practice.

Turning now to the 0( Ny 2) term in Eq. (IV.60), viz.,

// ~~4 :5q4f AIV .) - -! - (~ )j3I.6
the method of Roache97 shall be employed to demonstrate stationary spurious
diffusion. The main concern here is the solution at steady state; the
0( .y ) term does not vanish then. The differential operator to consider
is:
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using for purposes of demonstration a quasi-linearized version of Eq. (IV.40)
at steady state, in any small neighborhood in the field. In the last equation,
f is the Jacobian ( "F/ lV), D : G and w 2 _, ass~ining local constant
values for D, f, and 7. The homogeneous linear operator of Eq. (IV.67)
provides:

~-4 L
-Y- f

The first two expressions can be utilized to eliminate the fourth and third
order derivatives in Eq. (IV.66), and the last one to eliminate the 'a/ y
term which results from the substitution,

/ AW ( Avil (IV.68)

which consists entirely of dissipative-like terms. The stationary spurious
diffusion term in Eq. (IV.68), defined:

DS 1 US /2 (IV.69)

is shown to be negative, regardless of the sign of 4.

Thus, the steady-state solutions to the gas phase problem, obtained by use
of the present pseudo-nonsteady algorithm, correspond to a reduced diffusion
c~efficient (by a second order decrement in y). An approximate upper bound on
D s can be obtained by considering the consistent set of parameters D = Ds
and w n m/ s in Eq. (IV.69); using the definintion of 4y in Eq.
(IV.52):

which represents a modest modification of approximately 0.1% in the value of D.
A similar statement should hold, regarding the second term of Eq. (IV.68);
since this term is positive-definite, it should tend to cancel with the

2/,2ry2 term wherever the latter is positive.

It should be emphasized here that the foregoing analysis, leading from Eq.
(IV.66) to Eq. (IV.69), is approximate and intended only for purposes of
physical interpretation of the truncation error term at the strict limit of
steady state.
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4. Properties of the Numerical Solution for the Gas Field

Actual stability of the present numerical algorithm was checked by
perturbing several of the key parameters (e.g., m, activation energies, and
pre-exponential factors) . It was found that small variations introduced in
these parameters and the boundary conditions cause correspondingly small
changes in the solutions. Whereby, existence of neighboring solutions and
smooth dependence upon the boundary data were demonstrated, indicating stable

solutions.

Utilizing 4' = 0.8 with Ay and At given by Eqs. (IV.52) and
(IV.53) respectively, and with B = 1 and KA = 12, numerical instability was
not encountered for any permissible set of boundary and initial data.

Although it would seem at this point that numerical solutions for the
independent gas phase problem could be generated for any fictitious set of
boundary data, this is strictly not the case. The existence of genuine
solutions is definitely confined to certain intervals of valid boundary data
and m, at any ambient pressure. Of all the observations regarding this
property, the most interesting may be those resembling physical blowoff and
flashback in actual gaseous deflagrations. These were obtained for fixed
pressure and boundary data U(t,O) = Us. Specifying too low mass flux, m, for
the given conditions resulted in numerical flashback with gradients becoming
steeper near y = 0+ each timestep until numerical instability occurred. On the
other hand, specifying too high m for the given conditions resulted in
numerical blowoff, where gradients became finally vanishingly small and
U(ty)- U s . These phenomena occurred consistently throughout the pressure
regime investigated and were reproducible. No attempts to pursue upper and
lower limits of mass flux vs. pressure were made, since the solutions did not
satisfy the rigorous condensed-gas interface conservation conditions and, to
this end, remain no more than a numerical curiosity.

5. Relaxation Procedure for the Boundary Conditions
at the Liquid-Gas Interface

Physically relevant solutions of the overall deflagration model must
satisfy the rigorous conservation conditions at the liquid- gas interface,
y = 0. This involves combination of the condensed phase and gas phase
solutions.

As discussed in Section C, manifolds of condensed phase solutions can be
generated numerically for specified (m, T , T ) data. The results, concerning
the y = 0 boundery only, written in dimen~ion]ess form:

4 T(0 -) = ct *"_oj ,( 0lZ ..- NIMG

(IV.70)

defined by the right-hand sides of Eqs. (111.32), (IV.35), and (IV.36a).

Similarly, the gas phase may be integrated independently, for specified
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sets of (p, m, US) data. Genuine gas phase solution manifolds thus obtained do
not necessarily satisfy the physical interface conditions at y = 0.

According to Eqs. (IV.18), the dimensionless interface conservation
conditions can be written in vector form:

4- V () - Avloi (09 (IV.71)

where VT (0+ ) -(0 + ) Y(0+ ) ... Y with -C and defined by the
integrals of Eqs. (IV. 17a,b) , and v0) = v is the dimensionless
counterpart of Us. Consider r w a fixed data set (Tn, m, p), along with a
current value of the vector vN) , where k denotes th current pseudo-time level
of y = 0 boundary conditions. s The condensed phase solution yields [ -] (k+l);
the gas phase, integrated forward in pseudo-time, obtains all interior field
point solutions, v (r'+ I ) . These values of t#I(k+l) and v(k+l) may be used
in Eq. (IV.71) to obtain new values of the boundary vector, vsk+l).

The procedure involves the 3-point, secord order accurate difference
approximation for the surface gradients,

(IV.72a)

obtained by Taylor series expansion of v about = 0+. d - is
the local dimensionless coordinate corresponding to the nth spatial mesh point.
It is obtained by a second order Runge Kutta integration, from Eq. (IV. 17b):

for uniform increment & y, nonuniform A arises, due to the spatial
variation of qD, most pronounced near the y = 0+ surface.

The actual iteration process is semi-implicit. Substitution of Eq.
(IV.72a) into Eq. (IV.71) yields:

V(O+ (kV-I)= + V, V2  (k+) c [ i +  ( (IV.73)

The boundary condition relaxation procedure is stinarized by following
steps.

(a) For V(k) and the ambient data, generate the qas field solution
(involving interior gas-phase points), V(k+,). Note that these
results need not be at full steady state for intermediate relaxation
steps.

(b) Integrate the condensed phase to obtain

(c) Calculate l and 42 by Eq. (IV.72b).

+ (k~l)
(d) Using Eq. (IV.73), calculate v(0+) (k4l), and obtain V(kl.

S
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Steps (b) through (c) may be repeated in a predictor-corrector manner.
Any number of time-like forward integration steps (j) of the gas phase may be
used between distinct surface relaxation steps (k); the most efficient,
however, was found to relax the boundary conditions each gas phase integration
step, namely, k = j.

(e) Checking convergence of the surface relaxation procedure is done in a
manner compatible with the steady state convergence requirement of
the interior gas-field points:

where i denotes individual components of the vector v(0 ). Thus,
steady state is achieved when

for the entire gas phase region (including the boundary values at
y = 0.

By employing the y = 0 surface relaxation procedure with the combined gas
and condensed phase integration, manifolds of solutions corresponding to the
specified (p, m, TO) data can be generated. These solutions, when convergence
to steady state is achieved, satisfy the rigorous species and energy
conservation conditions at the liquid-gas interface.

E. Solution or the Deflagration Problem

The final step in the solution of the deflagration problem, namely
defining the mass burning rate m , is the subject of this section. At the
conclusion of the foregoing section, a method was defined by which solution
manifolds of the combined gas and comdensed phase problems could be generated,
for given ambient data (p, TO) and specified m. In order to uniquely define
m(p, TO), an additional independent constraint is required. The constraint is
provided by the nitramine evaporation law, which can be stated implicitly as

XR(0+) = f(T,, p) (IV.76)

where XR (0+) is the nitramine molar fraction at the gas side of the liquid-gas
interface. Utilizing this as an auxiliary constraint, the mass burning rate
may be calculated iteratively.

1. The Nitramine Evaporation Law

Any process of evaporation involves molecules of the substance (R) leaving
the liquid in an outward flux, mR(OUT), and an influx of molecules, mR(IN),
effectively returning to the liquid from the vapor phase. When m_(OUT) =
m (IN), the process is termed at equilibrium, and no net evaporation occurs,
*'though the substance (R) exists in both liquid and vapor phases. When
m (OUT) > m (IN), net vaporization take68 place; in this instance, the net flux
oF vaporizing material can be expressed as
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"here 0 < 0< < 1 is the 1enUjsen accommodation coefficient, 9s is th gas
klrisity at th surface, Yl eq is the equilibriin mass fraction and Y is the
ictual mass fraction of (h) at the gas side of the interface. The mean
molecular velocity perpendicular to the surface is9 9

-- [(IV.78)

Note that (regardless whether equilibrimin prevails or not) the outward flux is
always given by the equilibriumn expression,

X -P (IV.79a)

where

The equilibrium mole fraction is given by Dalton's law,

C(t) -- 9(IV. 79c)

and the equilibriun partial pressure of (R) can be expressed by a
Clausius-Clapeyron law,

- T (IV.0)

where (P , T.) are reference vapor pressure and temperature, and E. tl,,f latent
heat of vaporization; parameters for the last equation were extrapolated from
the data of Rosen and Dickinson for RDX, and the values tabulated in Appendix
C.

It should be mentioned that the net vaporizing flux, mR, is the difference
between two large numbers [owing to the magnitude of un s, being much larger
than the mean convective velocity u (0+)]. This implies that yR Teq) is

comparable to Y + the actual mass ?raction. Indeed, the assumption of
equilibrium at he surface (even though net vaporization prevails) may yield a
good approximation of Y R+ , but should be relaxed when the actual outward mass
flux,mR, is sought.

Thus, with available surface dmta Us, Eqs. (IV.77) thrujh (IV.80) fully
define mR(Us) . The expression for t.ie full mass flux is,

W = 1- ~()

accounting for subsurface gas generation; whereby,

serves as the auxiliary relation sought.
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2. The Iterative Procedure

The development of the relaxation procedure for boundary values at y = 0,
described in Section D, followed from an intermediate relaxation configuration
incorporating only the species boundary values, Y.(0+), j = l,2,...N. This
method was essentially safer regarding convergencJ of the time-like integration
to steady state, since as (T ,m) are fixed, the condensed phase solution is
fully determined and need noi be repeated; hence, the Y.(o ), j =N
relaxation proceeds with invariant input from the condeAsed phase solution,
namely, Y.(0-) = const, j = 1,2,...N. In order to solve for (T ,m)
corresponing to the given ambient data at steady state, a multi-dimensional
(2x2) Newton-Raphson procedure was employed, utilizing the energy conservation
condition at y = 0 and the evaporation law as linearly independent constraints.
The saving in computational effort over the relatively rapid convergence of the
gas phase solution (including species Y.(0+), j = 1,2,...N ) was more than
offset by the rather complex overall it~ration procedure, requiring gas phase
solutions at each (Ts,m)-iteration step, besides formation of the residual
Jacobian, (e ,e )/V?(Tsm). The procedure is not guaranteed to converge,
even when soluiiog is physically plausible. Fbr instance, the residual
function must be convex (the condition for which is that the Hessian matrix,
possessing the diagonal terms " 2 el/ T2

, -2e /-am 2 must be positive
semi-definitelOO, 1 1 as a necessary conition or convergence. The algorithm
for this approach produced converged results in certain cases, but tended to
overpredict the mass burning rate, m, consistently, for datum case properties.
The multi-dimensional iteration algorithm has been abandoned in favor of the
straightforward, single constraint method described in the remainder of this
section, which incorporates relaxation of the entire boundary value vector,
including Ts, within each iteration cycle.

The iterative procedure is based on satisfying the following constraint
A (h) = (m* - m)/m = 0 (IV.82)

by converged steady state solutions, corresponding to fixed ambient data (Tp)
and through suitable choice of m. m* in Eq. (IV.82) denotes the mass flux
obtained by the converged steady state solution for a particular imposed m(h)
through the procedure outlined in the previous section. superscript h denotes
the current iteration index, and e(h) , when nonzero, is the current residual or
error.

Holding the ambient data fixed, m(h) can be varied within a Newton-Raphson
or regula falsi iterative procedure, in order to minimize '(h). Of course,
each new iterative step (h4l), requires generation of new steady state solution
for the (p, T0 , m(h + l ) ) data.

The overall iterative procedure is considered converged, when

which is the allowable error in satisfying the y = 0 interface conservation
conditions, at the final steady state level, cf Eqs. (IV.64), (IV.65) [not to
be confused with the convergence criterion,Eq. (IV.75)).

Convergent steady state deflagration solutions for given ambient data (p,
T0 ) are therefore defined as those which satisfy all the imposed physical

_.r._._~~~~~~.. , .,- h _. . ...... . ..-
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constraints, including the evaporation law.

7b conclude, the method described in this chapter can be used to generate
solution manifolds for particular sets of (T,,p) data within the pressure range
of interest here. These constitute genuine olutions to the physical
deflagration problem under the given ambient conditions, which was the
objective for this part of the study.

A functional and structural description of the computer program NTRCOM
(for combined condensed and gas phase solutions) is provided in Appendix C.
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CHAPTER V

RESULTS OF THE STEADY STATE ANALYSIS, CONCLUSIONS AND RECO4MENDATIONS

A. Introduction

The solutions obtained by the nonlinear algorithms of Chap. IV are the
subject of the present discussion. The framework for this chapter is as
follows. The independent condensed phase solutions are discussed in Section B,
where comparison is made between the comprehensive model of Section IV.C and
the approximate (concise) one, given in Appendix B. Steady state solutions of
the coupled condensed and gas phase models are described in Section C,
including a summary of the pressure dependent behavior as well as the influence
of various parameters. Conclusions and summary of observations are given in
Section D, and recommendations for future study of nitramine deflagration are
offered in Section E.

The converged steady state solutions discussed herein were obtained by
NTRCCM, the numerical solution algorithm described in Appendix C, with
prescribed mass burning rates, m, chosen close to the experimentally observed
values at given ambient data. It must be stressed that solving for the mass
burning rate m(p, Tn) by the method of Section IV.E is entirely valid; however,
with the extrapolatd RDX evaporation data (E , p , T ), cf. Appendix C, the
Y' F) tends to be consistently underpredicte, rgsuling in negative mR.
Rather than limit the validity and accuracy of the final results by the quality
of the evaporation law parameters, it seems far better to employ values of m
from available measurements, and make note of the error which evolves from the
evaporation law constraint, Eq. (IV.82), at the converged state. The
calculation of these errors requires knowledge of the Knudsen coefficient,

o( , appearing in Eq. (IV.77); in view of the uncertainty involved in the
evapgration data, its value and the subsequent error term calculations would be
highly speculative. Instead, the significant difference

d = y(eq) - yR(0+ )

is briefly noted. Its values are between -0.15 at 1 MPa to -0.06 at 4 MPa.
For instance, at 4 MPa, specifying a mass burning rate 19% higher than the
previously mentioned experimental value, results in d = +0.12. This is to
emphasize that despite the aforementioned arguments, the actual data generated
by the evaporation law, as well as the predicted values of the mass burning
rate are in no way out of range. In comparison, the absolute magnitude of the
residual errors involved in the dimensionless conservation conditions at y = 0,
Eq. (IV.71), do not exceed 0.005 (or 0.5% considering unity as reference) at
converged steady state.

The data used in all the numerical experiments considered herein are for
RDX; the datum case properties are summarized in tabular form in Appendix C,
and the associated thermophysical data given in Appendix A.

B. The Independent Condensed Phase

As shown in Section IV.C, the condensed phase can be formulated in terms
of an (equivalent) initial value problem and solved independently. Thus,
specifying (T, m) as well as a maximal surface temperature, Ts, can yield
condensed phaCe solution manifolds outside of the framework of the entire
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deflagration problem. These results are used to illustrate the reacting
condensed phase behavior.

In each case, the results of the comprehensive model (Section IV.C) are
compared with those of the concise model of Appendix B. All the independent
solution data is summarized in Figs. V.1 through V.9. The condensed phase
properties used are given in Table V.1. To avoid small differences in the
numerical results due to varying integration step-size, the independent
variable in the comprehensive system (given by Eqs. (IV.30a,b) and the
associated initial conditions] was normalized:

-(T-T,,,)/OT,--r,, _ ) (V.1)

such that 0 <- 4 1 in the domain of interest, and Ts is the current maximal
surface temperaFure considered, which may vary with m. In the actual solution
process of the coupled gas and condensed phase model, T is specified, and has
to be matched by both gas and liquid solutions at y = 0. For the independent
solution considered presently, the prescribed maximal T in each case was taken
somewhat lower than that which brings about d-/d?== 0.

For purposes of illustration, the independent variable axis was

_C =_ t r.--r, V/(-% -rs )= .T ,. (-s "r,,, --[in

in all the results plotted in Figs. V.1-5, where T = const. for all mass
fluxes utilized, so that an absolute scale of refere is restored in the
plots.

The three values of mass flux utilized in Figs. V.1 through V.9 were 7.2,
10.9 and 18 kg/m 2s, close to those observed experimentally at 1, 2 and 4 MPa,
and equal to the values prescribed in the combined gas-condensed phase
solution.

Figures V.1 and V.6 show the mass fraction of nitramine in the liquid vs.
temperature. As temperature is increased (toward the hot boundary at y = 0),
the nitramine mass fraction decreases and the rate of depletion increases, both
in an accelerated manner. This is due to the strong temperature sensitivity of
the reaction rate term. As mass flux is increased, the residence time in the
liquid layer decreases, and hence a tendency for less depletion of nitramine at
higher m; however, the rate of supply of nitramine to the high-temperature
reaction zone (by convection, mY ) also increases, resulting in partial
counter-balancing of the first e~fect. The concise model yields a slight over
prediction of YR, the resons for which have been discussed in section IV.C.

Figure V.2 depicts the dimensionless thermal gradient; peaking of this
function within the layer is due to the effect of reaction: as the hot boundary
is approached and heat release by the reaction increases, less conducted heat
flux is required to maintain a given temperature. In the r~ion where the
reaction is weak, the gradient is linear in -, since d -r/d t: -. -

£

const, as given by the concise-solution lines (wfere heat release withiN the
liquid layer is precluded). For the various m-values shown, differences in the
initial conditions, d 7/d c(o), are entirely due to the scale transfom,cf
W. (V.l1; larger Ts (corresponding to larger m) results in reducedd c/d~c(0o) cf Eq. (IV. 24) .
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The total thermal flux in the negative direction, - d E/d
is shown in Fig. V.3. Appreciable deflection downward from constnt value
(given by the 6 = const. solution of the concise model) occur, as reaction
heat release becomes more prominent, toward the hot boundary; the reasons for
this have been discussed above.

A dimensionless form of the heat feedback term, qc, defined by ENs.
(IV.35b) and (IV.36), viz.,

q - .': CT-r _T v.2)

is drawn in Fig. V.4. The reasons for the good agreement between concise and
comprehensive solutions here were discussed in detail in Section IV.C. The
peaking of q within the range of temperatures considered, follows from
similar behavior by the dimensionless thermal gradient. This property is of
great importance to the matching of energy flux across the liquid-gas
interface, as will be discussed later; matching corresponds to the receding
portion of these curves.

The dimensionless distance from the solid-liquid interface within the
liquid, = (y + y )/(*1r) , is depicted in Fig. V.5. All the concise
model s ions are elf-sTmilar since 2 = lo(ir) , and hence the lines for
all m-values coincide. Departures from ihis sing e curve are observed for the
comprehensive model: the smaller the mass flux, the lower the maximal
temperature at a particular value of c (note that the layer thickness is not
indicated by the ends of these lines). In other words, the larger the m, the
smaller the maximal 4c"

Dimensional data is depicted in Figs. V.6 through V.9. The dimensional
conductive heat flux, -AcdT/dy is plotted against liquid phase
temperature in Fig. V.7, sh6wing that a higher mass flux m requires a higher
conductive heat flux, at any given T. Figure V.8 showns the dimensional
function qc as function of T; here, too, the larger mass flux requires a large

at any temperature. Finally, the dimensional distance in the liquid layer
is plotted against temperature in Fig. V.9, indicating that the liquid layer
thickness tends to decrease as the mass flux increases.

C. The Combined Gas Phase and Condensed Phase Solution

The results discussed in this section correspond to converged steady state
soltuions obtained by numerical experiments with the NTRCOM progran. These
tests cover the ressure range between 1 and 4 MPa, with imposed mass burning
rates close to the experimental data available for RDX.

The part of the steady state solutions concerning the gas phase is
summarized in Figs. V.10 through V.25, covering the near field properties as
functions of distance from the condensed surface. Further distinct features of
the deflagration solutions are given in Figs. V.26 through V.36.
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1. Observation Regarding the Gas Phase

In all of the diagrams discussed in this section, four groups of data
represent each parameter, at p = 1, 2, 3, and 4 MPa.

Figures V.10 through V.12 depict temperature and species profiles vs.
dimensional distance from the propellant surface. In Fig. V.10, as pressure
is increased, the temperature at a given distance y is increasing, and the
final temperature attained is higher. In Fig. V.11 the nitramine mass
fraction is shown to decrease rather steeply with distance, reaching values
< 10-  at the outer end of the region.

The reactants of the secondary reaction, NO2 and CH 0 have rapidly rising
concentrations near the surface, where nitramine depletign is faster than the
rate of secondary raaction; these concentrations decrease slowly, once the
primary reaction is close to completion. The mass fraction of N and N 0, not
participating in any further reaction, increase as nitramine is gepleted, and
then remain constant. In Fig. V.12 products of the secondary reaction are
shown, all of which have mass fractions 0.01, at least one order of magnitude
below those of the primary reaction. The rise of the NO, CO, CO and H 0
species concentrations is slow relative to the species of Fii. V.11, ai the
characteristic rate of secondary reaction in the near field is relatively
small.

A plot of reaction rates, log( () ) and log 2LO) vs. distance from
the propellant surface is given in Fig. .13. The primary decomposition
reaction is shown to be 2 orders of magnitude higher than W 2 at the peak,
falling to 2 to 3 orders of magnitude below cJ2 at the outer end of the near
field. It is interesting to note that uW >cj at the surface, where y e 0+;
this trend was indicated by the kinetics, 3f. iig.II.4. The secondary reaction
rate rises monotonously throughout the near field, and is expected to peak only
far from the surface, within the far field. Observing Figs. V.10 through
V.13, as pressure is increased, the reaction rates Wl and (02 increase, the
peak value of Wi. is increasing, and the resulting mass fraction of nitramine
near the surface Is decreasing. Dimensional gradients, d /dy*, are increasing
over the entire near field.

The reaction rate plot is repeated in Fig. V.14, using the dimensionless
coordinate, given by the integral of Eq. (IV.17b). In this instance, peaking
of the W~ -curves and the region of fast gradient change for C-3 are shown to
occur at unique position ) - 0.5, regardless of pressure. ihis particular
near field property, indicating a degree of self similarity, will be apparent
with the rest of the dimensionless plots utilizing for the abscissa.

Figure V.15 shows the dimensional conductive heat flux, AdT/dy, as
function of y. Near the surface, where the exothermic reactions are still
weak, the conductive flux is high and rising. It reaches a peak in the near
field, somewhat before WA) max is reached and then falls off rapidly; finally,
dT/dy tapers slowly to approach zero in an asymptotic manner. Clearly, as

pressure is increased, the dimensional gradient is increasing appreciably in
the surface region. The fast-receding portion of dT/dy becomes steeper, and
the peak becomes sharper, at higher pressures. This plot is repeated in Fig.
V.16, depicting AdT/dy (dimensional) vs. . Similar to the behavior
observed in Fig. V.14, the conductive heat flux curves do not intersect as
pressure is varied, and all the peaks occur at a unique ± 0.35 position,
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regardless of pressure. Note that XdT/dy(0+) increases with pressure.

A series of fully dimensionless plots is given in Figs. V.17 through
V.21. Figure V.17 shows the dimensionless enthalpy, defined by Eq. (IV.17a),
as function of ? . A relatively rapid increase of -C to * 0.70 is
followed by a shallow rise toward the outer end of the near field.

Mass fractions of the primary reaction species are depicted in Fig. V.18,
as functions of r . Relative to Fig. V.11, these form now tighter clusters
of curves, as the near field length coordinate is unified. In comparison, the
secondary reaction products plotted in Fig. V.19 do not follow this tendency,
as expected. As pressure is increased, the extent of secondary reaction within
the near field increases, and the concentration curves for HCHO and NO2 in Fig.
V.18 move further apart when approaching higher values of .

In a manner similar to that observed for the species concentrations in
Fig. V.18, the dimensionless enthalpy gradient, d r /dt , in Fig. V.20 shows
tendency of all distinct pressure-data to cluster more tightly, when plotted
against t . The trend toward self-similarity (i.e. all data falling on the
same line, regardless of pressure) near the surface becomes weaker as the
reaction rates ( L, W 2) increase toward 4 - 0.35, where the dimensionless
enthalpy gradients eak. Increasing pressure brings about smaller d r /d in
the near field, but at t : 0.7 crossing over occurs, and the largest gradient
corresponds to the largest pressure, as expected from the theory of Chapter
III. Clearly, a difference of 2 orders of magnitude exists between the values
of dZ:/dt at t = 0+  and at ?5 1 , which shows the near field - far field
arguments to be still valid within the pressure range considered.

Another parameter of interest in the near field is the total (convective
and conductive) thermal flux. -C -d-C/dz . Plotted against ?. in Fig.
V.21, this function is negative for 0 < 4 < 0.5, and has a minimum at 4 -e
0.3. As the gradient d t /dt decreases most rapidly near the point of
maximal primary reaction rate, a steep linear ascent in that region follows,
terminating in a monotonous shallow rise, where d-r /dl is vanishingly
small. The point a 0 .5, where -C -dC/dg = 0, coincides with the
neighborhood of maximal W , cf. Fig. V.14, for all pressures considered.
This point is therefore physically significant in terms of the net
dimensionless heat transfer, serving as a continental divide in the
deflagration wave: upstream of it, net heat is fed back toward the propellant
surface (4 < 0.5), conduction being dominant over convection; downstream
( g > 0.5) transport processes are weaker and convection dominates, as net heat
is carried outward with the gas flow.

Figure V.22 depicts the distance from the condensed surface, y, in
microns, plotted against the dimensionless near field coordinate r . For a
given near field position, the larger distance corresponds to the smaller
pressure (or mass burning rate, m = m), as given by the integral relationship
of Eq. (IV. 17b). 7he portions o? the y-lines for t > 0.8 appear linear,
since the qD variation there is small compared with that near the surface.

Three thermophysical parameters of interest are plotted in Figs. V.23
through V.25, as functions of the dimensionless coordinate 4 . In Fig.
V.23, the isobaric specific heat, Cp, of the gas mixture is shown. The gas
mixture diffusivity, X/Cp is given in Fig. V.24. Both rise with the
temperature in the near field. The mean molecular weight of the gas mixture,

kiwis'
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W, is plotted in Fig. V.25, and shown to be a receding function of : as
nitramine is depleted and lighter species formed, W decreases. Data from all
pressures of interest tend to merge near the outer end of the near field, since
the secondary reaction (compared with nitramine decomposition) does not involve
a significant change in mean molecular weight. As pressure increases, for a
given near field position, Cp and A/Cp increase, mainly due to the effect of
rising temperature; W decreases, as the nitranine mass fraction decreases.

2. Summary of Pressure Dependent Characteristics
in the Range Between 1 and 4 MPa

The results discussed in this section correspond to converged solutions of
the nonlinear deflagration model, and involve observations of the overall
pressure dependent behavior, obtained for the datum case data set.

In all the numerical experiments considered herein, the mass burning rate,
m, was prescribed according to experimental values.53 Within the pressure
rAgion considered, m has a pressure exponent n :t 0.75; the variation of m_(p)
is depicted in Fig. PV.26.

Nitramine concentrations at the liquid-gas interface are given in Figs.
V.27a,b, as function of pressure. On the liquid side, the nitramine mass
fraction decreases linearly with increasing pressure. For the pressure range
considered, 0.98 > Y (0-) > 0.91, showning in Fig. V.27a that at 4 MPa
nitramine decomposit"on in the liquid amounts to less than 10%. The nitramine
mass fraction on the gas side also decreases with increasing pressure as shown
in Fig. V.27b., but in a decelerating manner. The associated variation in
mass fraction is 0.40 > Y (0+) > 0.35 about one half of total the vaciation on
the liquid side. The sur~ace temperature, T increases with pressure, as shown
in Fig. V.28, in a decelerating manner. Within the pressure range considered,
625 < T < 690 K; the variation of surface temperature with pressure is a
marked 8eparture from the assumption made by Spalding6 6 that when a liquid
phase is present on the deflagrating propellant surface, Ts(p) A const and
equal to the boiling point temperature. Although actual boiling point data of
RDX are not available at this time, one would tend to accept the observations
of Zeldovich7 9 that boiling of the liquid phase in similar secondary explosives
marks the onset of detonation.

Although the deflagration process considered does not seem to be
controlled by surface pyrolysis (such process was not included in the physical
model), an attempt is made in Fig. V.29 to plot the prescribed m (p) data
against the converged solution data, l/Ts(p). Tne result is a very good
correlation (coefficient of determination, (r*)- = 0.9895]; in the range of T
and m considered, an amarent activation energy of 13 kcal/mol is found, witR
a pre1actor of 2.68 x i0 kg/m2-s.

The dimensionless gradients of thermal enthalpy and nitramine mass
fraction at y = 0+ are plotted in Fig. V.30 against pressure. These
properties are of comparable magnitudes, as expected. Both decrease linearly
over most of the pressure region, with the nitramine variation being steeper.
The relatively small variation in the thermal gradient, between 0.52 and 0.54,
indicates that as pressure increases, a slightly smaller amount of conductive
feedback from the gas is needed--er unit mass of gas generated at the surface.
Of course, absolutely, XdT/dy(0 ) increases with pressure, as shown in Fig.
V.31. The logarithmic plot given, yields a linear correlation in th.e log-log
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plane, showing that,\dT/dy(0+ ) ,p 0 . 71 5 , as expected with the present gas
phase-driven deflagration, where ).dT/dy(O+ ) ,./ mo

Figure V.32 shows d -r/d t at = 1.30, toward the outer end of the
near field. In contrast with the receding dimensionless gradients at

= 0+ , this function is progressive in p. The observations regarding the
gradients at 4 = 0+ and 2; = 1.3 tend to verify the conclusion of Chap.
III, that the near field - far field resolution becomes less distinct as
pressure is increased, as near field gradients decrease, and far field
gradients increase.

Full-logarithmic plots of Ca*( = 0.5) and uJ*( = 0.5) vs pressure are
given in Figs. V.33 and V.34 resj ctively. Recali that * = 0.5 is the near
field coordinate where (i * is maximal for all the pressures considered.
Excellent linear correlati ns were obtained for both log( * ) and log( WI)
vs. log(p). The pressure exponent of LJ*( 0 . 5) " p2*'u  is expectrl, but for
the primary reaction, (0*(0.5) ,v pi. 34 ii somewhat surprising, since this
reaction is strictly first order overall. This behavior can be physically
explained, when the thermal effect associated with heat release in the near
field by the secondary reaction are taken into account. The overall variation
of *J[ = f( e= 0.5; p, T) with pressure is,

-- R& ) -(V.3)

Assuming now that the variation ST* is caused entirely by heat release due to
the secondary reaction in the near field, viz.,

Since Wmi2 , pO. 5 with the presently prescribed n = 0.75, and as
ST*, Eq. (V.4) yields ST*/ gp _ p- 0., after the derivative is

taken; note that although T*/ p involves the small quantity .<< 1, the
term ('coJ /2T) , multiplying it in Eq. (V.3) is large, due to the large
activation energV associated with W*. Thus,N 1

where) ( Dk Tr rI'" (V. 5)

were( / ) and the term in square brackets are pressure independent.
After inte ratioA, Eq. (V.5) leads to the explicit relationship,

cd- - Cop + C1p
3/2

which shows that the equivalent pressure dependence of the maximal W * is
p, with 1 < h < 3/2 , in the range of pressures considered - as observed

in Fig. V.33.

Utilizing W* ( = 0.5), the quantity F, = DO/m2  is plotted
against p on log-og scale in Fig. V.35. Actually, to obtain a more precise
measure of the small quantity & , the maximal W9= f( 2) should have been
used, as this is a far field property. However, T2 lies outside of the range
of the present near field analysis, and E shown in Fig. V.35 is provided
only for comparison with the flame speed eigenvalue J , discussed next. The
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linear (logarithmic) correlation shows that E " p0 . 6 2 6 and that
0.004 < 9 < 0.015 in the pressure range considered. Calculations at
downstream positions, e.g., with LO*( 4 = 1.30), show somewhat higher valuesof e , and that its pressure exponent tends closer to 0.5, the expected value.

Finally, the flame speed eigenvalue, .. , calculated at , = 0.5 is
depicted as function of pressure in Fig. V.36. Evidently, an excellent linear
correlation of - vs. p is obtained, with

. = 0.606 - 0.027 p

Thus, the flame speed eigenvalue in the pressure range tested is indeed given
by a uniform /- 0(1), independent of pressure, and a decrement ocp << 1.
This behavior confirms the predictions by the asymptotic gas phase theory of
Section III.F, concerning the pressure dependence of A , and strongly
indicates that the theory is valid within the pressure range tested.

3. The Role of the Reacting Condensed Phase

Observation of the steady state data points, over-plotted on the
independent condensed phase diagrams, Figs. V.1 through V.9, shows the
following trends:

a) The amount of nitramine depleted in the liquid phase, 1-YR(0-),
increases in an accelerated manner as pressure is increased; this is
demonstrated in Figs. V.1 and V.6.

b) The liquid layer thickness decreases with increasing pressure, as shown
in Fig. V.9, with slight deceleration.

c) The conductive heat flux at the liquid side of the y = 0 inteface,
shown in Fig. V.7, increases with pressure; however, at the
T -coordinates of converged data, the difference between the
comprehensive (exothermic reaction in liquid) and concise (heat
release deferred to the surface y = 0) models is found to increase
even faster.

These observations indicate that within the pressure range of interest,
the dependence of the deflagration process upon the exothermic liquid phase
decomposition reaction becomes stronger with increasing pressure. In the mean
time, the liquid layer becomes thinner.

he first question of interest is, how does the increased subsurface
exothermicity affect the pressure sensitivity of the burning rate. For
qualitative demonstration, consider the simplified heat balance at the y = 0
surface, leading to

- '/C_-S-O+Q; (V. 6)

where.g =  A T' (o+ ) and all subsurface heat release (or depletion) is
represented aroximately by Qs. Suppose now that two identical propellant
systems are compared, both at exactly the same data (T p, Ts, m), the only
difference being that one has a somewhat higher subsur ace exothermicity, viz.,
SSQ < 0. It follows immediately that Sqg < 0, to maintain the required
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invariance Em = 0. Now, within a narrow enough pressure range, :apb ,

as shown in Fig. V.31, with a being a proportionality constant. O viously,
for Sa = Sp = 0, the requirement bq, < o implies 3b < 0. This shows
that the pressure sensitivity of the defl gration rate m, cf. Eq. (V.6), must
be reduced when subsurface exothermicity is enhanced.

To obtain a quantitative measure of the effect that the exothermic liquid
phase reaction has upon the deflagration rate, m, the following dimensionless
criterion is suggested:

A4D
0r ) (V.7)

where

ZN[X.TV R(C]N~ x T(l
subscripts RC and NR denote reacting and (hypothetical) non-reacting liquid
phase configurations respectively, at the same converged steady state data,
(Ts; m, p).

The term A represents the conductive heat feedback defect (on the gas
side of the y = 0fnterface) due to exothermic liquid phase reaction; in this
case, AhD > 0 always. An attempt shall be made now, to derive an expression
for g which is directly useful for calculations. The derivation is followed
by a discussion of the implied phenomena.

Neglecting the relatively small convective terms in the interface energy
balance at y = 0 (typically two orders of magnitude smaller than the conductive
terms), the balance yields

T' +- -YT( I (V.8)

where Y = YR(0- ) . Hence,

+- .Y (V.9)

Comparing the comprehensive and concise reacting liquid layer solutions (recall
that the thermal profile in the latter is that of a nonreacting liquid, since
heat release was deferred to the y = 0 surface) , one may approximate for
present purposes:

er i t as a(v. o)

expressing the associated conductive heat flux defect on the condensed side of
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the y 0 interface. Substitution of Eq. (V.10) into Eq. (V.9) yields
= Vl

where Qliq is the heat of reaction in the liquid, and Q, Qv/Qliq.

Utilizing Eqs. (V.8) and (V.10), the denominator of Eq. (V.7) can be
expressed as

[>~T Ot~~= &T'(-)]j ~lCA~-Y)s-mYQ~(V.12)

Substitution of Eqs. (V.11) and (V.12) into Eq. (V.7), using
dimensionless condensed phase variables, leads to

~c -Q~)+Y~~ 1(V.13)

where Ts / rc, 80 - T0/Tc, Qm- m/Oliq, and Tc - Qliq/Cc

Derivation of the expression relating cT,(0-)INR and Rs - 9 + Q can be
followed from Appendix B, using yc- y/( xc/mCc ) as dimensionless distance.
gc was calculated according to Eq. (V.13), utilizing converged steady state
data; it was found to vary between 0.02 at 1 MPa and 0.08 at 4 MPa, in an
accelerated manner. Equation (V.13) shows that gc increases with the extent of
liquid layer reactedness, namely as 1-Y increases. Therefore, an increasing
influence upon the deflagration rate by the exothermic liquid phase
decomposition is indicated, within the pressure range considered. If this
trend continues unrestricted into the higher pressure regime, a decreasing
pressure dependence of m(p) might evolve, contrary to experimental observations
involving nitramine deflagration (and analogous to plateau burning of certain
catalized double base propellants). The question at this point is whether gc
will continuously increase, or, rather, undergo a maximum as pressure is
raised.

To investigate the behavior of g c outside of the pressure domain tested in

this study, the following functional relationship is suggested,

Y(G) - 1 - exp(-B/G)/R (V.14)

where 9 -9 - am, and 9m Tm /T* is the dimensionless fusion temperature.
The last equation involves converged steady state data (Y, 8 ) and B is an
empyrical constant. A value of B = 1.044 was found to correfate the converged
Y (0-) data set against 9 to within 8%, using Eq. (V.14). According to this
eluation, Y(&) is bounded in the 9 > 0 domain. At the extreme limits of 9 = 0
and 9 - oo , Y = 1. Y(R) has a minimum at 9 = 1/B, where Y = 1 - 1/Be ±
0.65.

A straightforward calculation shows that the point where dgc/d = 0 is a
maximum, defined by
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-Y' (G + c) - (1 - Y) = 0 (V.15)

followed directly from Eq. (V.13), where Y' dY/dG, and c a - +
-Utilizing Y(G) from Eq. (V.14), the last equation yields The a gebraicrelationship

(B/9 - 1)(G + c)/G 2 - 1/6 = 0

and hence (for G > 0):

0* = [(B - c) + (B2 + 6 B c + c2 )1/2 ]/4 (V.16)

The RDX condensed phase data of Table V.1 gives c = 0.638; with B = 1.044 one
obtains 9* = Gs* - 9-* = 0.688, corresponding to Ts A 1000 K. At this maximal
point, Y(G*) = 0.681%by Eq. (V.14), and g (9*) = 0.246; therefore, a maximal
influence of the exothermic condensed phasg reaction estimated is 24.6% by the
physical criterion advanced in Eq. (V.7); the associated extent of reaction,
1 - Y, is 32%.

Clearly, (c,B) depend upon practically all of the liquid phase properties,
particularly QM' Q, Q. Tm and the associated kinetics (A,E)-. 'However,
both (c,B) are nomalize; firom the definition of c, it evidentyaries slowly
with respect to all of the parameters involved. Similar behavior is expected
of B. Since the values of both c and B are close to unity, small variations in
these parameters are expected to lead to small variations in %*, gc(9*) and
Y(6*).

The finding of extremal behavior of gc(9) is in agreement with the assumed
functional relationship of Y(6) in Eq. (V.14), where a minimum in Y(R) has
been anticipated. This particular property of Y(6) is not (as it may seem) the
direct cause for obtaining gc ma; note that the point 6* where gc is maximal
does not coincide with the poin where Y = Ym i e., * = 0.69 < 1/B =
1/1.044. Similar gc(9) behavior may also be a monotonously
decreasing function, e.g., Y(G) = 1 - exp(-B'/R) is employed, with B' m 0.72
correlating (with somewhat less accuracy) the available (Y,O) data. The value
of 6* obtained in this manner is 1.13, and the corresponding value of gc,max =
0.34.

Therefore, despite the high margin of uncertainty involving the actual
values of maximal gc and 6*, owing to the ad hoc nature of Eq. (V.14), the
general indication of peaking behavior of gc remains notwithstanding. As
pointed out earlier, enhanced subsurface exothermicity tends to decrease the
burning rate pressure sensitivity (i.e., to decrease its pressure exponent, n).
This counteracts the tendency to increase n with increasing pressure, as
discussed in Chap. III. Thus, the net increase of n, observed in practice as
p is increased, can be expected to be somewhat slower than that predicted by
gas phase reasoning alone.

LOEM
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4. Parametric Influences

The combined condensed phase and gas phase model involves a very large
number of parameters. Most of these correspond to thrmophysical properties of
individual gaseos species, cf Appendix A, which were not varied in the present
study. The parametric influences discussed herein were obtained from condensed
phase and gas phase solutions made separately,i.e., in decoupled form.

a. Primary Decomposition Kinetics

The baseline dataset for gas phase decomposition of RDX utilized the
dilute TNT solution results of Robertson1 3 . The effect of variation of vayor
phase kinetics was studied by substitution of the data of Rogers and Daub 1 in
a separate gas phase algorithm. Condensed phase and relaxation of the BCs at
y = 0 were excluded,while liquid-gas interface properties, Us, and m ,equal to
the datum case properties were imposed at each pressure. The results show
relatively small increases in the heat feedback to the surface, and somewhat
lower maximal primary decomposition rate, at all pressures tested. Figure II
.3 shows that the actual kinetics constants of Robertson 13 and of Rogers17 are
quite close, and that k[Robertson] < k[Rogers] for T < 800 K. Hence, in the
neighborhood of the surface, a larger amount of heat release corresponds to
Rogers' data, which explains the increment in dT/dy(0+) . Such positive
increments would lead to lower (Ts , m), since thermal balance at y = 0 is
achieved at the receding portions of the q% curves, as shown in Fig. V. 8.
Another trend indicated with logers' data is a smaller overall variation of the
maximal primary decomposition rate with pressure, explained by the lower
activation energy (by 17%) relative to Robertson's data (through thermal
coupling with the secondary reaction,discussed in Chapter Il).

In the liquid phase, the effects of reduction of heat release, Qliq , and
the prefactor, Am, for RDX were investigated. Due to the hiqh activation
energy (47.5 kcaTmol), the two effects are roughly equivalent. 7b estimate
the effect of change in the liquid phase decomposition mechanism, such that:

RDX(liq) - 3HCHO + 2N20 + NO + 1/2N2 , Q = 52.4 kcal/mol

which is close to the mechanism proposed by Suryanarayana1 9. Therefore, a 30%
reduction in the liquid phase heat release was tested, within the independent
condensed phase solution framework. At 1 MPa and datum case (m , Ts , TO)
this was found to increase YR(O ) and q by 6% and 5% respectively. The
retarding effect observed probably emanites from the relatively small extent of
liquid phase decomposition even with the higher datum case heat of reaction

b. Secondary reaction kinetics

Reduction of the secondary reaction prefactor , A2 , by 99% (to 104
m3/mol-s) using baseline data (p , m , U ), resulted in reduction of the heat
feedback to the surface by 7%, 11% and 19% at 1, 2 and 4 MPa, respectively.
The maximal reaction rates were smaller, and their pressure exponent ( in a
log-log correlation with p ) was reduced by 10%, closer to unity. The flame
speed eigenvalue was reduced (closer to 0.5 in the mean) and its pressure
decrement [cf Eqs. (111.61) and (111.62)] reduced to -0.014, by 50%. This
demonstrates that the secondary reaction has a strong influence upon the
pressure dependence of the system, although its overall quantitative effect is
small at the pressure range considered.
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c. Condensed Phase Properties

The formulation of Chapter IV shows that variation of the thermal
conductivity, >. , is equivalent to variation of the thrmal diffusivity,

< c  . Increasing A by 30% resulted in higher nitramine depletion in the
liquid, and, consequenty, lower thermal gradients. At 1 MPa, the independent
condensed phase solution for baseline data (m , Ts , T ) showed reduction in
both YR(0-) and q, by 0.6% and 1.5% respectively. At i MPa, the respective
figures are 4% and 5.5%. The relative deviations are more pronounced where the
extent of subsurface decomposition is higher.

The specific heat, C , appears in the condensed phase formulation both
within the thermal diffusTvity group (in which its effect is inverse to that of
thermal conductivity), and in the solid-liquid thermal balance, cf Eq. (IV.
24). Reduction of Cc leads to smaller requirement for solid heatup, through
the term mCc(Tm - TO) . This, in turn, causes both thermal gradients and
to be lower, rouglily in proportion to the amount of Cc reduction. Hence,
compared to Ac , the effect of Cc is expected to be much stronger

A 30% reduction in Cc resulted in reduced YR(0-) and q,, by 0.6% and 21.5%
respectively at 1 MPa, (4.6% and 26% at 4MPa) for baseline Tm , Ts , TO) data.
Thus, a much stronger influence upon %c is evident.

The effect of ambient solid temperature, T , was studied in a similar
manner. At 330 and 270 K, (i.e., ±k 10%) the vaiations in Y (0-) and qc were

T0.3% and T5.4% at 1 MPa, ( T1% and T7% at 4 MPa) respectively. This
demonstrates that elevated solid temperature leads to enhanced subsurface
reaction, as well as to less solid heatup requirement, both of which cause q
reduction. The latter, in particular, due to the heat balance constraint at
the liquid-gas interface (y = 0), would lead to higher mass burning rate, to
restore agreement with the gas-side heat feedback at the given pressure. With
this argument, the temperature sensitivity implied by the foregoing results can
be estimated indirectly, as follows. Matching of the heat fluxes at y = 0
requires that qc a XdT/dy(0 + ) . The gas-side heat feedback , in turn, is
proportional to m. Thus, the temperature sensitivity is,

] (V.17)

noting that 6m -Aq . The aforementioned values of 6.qc yield c.=
0.0018 and 0.0022 1/K at 1and 4 MPa respectively, in reasonable agreemeft with
the HMX results of Boggs,il namely, 0.0015 1/K, for the given pressure
interval.

D. Summary and Conclusions

An asymptotic theory and a subsequent nonlinear model were developed in
this study, for the analysis of steady deflagration of nitramine
monopropellants at the lower part of the rocket operating pressure regime.
Physical reasoning has led to the two-zone, near field - far field concept of
the nitramine gaseous deflagration wave, and to the derivation of the
asymptotic burning rate equation. The asymptotic theory has put these concepts
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within a rigorous mathematical framework, obtained an expression for the flame
speed eigenvalue, and indicated the relative influence of the various flame
regions upon the deflagration rate.

The nonlinear gas phase model, aimed mainly at the region close to the
propellant surface, was solved by a numerical finite difference algorithm,
coupling the chemically reacting liquid layer with the near field in the gas.
The results of this analysis tend to verify the conclusions of the asymptotic
theory within the pressure range tested. In addition, the detailed structure
of the near field in terms of temperature and chemical species distributions,
as well as thermophysical properties has been defined.

The capability of dealing with multiple simultaneous reactions in the flow
field (without resort to lumping into a single overall reaction step), with
thermophysical properties dependent upon local temperature as well as on
species concentrations, and the coupling of the condensed and gas phase
processes through the rigorous interface conservation conditions, has been
demonstrated. It provides a reliable (yet not too complex) framework, through
which the uncertainty in the results is largely confined to the thermophysical
and thermochemical data available.

The main insights obtained by the analytical wrk herein, pertaining to
the deflagration process are summarized as follows.

1. The near field and far field distinction in the gas phase holds true
within the pressure range considered, as verified by the numerical
analysis.

2. Over a wide range of pressures, the burning rate exhibits a variable
pressur,- dependence, increasing from n - 0.5 at low pressures, to n
1.0 at high pressures. Consequently, simple burning rate formulae
incorporating a single pressure exponent, n, are expected to be
limited to relatively narrow pressure intervals. This result of the
asymptotic theory is in agreement with measured burning rate data at
both low and high pressures.

3. The calculated surface temperature was found to vary with pressure,
and correlate with the imposed burning rate to yield an
Arrhenius-type relationship.

4. The nonlinear analysis has shown the flame speed eigenvalue co
decrease linearly with pressure, as A . 0.6 - 0.03p, predicted by
the asymptotic theory.

5. The primary deocmposition reaction rate is thermally enhanced by the
presence of the considerably weaker secondary reaction. This points
to a mechanism of indirect coupling between the far field processes
(secondary reactions) and the burning rate, through which the far
field effect is amplified. In this respect the near field region
with its dominant primary deocmposition has fundamental importance in
governing heat feedback to the propellant surface. Thus, it is
anticipated that as pressure increases, a relatively small change in
final flame temperature would correspond to an appreciable change in
burning rate.
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6. Compared to the primary decomposition reaction, the secondary reaction
incorporated in the gas phase model has typically a smaller effect on
the deflagration rate, involving from 7% to 16% of the net conductive
heat feedback to the condensed surface within 1 < p < 4 MPa; yet it
accounts for the entire pressure-variation of the flame speed
eigenvalue. This indicates a rather profound effect upon the overall
pressure behavior of the system, although quantitatively small within
the range tested.

7. The calculated effect of exothermic liquid phase decomposition upon
the deflagration rate is from 2% at 1 MPa to 8% at 4 MPa, while the
corresponding extent of decomposition within the liquid is between 2%
and 9%. Although increasing in an accelerated manner for 1 < p < 4
MPa, this effect is expected to reach a maximum of 25% at higher
pressures (provided the liquid phase model is still valid), and then
to decrease as pressure is increased further.

The foregoing conclusions, along with the results of the analysis
contribute in a major way toward an improved understanding of the deflagration
process of pure nitramines. Relative to previously published analyses of
nitramine deflagration, the conclusions regarding the overall behavior, as well
as the details of the deflagration wave structure are entirely new.

The theory and analytical model developed in this study are aimed at
obtaining a rational framework within which the normal deflagration of
nitramines can be studied under a variety of plausible chemical reactions and
kinetic parameters, thermophysical input properties and ambient data - as long
as the physical assumptions remain valid. In this respect, success is not
measured by the ability of the model to predict burning rate close enough to
that observed by experiments, under a particularly fortuitous set of input
parameters; rather, it is measured by the model's adaptability to various
propellants of the same family, chemical mechanisms and sets of input data, and
by its ability to consistently provide both detailed structure and overall
behavior of the deflagration mechanism.

E. Recommendations

1. Extention of the Analysis over the Far Field

To obtain a more complete picture of the gaseous deflagration wave of
nitramine monopropellant, a more thorough investigation of the far field
processes is required. This necessarily involves the following additions to
the present algorithm.

a) Extension of the space coordinate over the entire gaseous reaction
region. This may be achieved in either of two ways. (1) Direct
modification to the numerical algorithm, utilizing variable
space-mesh size, with small increments in the near field and
progressively larger divisions in the far field. (2) Transformation
of the equations of motion to the phase plane, (using thermal
enthalpy as independent variable), or transform of the semi-infinite
space domain in y to a finite domain, such as
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- I-e p(- ) (v. 18)

with s > 0, which requires re-derivation of the equations of motion,
but the numerical algorithm in this case may utilize uniform mesh
size for the independent variable .

b) Modification of the chemical mechanism, to include a better
representation of the far field processes. This requires the
incorporation of more secondary reactions, such as N 2 + CH20, CH20
decomposition, further reactions involving NO, NO2 and other
plausible reactions.

2. Extension of the Analysis over the Entire
Rocet Operating Pressure Ri

This involves analysis at ambient pressures up to 0(10 MPa), and
definitely requires a more complete representation of the far field processes,
as discussed above. It might further require modifications to the primary
decomposition mechanism of nitramines, as the mechanism and data used presently
are based on low pressure measurements, at slow heating rates.

3. Improved Chemical Reaction Mechanism

Representation of the chemical processes in the flame field in terms of
elementary reaction steps, as mentioned earlier, is highly desirable.
Unfortunately, the kinetic data in existence at present is insufficient for
carrying out actual calculations with confidence, especially within the
framework of a nonlinear model, where various influences may not be simply
superimposed. An intermediate step in this direction would be to incorporate
several (more than two) overall reaction steps, such that the final flame
temperature and product compositions agree with experimental observations.
Coupled with an adequate far field representation, the more detailed chemical
mechanism could contribute toward further understanding of the deflagration
process.

4. Stationary Critical Behavior

The liquid phase observed at low to intermediate pressure deflagration,
tends to decrease in thickness and then possibly disappear altogether, as
higher pressures are approached. This is expected to lead to considerable
changes in the combustion mechanism, which would now be entirely driven by heat
feedback from the gas phase, with a positive surface heat release, provided by
the rapid gaseous decomposition of nitramine in a thin layer near the solid-gas
interface (cf. discussion in Chapt. III).

Investigation of the behavior in the neighborhood of this critical
phenomenon should involve an extensive re-modeling of the liquid phase process,
to allow for the possible presence of observed bubbles containing gaseous
products of decomposing nitramine in the liquid. This amounts to a two phase
analysis, with strong emphasis on heat exchange between the interpenetrating
gas and liquid media.
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The appearance of such gas bubbles in the liquid layer of deflagrating
secondary explosives, is sometimes associated with transition to denotation. 7 9

In this instance, the investigation may be expected to provide valuable insight
into the process of transition to detonation and steady deflagration limits of
pure nitramines.

5. Other Nitramine Compounds and Nitramines
with No-Energetic Binders

The present investigation was intentionally limited to the properties of
RDX, the simplest cyclic nitramine compound, for the purpose of clearly
demonstrating the outstanding features of the entire nitramine group.
Utilizing the algorithm developed herein, the deflagration characteristics of
other nitramine coupounds (such as HMX) may be readily evaluated. This
involves possibly changes in the chemical mechanism, and use of appropriate
thermochemical data. However, as long as the general near field-far field
distinction remains valid (as it is certianly the case with HMX), only minor
modifications to the input can be forseen.

A considerably more difficult problem is presented by the incorporation of
non-energetic binder materials in the propellant composition. The difficulties
are mainly in that the propellant loses its homogenity, which implies
dependence upon granulation size distributions, necessitates consideration of
different melting temperatures and involves irregular surface structure; in
addition, strictly speaking, the premixed gaseous flame field assumption used
herein is devalidated. Thus, at first glance, the deflagration process in this
instance appears much more complex than that formulated for the monopropellant.

Still, some valuable preliminary insight may be obtained by retaining the
present model, with the binder and associated species and reactions added. The
following modeling stage would inherently involve more complex gas phale fluid
dynamic mechanism (e.g., use of the Granular Diffusion Flame concept1 0 for
gasified binder pockets in a reacting premixed atmosphere), as well as an
irregular condensed phase surface.

The consideration of energetic additives (such as AP) seems only one step
further in the same direction, but the diverse phenomena introduced truly
exclude any realistic discussion of the analysis for this case, within the
present framework.
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CHAPTER VI

STEADY OPERATION OF PROPELLANTS WITH EXTENDED

GASEOUS REACTION ZONES IN THE ROCKET CHAMBER

A. Introduction

In the first part of this work, it has been indicated that pure nitramine
propellants exhibit relatively thick flame zones in the normal,
rocket-operating pressure regime. The flame zones are extended by relatively
slow secondary chemical reactions, in a premixed manner; double base (DB)
propellants are known to show the same tendency, 67 , 68 although, when modified
by energetic additives (ammonium perchlorate at the 20 to 30% level), their
flame thicknesses tend to diminish. The variation of flame height with
pressure for several practical solid propellants under normal, steady state (or
strand) burning conditions is depicted in Fig. 111.3; experimental and
theoretical results are shown. It is evident that, in general, nitramine and
DB propellants have gaseous flame zones much thicker than ammonium perchlorate
(AP) composite propellants at the same pressure. This difference may extend
over two or three orders of magnitude, with the flame thickness of pure AP
being 0(10 Jxm) typically, while that of nitramine and EB may reach
0(1000 pm), under the same ambient conditions.

For rocket motor applications, the length of the gaseous reaction region
is of great practical importance in determining the combustion behavior under
both steady-state and dynamic operating conditions. Propellants with
relatively long gaseous reaction regions have an increased tendency to erosive
burning (as will be shown in the present chapter) and, in extreme cases, would
even fail to achieve the expected specific impulse, Is , due to continued
reactions beyond the exit nozzle. Therefore, propellaRts which differ
appreciably in the length of their flame zones, under the same ambient
conditions, are expected to differ significantly for simil~r motor
configurations in both stationary and dynamic behavior.

Interior burning motor configurations shall be considered in the present
discussion, that is, motors with a prismatic, longitudinal cavity in the
propellant. Thus, at any particular axial station, the propellant regresses in
a direction perpendicular to that of the main axial flow. The generally
three-dimensional flow field may be approximated by the following division into
two distinct regions:

(a) the core, extending over most of the cavity cross-sectional area,
where the mean flow is axial and inviscid,

(b) a wall layer, adjacent to the propellant surface, where the only flow
direction considered is perpendicular to the propellant surface.

This simplified physical configuration is shown schematically in Figs. VI.la
and VI.lb. A similar idealization was considered by Zeldovich,1 03 in his
analysis of propellant combustion in a gas flow.

Within the wall layer, characterized by dominant viscous transport and
relatively small axial velocity component (as opposed to predominant axial
motion and turbulence transport in the core), the question is what is the
proportion between its thickness, YI, and a chemical relaxation scale, SF64,
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associated with the extended gaseous reactions in the flame zone. Evidently,
if yl/ ,the gaseous reactions would go to completion well within the
a tecrwthel core flow would consist of fully reacted combustion products,

and the core-wall layer interface (an imaginary surface) is expected to
represent an adiabatic boundary. In this instance, roughly speaking, there is
no interaction between the fluid dynamic processes in the core and the gaseous

flame, and the propellant burning is unperturbed.

on the other hand, when y / 6 >4 1, the secondary reaction would not be
fully completed within the wall laySf, reactants may be swept out into the
core, and the core flow can include now chemical reactions. In the presence of
sufficiently high turbulence intensity in the core, heat may be fed back to the
outer region of the wall layer (by the turbulent mechanism, with the local core
- wall layer enthalpy difference serving as driving potential). The mode of
propellant burning may now differ substantially from that in a quiescent
environment, due to the disturbance of the outer flame region; thus,
interaction between the propellant combustion and the fluid dynamic processes
in the core would prevail.

Indirect experimental evidence to the existence of relatively slow
chemical reactions in the core flow of solid propellant motors has been
reported by Battista, 1 04 involving double base propellants. The observations
consist mostly of low L-star effects (dynamic instability induced by low'ratio
of propellant cavity volume to nozzle throat area, leading to insufficient time
for complete gaseous reactions) and the tendency of exhaust gases to burn
beyond the nozzle.

The thickness of the wall layer region, y, is not expected to be uniform
along the axis, as shown in Fig. VI.la and discussed in the following section.
y is expected to be relatively large near the head end, and become thinner at
d wnstrean positions; neglecting for the moment the weak pressure gradient
along the port, the chemical scale, 5 , would be relatively uniform in
comparison. Therefore, a region where 714> S,, (no interaction) may prevail
near the head end, while y < aw (interaction) could evolve at downstream
core positions within the lame moY!r.

In a stationary sense, interaction between the core flow field and the
reacting layer can lead to perturbed burning, as differs from the normal,
steady state deflagration mode. When nonsteady operation is considered,
namely, fast varying phenomena in the combustion chamber, non-interacting and
interacting cases may differ substantially, due to the presence of exothermic
reaction in the core and heat exchange between the core and the wall layer in
the latter case.

he dynamic effects of the chemically reacting core flow, coupled to the
wall layer are the subject of the treatment in the following chapters. The
present chapter serves to introduce the concept of the reacting wall layer and
its coupling with the core at steady state. In this respect, the present
analysis may be regarded as an intermediate step botween the foregoing part of
this work, which dealt with the steady, normal burning of nitramine
monopropellants, and the second part, dealing with nonsteady burning of such
propellants in a rocket chamber environment. Section B is a comparison between
the blown, viscous sublayer thickness and the relevant secondary reaction
scale. The reacting wall layer model and interaction criteria are given in
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Section C and D. The solution procedure is described in Section E, and the
results of the analysis discussed in Section F.

B. Comparison of Blown, Viscous Sublayer Thickness with the Chemical Relaxation
Scale.

An approximate treatment of a viscous, blown wall layer region is offered
in this section, with the objective of obtaining an estimate of its thickness
based on fluid dynamic criteria. This wall layer thickness is then compared
with a chemical length scale, representative of the chemical process in the
propellant gaseous deflagration wave; the comparison would be indicative of the
extent of reaction in the wall layer. The present analysis is intended only to
verify the plausibility of the physical concepts used in the models of reacting
wall layer and core flow of subsequent sections. Fluid dynamic criteria of
interaction between the wall layer and the core flow (such as velocity
matching) are not pursued beyond this point.

1. Viscous Sublayer Analysis

A viscous, chemically inert wall layer is considered, with mass injection
at the inner boundary. A turbulent outer region exists, separated from the
viscous layer by an intermediate (or buffer) zone, where turbulent and viscous
transport are comparable. The physical picture is depicted in Fig. VI.la.

Following the treatment by Tennekes, 1 0 5 the momentum equation for the
viscous layer is

? X '-' 0 (VI.l)

Assuming further that /  it follows from continuity that

/W V (' )- C4 7t- (VI.2a)

Using dimensionless variables u/u, and

, 4 (VI.2b)

00

where the frictional velocity is defined u, , the momentum
equation reduces to the following self-similar form,

(VI.3)

The solution to this equation which satisfies the no-slip condition 0(0) = 0 is
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where ( is an integration constant. For cases of blowing, m > 0 and the
above solution tends to infinity as q-woo , and hence is not valid for matching
with the outer zone solution. However, for small values of VI it is expected
to suffice, recalling that the present analysis is intended merely for an
estimate of the viscous sublayer thickness. Therefore, /3 may not be
evaluated by matching; instead, it can be determined by the shear stress at the
wall (incorporating the effect of mass injection):

and hence,

(V.5

The position of the outer end of the viscous sublayer, yj, is assumed to be at
the point where the velocity is equal to a common velocity scale w* for both
viscous sublayer and intermediate zone: u(y ) = w* . Utilizing the linear
expression obtained by Tennekesl0 5 for casel of blowing or suction,

9 (VI.6)

where the last equality follows from the definition of uC , and =
9(0). Thus, letting )(rql) = w*/u. , Eqs. (VI.4) and (VI.6) yield an

expression for the dimensionless viscous sublayer thickness:

S(VI.7)

A more explicit expression for / can be obtained by use of Cf, the
blown wall friction coefficient, defined by

_ W -V C

where U is the centerline axial velcity in the core. Defining G Y OU(), Eq.
(VI. 5) (ields

Plots of O(rq) versus 11 are given in Fig. VI.2, with I0/ gs = 1, and
as parameter. Evidently, Il1 depends only on /S (neglecting for the moment
the effect of fn/ 9- < 1), which can be termed the viscous sublayer transfer
number. This pa meter differs somewhat from the global transfer number
defined by Lees,

- (VI .9)

for cases of blowing. The difference emanates from the use of te free stream
velocity U0 as reference velocity in the boundary layer by Lees, as opposed
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to the more appropriate frictional velocitylltused for the viscous sublayer in
the present analysis; note that/L,= =[ e
according to the foregoing definitions.

'b complete the calculation of rifas function of G/m, the values of Cf
must be defined. Using the global tran fer number B, the ratio of blown to
impervious (m = 0) friction coefficients is approximated by

cf/c ~ -- (.3,- 77
C I(VI. 10)

This correlation is due to Marxman,106 intended for the range 5 < B < 100 and
expected to apply to higher values of B as well. The impervious-wall friction
coefficient is approximated by the Blasius formula I07

S o =-z -2/3
T =O.O3RK Pr- (VI.11)

using the core flow Reynolds number as function of axial position x,

Rex G(VI.12)

where d is the port diameter and /A the core viscosity. Re is used rather
than Red = Gd//w to compensate for the expected developing nature of the core
velocity profiles, neglected so far due to the assumptions of

u/'3x -'a p/-ax = 0 . For the turbulent core flow, Pr A 1 shall be assumed
henceforth.

Given the values of (G/m, x/d, md/p, 0/ 9 s) , the calculation may
proceed as follows.

(1) Using Eqs. (VI.II) and (VI.12) to eliminate COf from Eq. (VI.10),
this equation yields Cf/2 = f(B).

(2) Combining the last result with Eq. (VI.9), B can be calculated.

(3) Cf/2 can now be obtained, using B in Eq. (VI.9).

(4) Using Cf/2 in Eq. (VI.8), 4 can be defined.

(5) Substituting / in Eq. (VI.7), 7l can be obtained.

(6) To obtain yl, the spatial distribution of f(Xy) must be defined.
Approximately,

(VI.13a)

Assuming now, for instance, a linear temperature profile within the layer,



- 103 -

T M. 13b

where a - (T -Ts)/T , T = T(yl) at the layer edge, and ' = y/y1 . Under these
conditions, ihe int~Krai of Eq. (VI.2b) can be shown to yield

%J (VI.13c)

Note that for the last calculation m is required explicitly, and that
Vs = Ts/TI [when p(y) - const and the mean molecular weight W(y)

con~t] .

For purposes of the present analysis, a uniform mass injection rate is
assuned, viz., m(x) = m = const. Assuming in addition a flat velocity profile
in the core, as shown in Fig. VI.lb, G(x) then represents the mean mass flux
in the core for a cylindrical grain port with these idealizations,

where the core mass flux at the head end is G(0) = m / 0.

2. Discussion of Results

The calculations were carried out with ^/ - 1 and

1 L(y) = v'(T + T )/2' in Eqs. (VI.7) and *VI.2b) respectively. Consider
a typical case oi conmustion, with Ts = 650 and T - 2600 K; T /T = 4 , and
by = 1/4 . This particular set of data implies empoying te uiorm I
b9 9% A /_ = 1000, and by 18% at () = 10. For YI, employing the uniform
mean viscosity results (with a = T - 1 = 3) in an overestimate by 5%.
These deviations by no means offset t~e physical significance of the results.

The results are plotted as functions of G/m in Figs. VI.3 through VI.6.
The viscous sublayer transfer nLlnber, (25 , is depicted in Fig. VI.3 with the
blowing Reynolds number, md/kL, as parameter. A hyperbolic decrease with G/m
is demonstrated, as

The blown friction coefficient ratio, C /C0 , is plotted in Fig. VI.4 with
md/ L as parameter. This function increases parabolically with G/m,

As expected, Cf/C 0 approaches unity as the blowing ratio m/G decreases, in an
accelerated manneP. The dimensionless sublayer thickness, 7 i' is drawn in
Fig. VI.5, for Vo/ 9~ = 1. The variation follows that of on a
logarithmic-scale.

The viscous sublayer thickness, yl = (//m) 1l, is plotted against G/m in
Fig. VI.6, at various values of (m;d) . The y profiles resemble those of 1:
the sublayer thickness becomes smaller as the Dlowing ratio, m/G, decreases,
for fixed (m;d), and increases for larger port diameters, d, at fixed (G/m;m).
Unlike PI'1 however, yl depends inversely on the blowing rate, m, at a given
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(G/m , d). The secondary reaction scale associated with the sublayer process,

is overplotted for comparison with y Since a uniform pressure has been
assumed within the port, it follows ihat Sr(G/m) = const. The three values
of 8 shown correspond to the values of m(p) used in the calculation of yj
(from a burning rate data) . The kinetics of the CH20 + NO reaction
(slightly modified, with A2 - 3 X 106 m

3/mol-s) were employe3 in the
calculation of C-* and S is otherwise defined similarly to the secondary
reactive scale shgwn in Fig. 111.3 and discussed in Section III.B. The

straight lines of (m,p) are shown to intersect the a.soqiated y (m)
curves in Fig. VI.6. 'Vor a given (md/p) , 9 /yI  . mZ/pl which cAecreases
with increasing pressure. Thus the points of crossover, where y1 becomes
snaller than 8£ , occur at higher values of G/m as the pressure increases.
To a lesser extent, this also occurs for a given (m;p) as the port diameter, d,
is increased.

The axial velocity component within the viscous sublayer is expected to be
small compared to the mean core velocity, U , due to the combined effects of
wall proximity and blowing. In addition, t~e sublayer thickness is relatively
insensitive to the actual value of the axial velocity chosen for its
definition, $*- w*/ur , cf. Eq. (VI.6). This is due to the logarithmic
dependence Y1 log( /b 6* + 1). Thus, for large enough A ,

&k7 1 ,v n6*/4 ; if instead of w* one choses 0.lw* for the definition of Ytl,
then A */* = -0.9 , and i/ -0.9/10 = -9%, where 1 10 typically,
near the head-end.

In conclusion, the analysis indicates that for 1 < p < 6 MPa and the
conditions tested, the blown viscous sublayer thickness is comparable to the
chemical relaxation scale associated with secondary reactions in the flame zone
of nitramines. Further, the sublayer thickness for small G/m (as near the
head-end of the port) tends to be larger than the chemical scale 9W, while
the reverse holds for large G/m (downstream port positions) . The extent of the
region near the head end, where yl/ SFU > 1 , tends to increase with pressure
and port diameter.

3. Critique of the Viscous Sublayer Analysis

The preceding analysis was intended only for the purpose of estimating the
ratio 8,/y, along the propellant port. In the way of critique, the
following points can be made.

(a) The concept of a purely laminar viscous sublayer seems artificial, in that

it neglects the generation of turbulence near the wall. The dissipative
member, "/ ?t- q in Eq. (VI.1) should have contained an
additional term, such that

•-C = (/f + a-r)0u/A

~ (VI.15a)

pT in the last equation involves the Prandtl mixing length concept, £2,
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approximated near the wall by the Hama correlation,
I08 as _ K*y2.

Substitution of Eq. (VI.15a) in Eq. (VI.l) right hand side, Wnd transforming
to dimensionless coordinates, the differential equation f)r the viscous
sublayer becomes, after one integration:

wfere - y/(/u ) , the kinematic viscosity is v P-/i and
* T - (l/K*)/( 9/u, ). T is the ratio of a turbulent length scale to the

viscous, laminar length scale. Note that \)/ut = ?(A/m). When oT is
large and small, the present configuration reduces to the former one,
whose solution is given by Eq. (VI.5). Using the data of Hama, 10 8 for
impervious-wall pipe flow, 01-' 0(100) and, thus, ( 2 

- 0(10 ). Dividing
Eq. (VI.15) through by , e first term becomes negligible (assuming all
derivatives and t of ordew unity) , and the solution, by Eq. (VI.4), would
be a zeroth order approximation.

(b) The effects of combustion with the large associated temperature (and
composition) variation across the reaction zone were discussed to some extent
in the foregoing sections, where density and viscosity variations were
considered. As mentioned earlier, these considerations do not offset the
physical significance of the results. Additionally, as noted by Lees, 87

variations in the Stanton number (or the thermal enthalpy transfer coefficient)
due to Mach number, pressure gradient, and stagnation-to-surface enthalpy ratio
are surprisingly small. Analogously, Cf is not expected to vary appreciably
due to the above effects.

Experimental observations of blown, turbulent boundary layers with and
without combustion were made by Wooldridge and Muzzy,1 09 simulating the
behavior of hybrid rocket systems, where combustion is non-premixed.
Similarity of Le velocity profiles (between combustion and cold flows) in the
turbulent region were found. The ratio

C+ f"/&) comk,

was calculated and found to lie between 1.6 and 0.80, for the range 2 < B < 55.
The values of 'col are, of course, lower than those corresponding to
high-temperature comusting mixtures, which may explain the large observed
upward deviation.

To conclude, it seems that the viscous sublayer analysis of the present
section, despite its approximate nature, yields a reasonable estimate of the
sublayer thickness, y. The estimates regarding the extent of interference
between the core and the wall layer reaction, based on the ratio SP/YI'
should therefore be valid.

The relatively small tangential velocity components and turbulence effects
within the sublayer indicate the plausibility of a one-dimensional
approximation of the reacting wall layer region. This would offer great
analytical simplicity, yet allow for a reasonable representation of the
physically important phenomena.
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C. The Chemically Reacting Wall Layer at Steady State

1. Physical Considerations

The present approach is based on the following assumption: to a first
approximation, both turbulence effects and velocity components tangent to the
propellant surface are negligible within the wall layer region. This region is
conceptually similar to the viscous sublayer discussed in Section B herein. A
one-dimensional, reacting wall layer is postulated for the portion of the
gaseous deflagration wave residing within the wall layer region. The physical
processes in the wall layer remain, therefore, the same as those in the gaseous
deflagration region at the normal burning mode.

For certain local core conditions, the entire gaseous deflagration zone of
the propellant might be included within the viscous sublayer region, as
indicated in Section B by 6 Vy, <1. In this instance, the flame zone would
remain unperturbed locally, anT'pr~pellant burning should proceed in a manner
identical to that of normal deflagration under the given ambient conditions,
[p(x) ,T^]. This configuration is commonly observed in practice with
propell~nts having sufficiently thin gaseous flame zones, burning in a rocket
chamber environment.

When the local core mass flux, G(x) , is sufficiently large, the turbulent
intensity in the neighborhood of the wall layer edge may reach a high enough
level such that interference with the outer zone of the gaseous reaction would
occur. The interference is manifested by the effective removal of reactants
from the final stages of the flame and the supply of heat (through the
turbulent convective mechanism) to the outer edge of the wll layer. In this
case, propellant burning would be perturbed, following the disturbance of the
outer portion of the gaseous deflagration wave.

The basic difference between perturbed and unperturbed wall layer
configurations lies in the manner and extent of coupling with the adjacent core
flowfield. The unperturbed case depends on a single core state-variable, p(x).
The perturbed case, in addition, (as will be shown) is coupled rather strongly
with fluid dynamic core variables such as the mean core mass flux, G(x) , and
stagnation enthalpy, hst (x) . The core flowfield, in turn, will depend only
upon the mass flux, m, ang the enthalpy, h*, of the fully-reacted, injected gas
in the unperturbed case. For the perturbed case, the core flowfield will
depend, in addition, on the reactant concentration of the gas injected, as well
as on the heat balance, due to injected enthalpy, heat feedback to the wall
layer edge, and heat generation by local chemical reaction in the core. The
latter case clearly presents a much stronger coupling between the wall layer
and core flow field.

Matching of local tangential velocity components at the outer edge of the
viscous wall layer is a plausible criterion of interaction with the core flow,
and requires a two dimensional analysis of the wall layer region. The present
quasi one dimensional wall layer configuration precludes such matching;
instead, a thermodynamic interaction condition is postulaced, based on matching
of the specific heat feedback supplied from the core and that required within
the wall layer at its outer (cutoff) edge. The definition of perturbed states
hinges upon this condition.
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The particular properties of nitramine propellants will be utilized in the
present section, in order to make the results directly applicable to actual
propellants having thick, premixed gaseous reaction regions (with slight
modifications, the analysis can apply to double base propellants as well
For this purpose, a simplified version of the two-zone, reacting gas phase
theory, developed in Chapter III, will be employed.

The term perturbed state is intended as a generalization of stationary
erosive burning associated usually with the enhancement of burning rate by
turbulent heat transfer from the main flow. The range of perturbed states
considered included both enhancement and retardation (termed negative erosion
and observed in the composite-propellant experiments of Dickinson and
Jackson 1 0 ) as two sides of the same physical phenomenon, namely, interference
between the coreflow and the outer portion of the gaseous flame zone. Roughly
speaking, the specific enthalpy feedback to the wall layer edge, , may not
match the specific enthalpy flux, 90, required for the normal unperqurbed
configuration at the same cutoff enhalpy. When G fb > GO, physical equilibrium
within the layer would be achieved at a mass burning rat8 such that m > m0 . Of
course, when there is no interference, m = m0 should be recovered. In cases of
cross-over (as Sca./y becomes larger than unity at downstream sections of
the port) , the so-ca 1 critical or threshold erosive velocity (in the oore)
is realized as the point where the turbulent mechanism in the core begins to
effectively interfere with the reacting wall layer; this occurs as the wall
layer thickness decreases with increasing axial position, x, exposing the outer
reaction region. Similar explanations (regarding the threshold velocity) have
been suggested by Vandenkerchove112 and discussed by Yamada, et al, 113 although
without any of the details of the flame zone structure considered presently.

In the remainder of this section and in the following one, the formulation
of the wall layer is given, and the physical ideas regarding the reacting wall
layer concept and the interaction criteria are put in a more rigorous form.

2. Analytical Mbdel for the Unperturbed Reacting Wall Layer

The lowest order formulation regarding the gaseous deflagration of
nitramines is employed along with the pertinent assumptions. These have been
detailed in Section III.F. The two-zone, near field and far field concept is
therefore adopted for the purpose of describing the reacting wall layer
processes, assumed to be applicable within the range of pressures presently
considered.

Enthalpy and chemical species concentrations, as functions of distance in
the layer, y, are not required, as well as the details of the near field
interior. The analysis is pursued to the point where the fluxes of total
enthalpy and species can be solved for, as functions of local thermal enthalpy
in the far field.

a. The Near Field Formulation

The near field conservation equations, written for the total flux terms at
the zeroth order, are:

=' A 0 < < (VI.16),A
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The total flux terms (convection and diffusion) are defined:

S- d--- , r /(VI.17a)

n' OL i =1 "Z,..-" N%

The dimensionless near field coordinate is =y/( %/m.Cp); Le = 1, m = const
and p = const have been assuned. Subscript 'R' denotes the nitramine species
in particular, or, more generally, the homogeneous propellant molecular species
undergoing primary decomposition in the near field. The flane speed eigenvalue
is

A - 1&CO 4  (VI.18)

similar to the definition in Eq. (111.29). The dimensionless, first order
overall decomposition reaction rate, &'l, is given by the Arrhenius
expression

(VI.19)

where o.: in the last two equations is a suitable mean value of L .
Shvab-Zeld6vich coupling terms can be formed for the total flux parameters,

C, = 4 - C= St (VI.20a)

= 4, 4,~=coi..st A1~ (VI.20b)

These constant coupling terms can be evaluated by use of the available boundary
conditions at the condensed-gas interface:

.= (VI.21a)

4.,Cr-) = 4(VI.21b)

where the specific heat flux to the surface is

f , along with rt (0-), i = 1,2,...N are given by the solution of the condensed
;'ase discussed iA Section III.C and Appendix B.

For the lowest order representation herein, the interface between the near
field and far field must be defined to facilitate coupling. Let this be at the
point where the total flux of initial decomposition reactant,'R', vanishes,
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( '-) "-- 0(VI. 22)

and initial decomposition is virtually complete. Note that with the present
notation, Eq. (VI.22) is satisfied only when both ) and its gradient
vanish simultaneously. The coordinate a ya/( X/m ') denotes the position
of this point in the field. The rest of the flux terms, 1(a-), may be obtained
through the use of the coupling parameters. For instance,

( -1T= c c Co4) -4 (ot)

4"(o1) - n - (VI.23)

Similar expressions hold for the chemical species.

To close the near field formulation, the mass burning rate correlation is
introduced:

E --Cot() I W1 0 (VI.24a)

which, in practical application has the form

x ] (VI.24b)

similar to an Arrhenius pyrolysis law; actually, this is a least-squares
regression of the data obtained by the solution of the comprehensive nitramine
model, described in Chapter V.

Prior to consideration of the far field, it should be pointed out that the
gradient,

31 L1 .1v1
is the heat feedback to the condensed phase per unit gas-mass generated,
normalized by the specific heat of primary reaction, Q* = Q /W This term
will have an important role in the remainder of the prelent lna"ysis.

b. The Far Field Formulation

The dimensionless far field conservation equations, to zeroth order, are

-- C) (z. (VI.26a)

U"= = yy/, , /-v), N (VI.26b)

CA Zq / -Z :

for 0+ < y < co The far field dimensionless coordinate is y - y/(m/
An overbar is used to denote the far field variables, except for W2,L whi6h
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is a suitable mean value of the secondary reaction within the far field. The
dimensionless secondary reaction rate is given by the following Arrhenius
expression:

(AJAZ_ (VI.27)

Shvab-Zeldovich coupling parameters for the far field may be introduced:

= 60?Igt (VI.28a)S F r ~

~ ~ fl~(VI.28b)

To zeroth order, the systems describing the near and far field processes,
given by Eqs. (VI.16) through (VI.28), are essentially decoupled, as shown in
Section III.F; rigorous coupling between the near field and far field processes
would enter through consideration of higher order terms. consequently, since
the present analysis is limited to lowest order, an approximate coupling
condition must be imposed. This involves matching of the total flux terms at
the interface point, y = ya Of course, forced-coupling in this manner has
nothing to do with rigorous matching of the inner and outer asymptotic
expansions in a region of common validity, discussed in Chapter III. Thus,

(VI.29a)

are imposed, where the point 'a' has been defined by Eq. (VI.22). Note that
total flux terms on both sides of the intermediate surface y = Ya are equated;
on the far field side, to lowest order, these involve only the convective terms
(namely, diffusion terms do not appear).

The final thermal enthalpy, at y = + w , is given by the coupling term
between t and the leanest far field reactant, say '0':

TO (vI.30)

where BT,O is defined similarly to BTF in Eq. (VI.28a).

The foregoing formulation can now be solved, to the extent that no details
of the near field, e.g., 0( ), are required, and only the far field is of
interest.

As will become clear in Section 3 herein, the particular spatial
dependence of the far field solution is not of interest presently. Instead,
the explicit dependence of the far field properties upon F , through
cZ ( ), shall be exploited. This dependence is demonstrated as follows.

Acc~rding to the caloric equation of state,
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Utilizing the far field coupling terms,

_ (VI.vM  32
whereBT, BT kQ1, and k = '0' or 'F'. Thus, the Arrhenius expression

for WZ2, in Eq. VI.27) becomes

k=OF

and the dimensionless prefactor is

A% (VI. 33b),.AA

Recall that Ofh. W 2(P, ,m) where tem is a suitable mean value for -within the far hield.

Therefore, d -/dy depends only on , as follows from Eqs. (VI.26)
through (VI.33). ( ) is expected to be monotonously varying and
Lipschitz-continuous in the domain &a < V < 00 ; thus, instead of considering
the infinite domain in y, one may consider the finite domain Za < -  < -

whr C2where FEa Z=- -(Ya ) . This property will prove most useful when the core-far
field interaction is considered in the following section. For this matter, the
following two far field farameters are of interest in the subsequent analysis.

The specific heat feedback at any point within the far field is defined by

9ac-/4i =4f, /Q: --
(VI.34)

analogous to the near field quantity d Z/dt (0+ ), in Eq. (VI.25).
( A/m Cp)/(m/iW2).<< 1, the ratio of the near field to far field length
scales, defined in' (111.30); note that dt /dY 0(l).

The local reactedness parameter, defined:

(VI.35)

for 7 • This property represents the extent of reaction within
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the far field, as Le = 1 has been assumed. The above statement of Ecan be
equivalently written in terms of any of the partinent reaction mass fr c tion
parameters vi or Yi.

3. Solution Procedure for the Unperturbed Case

Solutions to the far field of the wall layer may be obtained now for
specified sets of ambient data, (p,T 0 ). These comprise a single manifold in
terms of -C(O+ ) or m. Near field details beyond d /d (0+ ), 0(0+), and 6(a)
are not required, but the use of these variables requires implicitly the
existence of solutions to the near field problem.

For a solution to be of any physical significance, =(0+) or m must
correspond uniquely to the given ambient data. Therefore, the only admissible
solution for any given set, (p,T ), is that which pertains to a unique value of
the flame speed eigenvalue, A( ,m). This conclusion is drawn from the
equivalence between the near field problem herein and the eigenvalue problem
investigated by Johnson and Nachbar. 1 1 4 , 1 1 5 They have shown that to any -C(0 + )

(within a certain interval) , there must correspond a unique A .

This property of the wall layer solutions is of great importance to the
subsequent attainment of unique solutions for the perturbed case.

One particular way to obtain unperturbed solutions to the wall layer
formulation would be to specify 1 2 (p), being the adiabatic flame temperature
at the given pressure. The following iterative procedure can be utilized.

a) Impose -c(0 + ) , by which m[ -r (0+)] may be calculated, through the
burning rate correlation, Eq. (VI.24).

b) Generate the condensed phase solution for the data set [ tr:(O+), m,T ];
obtaining d Z/d t(0 + ) , ? (0-), i = 1,2, ... N. The vector j(a-) my
now be calculated, using the near field coupling terms, Eqs. (VI.21)
through (VI. 23).

c) Using 6(a-) in Eqs. (VI.28) and (VI.29), the far field coupling
parameters, BTF, 8T,O can be calculated.

d) Let the genuine unperturbed solution properties be denoted by ( )0.
If the calculated leanest species coupling term, B O' and the
imposed --C(p) are equal, according to Eq. (VI$3O , th~n the
solution obained is valid, and -C(O+) ( ) andm = m
correspond uniquely to the given ambient data. If, however, lo (P)

B then "c(o ) is corrected, and the entire iteration loop
repAd.

With the attainment of -(O+)O, m0 , etc., the far field properties are
uniquely defined as functions of E [ C , 7-f]. In particular,
d e/dy( t ;p,T ) is given explicitly, as al? the parameters in Eqs. (VI.33)
and (VI.26a) arR now known.
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D. Thermodynamic Interaction Criteria Between the Core and the Reacting Wall
Layer

1. Turbulent Heat Feedback

The subject of heat, mass, and momentum transfer through a reacting,
turbulent boundary layer has been discussed by numerous authors. Notably,
Lees 8 7 has provided a most thorough treatment in which the pysical
interactions are made clear. Marxman and co-workers 10 6 ,1 16 ,1 17 and Wboldridge
and MuzzyI09 investigated the interior ballistics problem of hybrid propellant
rockets both experimentally and analytically. Although the reactants in these
systems are primarily separate and combustion is essentially not premixed, the
explicit treatment of turbulent transport through the layer renders some of the
results of these works 8 7 , 106 highly applicable to the present analysis.

Assuming that Le = Pr = Sc = 1, and invoking the Reynolds analogy between
heat, mass, and momentum transfer, Lees 87 has shown that the heat flux to the
wall, q W, through a turbulent boundary layer, is given by

9W = GCH Ah (VI.36)

where G is the mean core mass flux, C the turbulent Stanton number (or
enthalpy transfer coefficient) , and "Hh the total enthalpy difference between
the core and the wall, including chemical enthalpy and kinetic energy. Once
the Reynolds analogy is accepted, CH can be replaced by its momentum
counterpart, Cf/2 being the turbulent wall friction coefficient (cf. Section B
herein) . When the heat flux, q , is used entirely to gasify the condensed wall
material, resulting in a mass fy'ux, m, perpendicular to the wall, it may be
readily shown from Eq. (VI.36) that B = Ah/(qw/m) , where the global transfer
number is defined normally as B = m/GC These relations form the basis for
the solid fuel reression rate express"on in the hybrid rocket, developed by
Marxman.106 ,1 16' 7 The present analysis utilizes the expression of Eq.
(VI.36) for heat feedback from the turbulent core to the reacting wall layer
edge, with certain modifications.

The region where turbulent transport should be prominent is between the
core and the outer edge of the laminar wall layer. Therefore, the above
expression for heat feedback, denoted presently by q is more appropriate in
this region. Ah is now reduced to the total enthafy difference between the
core and wall layer outer edge, which has the role of a driving potential.
Consequently, a modified definition of B is also required.

With the present one-dimensional model of the wall layer, the axial
velocity component is neglected within the layer; thus, the no-slip condition
at the wall is effectively displaced to the wall layer outer edge, where,
actually, some finite, relatively small u* > 0 prevails, assuming u*/U 0 << 1.
Thus, approximately

0 (CIO =-,"_ -2/_j r-41
C14 C= (C14 C0)C .3 Pr (VI.37)

similar to Eq. (VI.ll), with Pr : 1 due to turbulence effects. The use of
Rex = Gx/ in the last equation, as well as in Eq. (VI.lI) is intended for
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approximate representation of the developing nature of the velocity profiles
along the port. Experimental cold-flow results of YamadaI 13 indicate that the
maximal turbulence intensity increases along the port, and tends to move closer
to the injected wall. The velocity profiles obtained ae 8corroborated by the
earlier measurements of Dunlap, Willoughby and Hermsen, and are in good
agreemY with the cosine-shaped analytical velocity profiles derived by
Culick1  for the inviscid core flow. In anticipation of the jfatively small
transfer numbers, B*, for the present configuration, Marxman's logarithmic
correlation may be used:

(VI. 38)

B* is defined equivalently to B in the foregoing discussion,

13 4--- .,, /(VI.39){ cto(O)

Finally, the total enthalpy difference, Ah, is represented by

where -C t(x) is the reduced thermal stagnation entha]py in the core, and
Z* is tgreduced thermal enthalpy at the outer dege of the wall layer,

defining the cutoff point. Therefore, written explicitly:

E;* stg(VI. 40)

k-/ ( (0+)

Returning now to Eq. (VI.36), an expression is derived for the specific
(per unit mass generated at the propellant surface) turbulent heat feedback;
after replacing qw by qfb and some manipulation:

6 'f L G CA B*&C (0-9. (VI.41)

By definition, B = mVGC for the global transfer number; the last equation
yields, therefore, an interegting relationship between B* and B:

3*/B = I-.e, " w(VI.42)

which will be discussed later.

Finally, the dimensionless heat feedback expression can be written

ILM~
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explicitly, using Eqs. (VI.37), (VI.38) and Eq. (VI.41):

6C 0136 e 0C+"*) 'O)/W . (VI. 43)

with B* defined by Eq. (VI.40).

The first thermodynamic interaction constraint between the core and the
wall layer can now be stated:

which amounts to the requirement of continuity of heat transfer through the
interface between the core and the wall layer, assuming no sources or sinks of
heat exist at the interface.

Tbus, by Eqs. (VI.42) and (VI.44), B*/B & << I, with d /d;-. '
dt'/d (0") ev 0(1). The mass generation equivalent for the external heat
feedback (or, equivalently, for the outer portion of the deflagration wave
which has been cut off) may be defined as bm mfb. Evidently, Am/m =

-  ; this demonstrates that the expected range of interference regarding
in uced mass generation is absolutely limited to O( F_ ), relative to the total

mass generation, m, at the perturbed state. The quantity Am should not be
confused with the excess (or defect) in mass generation due to the erosive
effect.

2. Closure of the Interaction Criteria: The Auxiliary Constraint.

Suppose that at a specific axial position in the core, a particular set of
conditions (G, 7- Tt ,p, T ) prevails. Eliminating these known parameters
from the formulat o, it is qherefore possible to write

e, q4(vO+9,) (VI.45)

according to Eq. (VI.43); recall that m and dtc/dk (0+ ) are uniquely defined
for given sets of [ C(0+ ) , T)], following Eqs. (VI.24) and (VI.21c). For the
same conditions, the functional dependence of 9 by Eqs. (VI.33) and (VI.34) is
given by

C~z Z(O+/:e(VI.46)

The heat balance requirement of Eq. (VI.44) implies that 9% = a for the same
set [ ;" = - *, -0(O+)]. Clearly, only a single constraint for the
definition of two parameters has been provided so far, since at the perturbed
state, there exists no way to uniquely relate [m; p(x)l or [ -t(O+); p(x)]
-- unlike the unperturbed, normal burning case. An additional constraint is
sought, therefore, to render the perturbed state system fully determined.

The obvious equality of * .* at the-core wall layer interface has
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been inferred previously in an implicit way; a thermal shock, as for *
:E* cannot be supported by any physical process at hand (for instance, the
pressure across the interface is uniform). Likewise, the possibility of
discontinuous heat transfer rate, by which 9( 91 & ( ) is ruled out,
since it would lead to abrupt heating or cooling of a as parcel upon passage
through the interface. Continuation of this line of reasoning leads to the
auxiliary constraint, for which the derivation is as follows.

By the second law of thermodynamics,

"N -d - - (VI.47)

where an imaginary infinitesimal process at the core wall layer interface is
considered, by which the dimensionless temperature increases from -C:* to *
+ fsE*. The corresponding change in the specific entropy being AlsCZ As/Cp.
The first variation of Eq. (VI.47) with respect to - , which has the role of
action coordinate, yields:

Thus, a necessary condition for the vanishing of ( A& ) is given by:

(a) A& = 0, which is satisfied by the requirement of Eq. (VI.44), and

(b) (A/ f) py = 0 at the interface, which implies

The last equality holds if, and only if, '(a e/ L Ca(R/a ) , which
is not obviously satisfied, but, rather, indicated by the assumed continuity of
9, , , p, etc., in the neighborhood of the interface.

When the equality in Eq. (VI.48) holds (reversible process), and with
conditions (a) and (b) satisfied, Eq. (VI.48) is equivalent to the requirement
that the rate of change of entropy across the interface is constant, viz.,

F cb(d) _=OD.

With the choice of Eq. (VI.49) as the additional constraint needed for
closure of the system of equations, the problem now becomes fully determined.
Fortunately, 9/a t and 9 f" / can be found explicitly through use
of Eqs. (VI.33), (VI.34), (VI.40 , and (VI.43):

0 / O 1 ) (VI.50)
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The thermodynamic coupling criterion between the core and the wall layer
can now be stated as follows.

At a given position along the core axis, for the particular prevailing
conditions (G, -a , p, T ), coupling between the core and the reacting wall
layer can exist ony if botR interaction constraints are satisfied at the
interface, namely, that 9 = G fb and ?R/?r = 3fb/? , at *

As will be shown in the following section, this criterion by itself does
not insure unique solutions to the perturbed state cases, although it provides
closure of the system.

The variation of 8 and Gfb vs E, in the case that both interaction
constraints are satisfied, is plotted in Fig. VI.6. At the pint where - =

- the .} and 9 fb curves are tangent. The particular -- (o ) which obtains
this configuration -enerally differs from that of the unperturbed case, and
consequently, m 3 mo.

E. The Reacting Wall Layer at the Perturbed State

1. Uniqueness: The Equivalent, Unperturbed Deflagration Eigenvalue

In Section C.3. herein, the eigenvalue-nature of the reacting wall layer
model was Tointed out for the unperturbed case. The conclusion was that to
each -(O) within a certain range, there must correspond a unique A(p,m),
the flame speed eigenvalue. This insures that the mass generation rate, m,
corresponds uniquely to the ambient data. It will be shown in this section
that the same principle must apply for the perturbed model as well.

In the perturbed case, the far field boundedness condition, namely
) 2 (p) ,corresponding to normal deflagration, is replaced by the

heat feedback conditions imposed at -= t. * within the far field. For a
given p = p(x) , m may now vary with G(x) and -stg(x) , as imposed by the
interaction constraints, independently of p.

Consider hypothetically a perturbed case for which the interaction
constraints were satisfied, leading to far field heat feedback larger then that
corresponding to an unperturbed case under the same pressure. This should
cause burning rate enhancement, namely increased m relative to the unperturbed
case. However, the far field length scale, m/Wo would then increase, and
(roughly speaking) the associated gradients woulg'ecrease, particularly
AdT/dy - (O/m, contrary to physically expected behavior.
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Additionally, increasing m implies increased C(0 + ) according to the
correlation in Eq. (VI.24b); since dr/di(0 + ) is relatively insensitive
to variations in m, an increase of 1 (0+ ) = -( + ) - dC/dt(0+ ) would ensue.
Now, as r:(O+) and m increase, Y (-T = )6 (0+) decreases, as shown in the
results of Chapter V. These leah to an ihcrease of Zia' through Eqs. (VI.23)
and (VI.29a) , and consequently to increasing - (since -% - Za = const
for a fixed far field reaction stoichiometry). Therefore, ag m increases,
although AdT/dy would decrease over most of the domain -< < -r2, a
small portion near 7 (due to t increase) would obtain igher gradient
than that in the associated unperturbed case. This indicates that the
interaction point (where AdT/dy and qfb are tangent in the G - plane) may
not be unique.

Consistency with physically observed behavior and uniqueness of the
interaction point are restored by invoking the eigenvalue concept. The far
field, to the present first approximation, lacks any means of communicating
information upstream to the near field and the propellant surface. This is due
to the absence of diffusion from the zeroth order far field formulation. Thus,
the only way by which valid solutions at the perturbed state may be obtained is
through the eigenvalue /N- . one way to properly implement the eigenvalue
concept with the present perturbed state formulation is to consider
A*(Pe , m) , where m is the mass flux in the perturbed case and Pe- is the

equiv ent pressure corresponding to this mass flux at the unperturbe, normal
burning state. This, of course, follows from the uniqueness of A for a given

C(QO+), and the unique correspondence between m and r(0 +). It should be
pointed out that the near field problen, in both perturbed and unperturbed
states, remains exactly identical. Therefore,

-/ ( 4j  . (VI.52a)

with

(VI.52b)

Hence,

where P is defined by Eq. (VI.52b) as the equivalent near field pressure in
the unperturbed case. Generally, 63i = FI(TI)p ; assuming for the present
purposes that the same F (T ) applies to b6th perturbed and
equivalent-unperturbed clse, the last equation yields an expression for the
modified mean far field diffusivity,

( D) ( W ) P V.3

after elimination of F (T ) and use of Eq. (VI.52b). This modification
restores proper behaviAr io the far field model as follows.
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Since m pfe and n < 1 within the relatively narrow pressure regime
conside2 ed pres etly, \dT/dy clearly increases with m over the entire domain

< t <  C 2, and the interaction point is unique for a given set of
conditions ( -r st, G, p, TO), as shown schematically in Fig. VT.7: once a
perturbed state lution is found, pn increase of m would result in separation
of the G and 4fb curves; conversely, a decrement in m would cause the curves to
intersect at two points. In both cases the original solution is lost, as the
interaction constraints cannot be satisfied. Therefore, solutions to the
perturbed states (if they exsist) are unique.

Physically, the effect of turbulence interference upon the far field
processes can be considered as twofold. First, enhancement of the overall
diffusivity by an added turbulent term, directly increasing the local heat
feedback within the outer part of the wall layer. Second, turbulence would
tend to decrease the extent of laminar reaction and the dependence of its
overall rate upon local state variables (e.g. pressure) , introducing a
turbulent premixed reaction term which would depend on local fluid dynamic
variables. Combined laminar - turbulent reactions of this nature have been
suggested by Spalding12 0 , 121 in his eddy breakup models. Effects of
unmixedness, due to turbulent fluctuations, on the overall reaction rate were
modeled in an analysis by Spiegler, Wolfshtein and Timnit 122 and mixedness
correlations were studied by Varma, Fishburne and Beddini 123 in a model for
reactions in chemical lasers. Within the present simplified analysis, these
effects are represented approximately through the modified P , being the
equivalent near field pressure. The equivalent far field presure can be
represented by (p Pe )1 / 2 , as would appear in a modified u)OJexpression, cf Eq.
(VI.43). With this elnterpretation, the far field length sc le is

pert N 9r
which is decreasing whenever m is enhanced at the perturbed state.

Obviously, the pressure physically prevailing within the wall layer is
equal to the local core pressure, p(x) . The use of Peg presently is merely an
analytical device by which the proper eigenvalue natur of the perturbed wall
layer problem is restored, and a certain deficiency of the far field zeroth
order model (namely, the inability to communicate information upstream) is
overcome; it does not imply any pressure jump across the core wall layer
interface.

In conclusion, the consideration of unique pairs of data (P m) for the
perturbed layer solution insures uniqueness of the solution at tR perturbed
state and restores proper physical behavior. The equivalent pressure, P is
defined through the corresponding unperturbed burning rate eigenvalue. ffhas
been shown that disregarding the eigenvalue concept in the present 2-point
boundary value problem may lead to physical inconsistency.
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2. Solution Procedure for the Perturbed, Reacting Wall Layer

Generally, the solution of the perturbed and unperturbed configurations is
similar, in that matching of inner and outer conditions is required. However,
due to the presence of an auxiliary constraint, the perturbed case solution
involves an additional iteration loop.

For a given particular set of data, (G, Cstg, p, TO), the solution

process is summarized as follows.

(a) The Outer Loop

Steps (a) through (c) of the unperturbed case solution process are
repeated with slight modification; cf. Section C.3.

(1) -C(0 + ) is imposed, and m[ -T.(O+)] calculated; P is found by the
simple burning rate relationship, m = a PF-q where n and a correspond
to the range of pressures considered.

(2) The vector 1(a-) is calculated by generation of the condensed phase
solution and use of the near field coupling parameters.

(3) The far field coupling terms, BT,F, BTo are calculated utilizing

(4) The first three steps fully define the far field configuration.
Consequently, using Fqs. (VI.33), (VI.34), and (VI.51), 9 and

D/D may be calculated. Note that (p Pe_)1/ 2 is to be used
instead of p in Eq. (VI.33b). Likewise, since% and dC/d 0 + ) are
known, Ofb and 'agfb/d can be obtained by EBs. (VI.43) and
(VI.50).

(b) The Inner Loop

(1) The point E , where the second interaction constraint is satisfied,
i.e., '/? & a-- , is sought without changing r(0 + ) or
m. This is not neces arily the point where a = a b. Therefore, thedifference a - afb is calculated at this coordinate.

(2) The magnitude and sign of the error a - GO is considered; if
absolutely small, within an allowable er r margin, then the
procedure has converged, and all interaction criteria satisfied at

+the current values of -(O ), m, T= * fb, etc. If the error
is still large, -C(0+) is corrected and the procedure repeated form
step (a.l) of the outer loop.

one way to execute the above solution procedure is by using two iteration
loops, one within the other. The outer loop involves changes of rC(0+) and
satisfying the G fb = * constraint; the inner loop involves only search for the
coordinate -T = m. , where Z@a /E = 'a , at a fixed -r(0 ) .
Actual calculations were made by t is procedure, using two regula falsi (method
of false position) loops.

Whenever the point F*, where both interaction criteria are satisfied,
lies outside the range -c-a < ZE* < interaction is impossible, and
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C(0 + ) = -C(0+)0 is then assumed, f)r the prevailing p(x).

F. Discussioil of Results

The reacting wall layer model, described in the foregoing sections, can
now be utilized in order to obtain some quantitative insight into the processes
ir.volved in the wall layer and core interaction. To facilitate calculation at
this stage, a simplified core flow field is imposed as follows. For an
interior burning, straight cylindrical grain, T0 (x), d(x), p(x), and
-stg(x) = Z_2 (p) are assumed constant.

Additionally, G/m = 1 + 4x/d is assumed, with m = m0 (p) in this calculation.
The iteration scheme of Section E.2 is implemented, using a digital computer.

Note that the assumption m = m0 (p) is made regarding the calculation of
G/m and Re only, required in Eqs. (VI.43) and (VI.50%,for calculating &f
and -6 Considering the effect of G in Re-0" to be quite weak, the
resulting uncertainty in calculating E.(G/m), m(G/m, etc., introduced by the
above simplification is expected to be small. However, E_ and m as functions
of x/d are only approximate. The results of these calculations are depicted in
Figs. VI.9 through VI.14. Figure VI.8 shows the variation of 1 - F- with
G/m for a single port diameter at pressures between 1 and 6 MPa. Figure VI.8
shows the variation of 1 - F-R vs. G/m for various chamber diameters, d, at a
single pressure. 1 - FR depends progressively on G/m, indicating the
expected increase in degree of interference between the core and the wall layer
as G(x) increases. For a given G/m, lower pressure and smaller port diameter
cause 1 - ER to increase. The region of non-interaction near the head end
where R = 1 is extended downstream as p and d increase, clearly showing a
threshold effect. These observations are consistent qualitatively with the
comparison of fluid dynamic wall layer thickness and chemical reactive scale,
shown in Fig. VI.6, at various pressures and port diameters.

The perturbed burning rate effect is defined by the dimensionless
parameter

= - (.55)

Figure VI.10 shows curves of EB vs. G/m for a single chamber diameter, at
various pressures; Fig. VI.11 depicts EB vs. G/m at various port diameters
with p = const. The behavior of EB follows the same trends observed for
1 - F-R in Figs. VI.8 and VI.9 respectively, with the non-interacting

regions and threshold effects obviously coincident for EB and 1 - FR"

The major difference between EB and 1 - F lies in their actual
numerical values. For a given set of conditions ( rst , p' T d) , EB varies
considerably more steeply than 1 - E R for the same rage of 8/m values. To
compare their relative sensitivities, cross-plots of EB vs 1 - P1R were made.
In Fig. VI.12, curves with d = const and p varied as parameter are given
(combining data from Figs. VI.8 and VI.10), showing decreasing sensitivity (EB
slope) as pressure increases. In Fig. VI.13, data from Figs. VI.9 and VI.11
are combined, where p = const and d is varied as parameter; in this instance
all the data fall on a single curve, showning that the proportion between EB
and I - f, R is independent of port diameter. Figures VI.12 and VI.13
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demonstrate that a relatively small degree of interference, expressed by
1 - E_ R A 0.01 can correspond to appreciable modification of the burning

rate, as A 0.10. Thus, EB -. 10 x (1 - FR ) ' showing a ten-fold
ampli f icaton.

This behavior has its analogue in the steady state variation of
deflagration rate of N-nitro compounds (e.g., HMX and RDX) and C-nitro
compounds (e.g., double base propellants) with the adiabatic flame temperature
at a constant pressure. Correlations of m with Tf (p = 400 atm) were made by
Fogel'zang and co-workers, 4 5 and correlations between m and the heat of
combustion for various double base formulations at 100 atm were reported by
McCarty. 2 0 For instance, comparing two different high-energy double base
compositions, 2 0 denoted 'A' and 'B'

r, in/s Q, cal/g

A 1.0 1460
B 1.15 1500

Thus an increase of heat of combustion by 3% is associated with a rise of 15%
in the burning rate, showning amplification by a factor of 5. It should be
pointed out that the propellants considered in the aforementioned studies 2 0 ' 4 5

exhibit extended secondary reaction zones during deflagration, similar to those
discussed in Chapter III and shown in Fig. 111.3.

The critical (or threshold) values of G/m, as function of pressure and of
port diameter are plotted in Fig. VI.14, using data from Figs. VI.10 and
VI.II. For a fixed port diameter, the variation of (G/m) at threshold is
linear with p; at a fixed pressure, the dependence on diameter is shallower in
comparison, and tends to decrease in slope as diameter increases.

'wo basic assumptions in the present theory are similar to those employed
by Zeldovich,1 0 3 in his analysis of propellant burning under a gas flow. These
are the assumption of quasi-one dimensional flame zone near the propellant
surface, and the notion that when the entire gaseous reaction zone is included
within the viscous sublayer, the burning rate can not be affected by fluid
dynamic variables of the core flow. Enhancement of burning in the Zeldovich
model occurs through modification of the transport properties in the flame
(particularly thermal conductivity) by turbulence, employing the Prandtl mixing
length concept. Trends similar to those observed in the present analysis were
reported I 0 3 regarding EB as function of G/mn . However, the pressure
sensitivity and the effect of port diameter ere considered only through the
dependence of G/ %^ pl/1 8d'/12 in a particular propellaiit grain;
consequently, the sensitivity of EB to these parameters is much smaller than
that found in the present study.

Beddini 1 24 , 125 employed an advanced two dimensional (second-order-closure)
turbulence model for the entire channel flow, allowing a single, premixed,
gaseous reaction near the propellant surface, in an analysis of erosive
burning. Numerical solutions were generated for the reacting boundary layer
configuration, for various imposed centerline velocities, U0. Pressure
sensitivity (through variation of m ) and geometry scaling effects were
investigated, showning trends similgr to those observed in the present study,
regarding both EB = f(G/m) and the sensitivity to (p;d). An earlier
investigation of erosive burning, through a reacting (premixed) boundary layer

____A-
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analysis was reported by Tsuji, 12 6 but turbulence effects were entirely
precluded; further, the burning rate was assumed uniform along the propellant
grain. Similarity solutions were obtained analytically, for a linearly varying
outer velocity, U ,v x. It was concluded that the axial gradient dU /dx was
the only factor d~termining erosive burning under these conditions, c 8 ntrary to
experimental observations.

Erosive burning of double base propellants was investigated experimentally
by Osborn and Burick. 1 2 7 The apparatus employed a solid propellant gas
generator, firing into a test section with a planar propellant sample. In this
respect the experiments resemble those of Marklund and Lake, 1 2 8 (who used
ammonium perchlorate composite propellants exclusively) except for the acutal
method of sample burning rate measurement. Three different propellant
compositions were tested, at various values of (G, p, tr g). Unfortunately,
the number of data points reported is too sall (each poins £corresponding to
different G and p) to allow construction of plots of ED = f (G/m; p) in the
manner of Fig. VI.10. In a typical set of experimen, propellant with Tf =
2600 K was used in the gas generator, while a composition with Tf > 3000 K
served as test sample. The results (six data points) showed insignificant
effect due to the reduction in mainstream temperature, lying relatively close
to those obtained when the same (Tf > 3000 k) propellant was used in the gas
generator. The authors concluded that heat transfer from the main stream to
the propellant surface is not the primary mechanisn driving erosive burning;
rather, mechanical erosion was proposed (without analysis). Finally, the
authors 12 7 do not mention the possible effect of pressure, and it seems that
the experiments were conducted as if this parameter had little or no effect
upon erosive burning. However, plotting a set of their data in the form EB vs
G/m shows clearly the same trend observed in Fig. VI.10, namely, that a higher
G/m is required to obtain the same EB at a higher pressure.

In conclusion, the perturbed burning theory of this chapter demonstrates
that enhanced burning due to interaction with the fluid dynamic processes in
the core is not a property of the propellant alone. Unlike normal
deflagration, it can not be readily studied outside of the specific rocket
chamber environment. Perturbed burning at a particular position along the port
depends on local core variables such as G and p, but also upon the local
turbulence intensity and Z'st, which are flow-history c5gendent.
Consequently, experiments like Those of Marklund and Lake-' or Oborn and
Burick,127 involving isolated propellant sections in externally generated
tangential flow, do not necessarily simulate enhanced burning conditions within
any particular motor.
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CHAPTER VII

BACNIROUND TO THE NONSTEADY ANALYSIS

This section provides a background for the present nonsteady investigation
of solid propellants with extended gaseous flame zones in the rocket chamber
environment, through a survey of the literature. The discussion is focused on
several of the central questions of the present analysis, as reflected by the
subdivision into the various categories herein. The questions of interest are
summarized as follows:

o Acoustic excitation and damping mechanisms in the main chamber flow.
o Gaseous reactions in nonsteady solid propellant combustion.
o Erosive burning and its relation to acoustic stability.
o Nonsteady rocket motor operation involving double base and nitramine

propel lants.
o Nonlinear analyses of nonsteady solid propellant chamber processes.

A. Mechanisms for Enhancement or Damping of Acoustic Vibrations Within the Core
Flow

The Rayleigh criterion1 29 is of particular interest to the present
reacting coreflow configuration, as it deals directly with thermal excitation
of acoustic oscillations. Advanced for explaining "singing flames", it
postulates that heat addition made at the proper point in space (such as a
pressure antinode), in the proper time (heat added when the pressure is
maximal, and extracted when the pressure is minimal) may lead to local
enhancement of acoustic vibrations. The same mechanism could lead to
suppression of oscillations, as heat is extracted when pressure is maximal and
added when pressure is minimal. Thus, in order to generate acoustic
oscillations, the net heat flux, qv, into a local control volume, should have
an oscillatory component in phase with the pressure perturbation. Stated
somewhat less strictly, acoustic oscillations would be enhanced for time-wise
phase angles Arg(qv,p,) < 71/2, and damped for 77/2 < Arg(%,p') < 71T , where
p' denotes the complex pressure perturbation: the Rayleigh criterion may then
be written in differential form, as

0

where superscript 0 denotes the reference mean steady state. Satisfying this
condition does not insure that oscillations will persist locally with
ever-growing amplitude, since nonlinear damping may take over as the amplitude
increases. Neither does it imply that the amplitude of oscillations Would
increase over the enire field following a local heat perturbation. Indeed,
Glushkov and Kareev 0 have rhown recently that the Rayleigh criterion consists
of a necessary (not sufficient) condition for acoustic instability in the
presence of dissipative processes (viscosity, diffusion); their work concerns a
perturbed quiescent gas with zero mean flow.

Utilization of the Rayleigh criterion in works related to solid propellant
combustion instability is quite rare. Smith and Sprenger,131 in an early work
concerning the tangential (spinning) acoustic modes in tubular solid propellant
cavities, have stated it without formulation as a possible cause of "sonance"
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burning, in the sense of self-excitation, i.e., the enhancement of observed
acoustic vibrations by nonsteady heat release. The nonsteady heat source
considered was the gaseous flame zone adjacent to the propellant surface; they
have identified the pressure-dependent, exothermic gas phase reaction as likely
to have an in-phase component with the imposed standing acoustic pressure
modes. Unfortunately, due to a lack of complete formulation ragarding the site
of the nonsteady heat release (in the chamber control volume or as a boundary
condition) , as well as lack of actual propellant data, it remains difficult to
verify the adequacy of their heat- and pressure-oscillation coupling.

Cheng132 considered the effect of heat addition in the main chamber flow
upon acoustic stability, within the framework of solid propellant combustion
with reactive additives (e.g., aluminum powder). The Rayleigh criterion was
invoked for the purpose of an explanation of the coupling between nonsteady,
distributed heat sources in the chamber flow and the acoustic field. Two
distinct cases were analyzed: first, the effect of insensitive heat sources,
through the distortion of the acoustic modes by imposing variation in the mean
density and temperature in the flowfield; second, an end-burning case, with
oscillatory, pressure-sensitive heat sources. Both models are based on
modifications to previous analyses133 ,134 by the same author, employing the
Crocco time-lag assumption. The conclusions were as follows. In the first
instance, the effect upon stability is indirect, entering through modification
of the axial acoustic mode amplitude and frequency at the nozzle entrance
section: if this particular mode is enhanced (assuming it is the most affected
mode in terms of the non-dissipative nozzle damping) , the acoustic energy
content of the gas leaving the chamber is greater and, hence, damping wvuld
ensue. In the second case, the Rayleigh criterion is verified by the
prediction of the effect of distributed sensitive heat sources upon acoustic
stability: strongest effect was found near pressure antinodes, while vanishing
effect was predicted in pressure nodal regions; the oscillatory heat sources
and mass sources (the latter due to nonsteady gas generation at the fully
reacted flame edge near the head end) tend to counteract in the neighborhood of
the fundamental acoustic mode, and augment each other at even harmonic
frequencies.

In this conjunction, it is interesting to point out that finite-time
chemical relaxation processes, in the neighborhood of the equilibrium state in
the main flow of the solid propellant chamber, are considered strictly
dissipative. The goustic analysis, presented in the textbook by Williams,
Barrere and Huanglj5 based on small departures from equilibrium, clearly
demonstrates that the dissipative coefficient, o(n (for an exponential
dissipative component, exp(- c(nt) corresponding to the frequency -0 n] is
maximal at 2 n/  ch = 1, where 0,:n is the perturbation frequency, and
i/il ch the characteristic chemical relaxation time scale. However
analysis is based on the assumption of zero entropy perturbation, 750 'which
leads to the homogeniety of the modified wave equation; although expected to be
valid in the neighborhood of the equilibrium point, the assumption is rather
inadequate for the description of a chemically reacting flow, with the reaction
term appearing in the zeroth order formulation.

The Rayleigh mechanism is only one of several possible means by which
excitao or attenuation of acoustic vibration is possible. Salant and
Tobong1 ' 1  discuss the effects of non-uniform mean flow properties (dCVdx,
d f/dx, and d'/dx, in a one dimensional, inviscid case), in addition to the
influence of nonsteady distributed mass and heat sources, upon the acoustic
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field. A strong coupling between the steady, nonuniform, mean flow and
traveling acoustic perturbations was demonstrated. In the absence of sources,
Silant and Toong identify two types of coupling mechanisms. First,
dispersive processes, involving changes in acoustic wave impedance and group
velocity, which are energy conservative (with respect to the acoustic field).
The associated attenuation coefficient derived, a<, depends explicitly on
dV/dx, d T /dx, and ds/dx; attenuation occurs for pAsitive values of these
gradients and amplification occurs if all are negative. Secondly, dissipative
processes, involving irreversible exchange of energy with the mean flow (this
effect vanishes for a perturbed, uniform, quiescent gas). The attenuation
coefficient in this instance, oC, was shown to depend only on dg/dx and
du/dx; attenuation or amplificatin would occur for positive or negative values
of these gradients, respectively.

In a recent work by Cummings, 140 the effect of temperature gradient upon
the acoustics of a quiescent gas in a duct were investigated, using the WKBJ 14 1

method, for a one-dimensional case. The predictions of the asymptotic theory
were verified by experiments (in air) and numerical solution. Amplification of
a pressure wave, traveling in the x > 0 direction was found for dT/dx < 0; the
frequency tested was 4.5 kHz and the temperature variation between
720 and 350 K over a 1 m span, accompanied by a pronounced increase in the mean
specific heat ratio of the gas, dd/dx > 0. Further, conservation of acoustic
energy is indicated (the only component of acoustic intensity, being I = p'u',
remained uniform in space), which can be attributed to the absence of mean
flow. These findings are in line with the results of Salant and Tbong. 13 9 it
should be noted that a slight induced flow could have resulted from the local
heating at x = 0; the indication of uniform aoustic intensity, however, shows
that this effect must have been negligible.

B. Gaseous Reactions in Nonsteady Solid Propellant Combustion

Finite rate gaseous reactions in nonsteady solid propellant combustion
analyses are traditionally excluded by invoking the quasi-steady assumption
regarding the gas phase region adjacent to the propellant surface. Motivated
by the analysis of Hart and McClure, 1 4 2 t notable exception to the above
statement exist in the works of WilliamstN3 and of Tien.144

Hart and McClure,142 in a study aimed at obtaining analytical expression
for the burning rate response function, assumed that (a) the entire gas phase
reaction occurs within a thin flame sheet at a distance form the propellant
surface, and (b) the reactant flow region from the propellant to the flame,
termed induction zone, is entirely convective, namely, diffusion and reaction
in this region are assumed negligible. The resulting response function,
although containing implicitly the effect of finite reaction zone thickness, is
not adequate for describing the influence of finite rate reaction and diffusion
upon the response function. These deficiencies were pointed out by the
authors.

The investigation by Williams143 goes one step further in terms of
formulation. The full diffusive-convective-reactive model of the gaseous flame
zone was employed. The nonsteady first order perturbation problem was
rigorously posed, but the analysis stops short of solution, which could have
been obtained numerically. The final results were limited to small values of
the imposed perturbation frequency (however, since the typical time scale in
the gas phase used may be shown to be " 0(0.1 psec), actual frequencies of
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the order of 104 cps could still fall within that category] and to very high
values of the gas phase activation energy. Under the foregoing fundamental
constraints, the acoustic admittance function,

A =/l/

was derived, and its real part, AR, plotted against dimensionless frequency,
£ ; the quantity H - -d(QJ.T) /dT related to the surface-gasification
activation energy, was util zea as a pRfameter. AR was shown to rise from zero
ti a maximum and then fall monotonously to negative values (without indication
of recovery) as 12 increases. Higher values of Hv tend to cause higher
peaks of AD (occurring at larger J(2 ) and steeper declines. Unfortunately,
the attenuating (negative) portions of .% occur at regions of -1 >> 1 outside
of the domain of validity specified by tNe simplifying assumptions.
Interestingly, as pointed out by the author, the admittance function derived
does not exhibit any explicit dependence upon the thermochemical data of the
distributed flame zone reaction, unlike analyses which are closer to employing
the collapsed flame surface approximation, e.g., the work of Denison and
Baum, 145 where kinetic parameters appear explicitly in the results. This may
be directly attributed to the elimination of the inhomogeneous reaction terms
in the first order (perturbation) formulation, by the assumption of high
activation energy.

Ten years later, apparently independent of the work by Williams, Tien14 4

presented a study of the same problem. In this instance, the zeroth order
(steady state) and first order (nonsteady perturbation) equations were solved
numerically, after assuming for the dimensionless perturbation quantities the
form '(x,t) = (x) exp(i.!"1t), which reduces the perturbed system to ordinary
differential equation form, in the unknowns, &(x). No limitations were made a
priori as to the acutal magnitude of .0. or the gas phase activation energy.
7wo comments regarding this analysis are in order : (1) The boundary condition
at the flame outer edge was Ds/Dt(y = +0 ,t) = 0, namely, entropy is conserved
for a fluid particle leaving the flame. Consequently, the resulting perturbed
boundary condition is expected to be valid only for large enough frequencies,
such that /SI* is much smaller than typical thermal relaxation times. To an
observer close enough to the flame edge from outside, the flow would appear to
contain entropy waves, propagating at the fluid velocity; this phenomenon was
studied by Krier and Summerfield.146 (2) The fast gas phase time scale was used
for the solution of the nonsteady heat conservation equation in the condensed
phase. This gives rise to a coefficient a* 9- (cond)/§9(gas,y = 0) >> 1,
multiplying the time derivative. At high enough frequency, this results in a
singular problem for the perturbed condensed phase, implying a thin,
high-frequency "boundary layer" within the solid near the surface. For the
purpose of investigating this phenomenon, the regular length scale used in the
analysis is inadequate. The real part of the acoustic admittance function, AR,
was calculated numerically and plotted against the dimensionless frequency

. = .*t(gas), with a* and the characteristic time scale ratio, b* _
t(gas)/t(cond), as parameters. For (a* = 1000, b* = 0.001), the Re(R) curve

has a positive peak at low frequencies (r embling the well known quasi-steady
gas phase results, cf. Denison and Baum1i) and a negative minimum at high
frequency, indicating attenuation in the latter case. With smaller a* and
larger b* values, the positive peak is displaced to higher _C.-values, somewhat
reduced, and the negative part vanishes.
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The possibility of residual reaction (and heat release) in the main
chamber flow of solid propellant motors is mentioned in several works dealing
with nonsteady combustion, but without specification of the explicit mechanism;
for instance, the heat release terms appearing in several of the acoustic
chamber formulations by Culick. 14 7 ,14 In other investigations, of
non-acoustic, L*-instability behavior, the comparable magnitudes of chamber gas
residence time and flame zone reaction (for double base propellants) were cited
as probable causes of nonsteady behavior at low frequencies. 14 9 ' 150

C. Erosive Burning and Nonsteady Solid Propellant Motor Operation

The significance of erosive burning to the problem of overall acoustic
stability in the solid propellant motor has been investigated by several
authors.

The analyses by Hart, Bird, and NMClure 1 5 1- 1 5 3 at Johns Hopkins University
provided preliminary insights regarding the coupling between the acoustic
chamber modes and a propellant combustion response, related to the gas velocity
component tangent to the propellant surface, v. The erosive burning model used
was highly idealized, in that the dynamic erosive burning component is assumed
to depend upon the absolute magnitude of the tangential velocity perturbation
(approximately pure axial) and its time derivatives. Specific details of the
erosion mechanism, as well as the question of erosive threshold velocity, were
not discussed.

In a linearized, three-dimensional acoustic study, 1 5 2 the erosive burning
influence upon acoustic stability was estimated indirectly as follows. Since
the solution of pure pressure-coupled acoustic modes is relatively
straightforward, the dynamic erosion effects were formally absorbed in a
modified, pressure-coupled burning rate admittance function. Considering only
neutrally stable modes (those with pure real frequencies), the authors solved
for the pressure-coupled acoustic modes. This way, the influence of the
erosive component witin the admittance function upon the characteristic
frequencies was assessed. Non-degenerate cases (radial, spinning and axial
characteristic frequencies all differ) , as well as degenerate modes (a pair of
equal characteristic frequencies, leading to singularity) were investigated.

For zero threshold velocity, the perturbed burning rate component,
m' (eros) - vi -vsin Ihtlcan respond at twice j incident frequency,
this nonlinear feature was termed rectification, appearing already at
infinitesimal acoustic amplitudes. This was shown to lead to amplification of
otherwise stable modes, or to growth-limitation of otherwise unstable modes. 1 5 1

The complex wave forms which may result from finite acoustic perturbation
velocities through erosive coupling were discussed in an additional study. 1 5 3

Several of he stability implications inherent in these analyses were reviewed
by Price,15 155 using the admittance function and associated phase angle
approach; the effect of finite threshold velocity upon erosive response
rectification (and subsequent acoustic stability) was qualitatively argued. 154

In the way of critique, the follow Ds points can be made regarding the
analyses by Hart, Bird and MClure. -

(a) Obviously, stability analyses based on stable modes do not yield any
information about the time-evolution of small disturbances into
finite ones. only conclusions regarding the stability of certain
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mode configurations, if they exist, are possible.

(b) Considering nonlinear effects, the presence of an erosive component to
the overall burning rate (threshold velocity permitting) may
significantly alter the burning rate pressure response to lowest
order of approximation. Such a trend is hinted by the stationary
analysis of Chapter VI; it does not mean that the pressure and
tangential velocity perturbation effects are inseparable, but their
mean coefficients (in quasi-linear form) are strongly coupled. In
this instance, subtracting the pure calculated or otherwise
separately measured pressure response from the apparent, overall
burning rate response function to obtain the erosive burning
component thereof is strictly meaningless.

(c) For the fundamental axial acoustic mode, containing most of the
acoustic energy in the system, the region most susceptible to dynamic
erosive burning is about the grain port half length, in the velocity
antinode neighborhood; this is also the region of the pressure node.
The converse holds for the grain ends. Thus, neglecting for the
moment the velocity effect of the spinning modes, the consideration
of an overall equivalent pressure coupling response function is quite
speculative, in view of the dominance-area separation, (with v' and
p' being out of phase by 77/2) -- if the actual magnitudes of
pressure and velocity excitations at a given point (x,t) are to have
any significant effect on stability.

Lengelle 156 formulated a stationary erosive burning model utilizing blown
turbulent boundary layer analysis and the Granular Diffusion Flame model of
Summerfield (GDF)•102 A turbulence diffusivity parameter (based on the mixing
length hypothesis of Prandtl) was derived, and used to modify the overall
diffusivity, [ P D] to," Assuming that the tubulent Schmidt and Lewis numbers
are close to unity, twas shown that the GDF-theory length scale, X,
(corresponding to the flame thickness) is invariant to the effect of
turbulence. Thus, since m Xv X(Tf Ts)/X and A - c t
resulting overall burning rate is m - D [ ltot, and the er sive e ect
enters through the turbulent contribution to the overall diffusivity,
effectively enhancing the heat feedback to the propellant surface. The
analysis is clearly aimed at modeling the combustion of certain AP composite
propellants; it was extended to the nonsteady acoustic domain, assuming a
quasi-steady flame zone, and the burning rate response function was calculated
for several hypothetical propellant configurations. It was found that the
pressure response is strongly amplified when the erosive burning effect becomes
more pronounced. For critical values of a parameter related to the energy
stored in the propellant, the presence of an erosive effect could entirely
reverse the response function values. These findings tend to support argument
(b) above, for the particular case of AP composite propellants.

D. Nonsteady Observations with Double Base and Nitramine Solid Propellant
b to rs

Direct observations of nonsteady behavior associated with Y?9 ble base
propellant rocket motors were reported by Trubridge and Badham at the
Summerfield Research Center (England) . A systematic study of motors with
diameters ranging between 6 and 19 inches was made. The various effects of
operating pressure, propellant composition, ambient propellant temperature,
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length and shape of propellant grain, and acoustic instability suppression
devices (inert rods) were tested. The data are presented in p(t) vs t form,
without frequency analysis. Two major types of nonsteady behavior are
reported: (1) one, roughly close to ignition time, is an irregular, rery high
amplitude, low frequency (about several cps) phenomenon; (2) a more orderly,
periodic, small amplitude pressure fluctuation in the estimated 103 cps range.
In all cases, instability was spontaneous, without external stimulation. The
various effects found are listed as follows.

(a) Ambient propellant temperature. In most cases, pre-conditioning to
temperatures above 300 K r2sulted in destabilization, while lower
ambient temperatures tended to stabilize.

(b) Propellant composition. The only indication given is the adiabatic
flame temperature at constant pressure. Propellants with 1900 < To

< 2250 K (total of 3 tested) tended to be stable. With the more
energetic propellants, 2300 < T 2800 K (total of 5 tested)

instability was invariably encountered. Addition of aluminin powder
did not always result in stabilization.

(c) Operating pressure. Unmodified propellants (or propellants operating
below their plateau burning pressure regime) tended to stabilize when
the operating pressure was raised. Conversely, a propellant
operating above its plateau regime was stabilized by lowering the
operating pressure.

(d) Scaling (motor diameter) tended to have little effect for motor
diameters varied between 6 and 13 inches. Scaling effects were
suggested in a comment by L. Green, in the discussion following the
presentation.

(e) Several tubular grain samples, extinguished after undergoing high
frequency instability, were found to have a region of enhanced
absolute burning rate near the grain center (the region of velocity
antinode for the fundamental axial mode, and possibly the region of
highest spinning mode velocity amplitude).

In a somewhat earlier publication by Angelus, 1 5 8 a series of experiments
utilizing a small, laboratory-scale, interior burning tubular grain was
reported. The effects of propellant ambient temperature and operating pressure
upon regular (acoustic) and irregular (high amplitude) instability were
investigated. The frequency and amplitude analyses presented tend to support
the effects described above in (a) , (c) , and (e) , but with much more
quantitative detail. In addition, a reduction in the motor specific impulse
was observed whenever appreciable nonsteady behavior occured; the effect was
attributed to possible incomplete combustion of the gases upon leaving the
chamber. Unfortunately, the effect of operating pressure change is given
through the ratio of burning surface to throat area, and it is not clear
whether different interior grain diameters were used. This, as indicated by
Section VI.F., could have a strong bearing upon the extent of erosive burning
present in the various configurations.

Recent experiments by the group at Thiokol, 1 5 9 regarding irregular
instability involving nitramine propellants, bear a striking qualitative
resemblance to the instability behavior described above for double base
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propellants.

E. Nonlinear Analyses of Nonsteady Solid Propellant Chamber Processes

This section deals mainly with nonlinear analyses, with some reference
made to quasi-linearized works. All of the existing nonlinear studies
published employ one-dimensional axial models of the chamber main flow for
which finite difference numerical solutions are utilized. Since thin, fully
reacted, (quasi-steady) flame zones and an aluminum particle phase are assumed,
these works are aimed mainly at AP composite propellant modeling.

Kooker and Zinn1 60 investigated finite amplitude axial modes in a tubular
solid propellant rocket motor cavity. The consideration of rather strong
disturbances and their effect upon stability is also inherent in the
experiments performed by Brownlee and Marble 16' where pulsing of
laboratory-size motors by small detonating charges was performed. The aluminum
particle phase is considered adiabatic and, hence, may contribute only to
damping of acoustic modes. A premixed model of the flame zone was used (with a
uniform mean, pressure-sensitive reaction rate) to facilitate an explicit
expression for a pressure sensitive heat feedback to the condensed surface.
Numerical solutions to the axial core flowfield were obtained by the method of
shock-following, developed by Moretti. 16 2 The condensed phase nonsteady heat
equation was also solved numerically, utilizing the version of method of lines
as developed by Vichnevetsky. 1 6 3

The model obtains solutions to the nonlinear, nonsteady chamber processes
for cases that involve no velocity coupling of the burning rate response. The
chief conclusion was that small amplitude disturbances might evolve into high
amplitude oscillations, through driving of such disturbances by the
pressure-coupled, nonsteady propellant burning.

Levine and Culick,16 4 in a first version of a similar study, used the
method of characteristics for numerical solution of their partial differential
equation system. A linear, pressure-coupled, burning rate response function
was incorporated, facilitating calculation without solution of the nonsteady
heat wave in the solid propellant. This obviously limited the applicability to
very small amplitude disturbances. In a later work by these authors, 165 some
of the deficiencies of the earlier model and algorithm were resolved by adding
the nonsteady condensed phase solution and utilizing a more versatile numerical
algorithm, that of Rubin and Burstein, 166 for the solution of the core flow
equation. This model1 6 5 was applied to the T-burner combustion problem, where
cases of instability were obtainable. The application to a small laboratory
motor model enabled reproduction of limit cycle behavior (persistent
oscillation at constant amplitude, after perturbing the initial conditions) for
non-aluminized propellant cases, in good agreement with experimental
observations. However, instability in the rocket motor modeling could not be
induced.

Culick, 147 in an earlier axial mode analysis of "nonlinear acoustics",
formulated the wave equation in terms of the pressure perturbation, p' (x,t).
After selecting proper spatial distributions (of standing modes) for p', the
resulting nonlinear time-dependent problem was solved by the method of Krylov
and Bogoliubov.1

67

Compared with the numerical algorithms, the analytical approximations



- 132 -

have, in general, the advantages of being fast, costing less, and having
freedom from numerically-induced stability limitations and errors. Further,
the physical interaction incorporated are clearer. Unfortunately, to this end,
they are limited to small perturbations, and effects distinctly nonlinear may
not be properly represented. The numerical models, on the other hand,
incorporate less restrictive assumptions and allow for more realistic
representation (and more imaginative modeling) of the solid propellant burning
process.
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CHAPTER VIII

ANALYSIS OF NONSTEADY SOLID PROPELLANT ROCKET
CHAMBER WITH CHEMICAL REACTION

A. Introduction

Chapter VI dealt with the steady-state interaction between an imposed core
flowfield and the reacting wall layer for solid propellants possessing extended
gaseous deflagration zones. For the case of interference between the core and
the wall layer, Chapter VI shows the influence upon stationary burning rate of
the propellant. one by-product of this interference is the injection of
reactants into the core, where exothermic reactions may continue. The subject
of the present chapter is the investigation of the influence of this particular
propellant configuration upon the overall dynamic chamber behavior. More
precisely, the objective is to advance an analytical model of the nonsteady
chamber processes incorporating the wall layer concept and subsequent reaction
in the core.

As shown in Chapter VII, analyses of nonsteady solid propellant chamber
behavior were traditionally limited to propellants having short gaseous flame
regions. This is thought to naturally encompass the most widely used class of
propellants, namely, ammonium perchlorate composites; it excludes, however,
double-base propellants and nitramine composite propellants. The collapsed
flame zone assumption affords, in these cases, great analytical simplicity, in
that the chamber flowfield can be considered as merely a wave-carrying medium,
and the instability problem is therefore necessarily centered upon
pressure-coupled, nonsteady mass generation. Even with this simplification,
nonsteady chamber analysis remains formidable, and prediction of actual
behavior by the various models is ificunclusive in many instances.

Considering now propellants with extended gaseous reaction regions, a
simple extension of the existing theories seems to be ruled out for two
principal reasons. First, the existence of exothermic core reaction modifies
the stability problen, as one must take into account the additional coupling
between the nonsteady heat generation and the oscillatory pressure field; this
may no longer be studied outside the particular chamber environment (like the
solid propellant acoustic admittance, for instance). Secondly, mass generation
by the propellant is expected to be strongly coupled with the core reaction
(or, rather, with the core thermal balance) as shown by the interaction
constraints of Section VI.D; the propellant dynamic burning response would then
be expected to involve an additional component, besides that due to pressure
coupling.

This necessitates casting of the analysis in terms of a reacting core
flowfield, with appropriate conservation laws for energy and chemical species.
Further, the assumption of adiabatic boundary between the core and the gaseous
reaction zone (as for the case of collapsed flame) must be discarded in favor
of the more complex, non-adiabatic interaction criteria mentioned above.

In order not to complicate immensely the present approach, the chamber
flowfield is modeled in a quasi one-dimensional form; the nonsteady phenomena
are studied within the framework of the fundamental axial acoustic mode and its
first harmonics. The resulting analytical model is nonlinear, although sharp
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variations of properties (as in shock waves or ultra-high harmonics) , as well
as high amplitudes, are excluded. The physical chamber configuration is
depicted in Fig. VIII.l.

The plan of presentation for this Chapter is as follows. Section B
contains a time-scale analysis based on the data obtained by the stationary
model in Chapter VI. This is used to obtain a preliminary estimate of regimes
of possible interaction between the oscillatory core flowfield and the
exothermic reaction in terms of the work parameters, e.g., pressure, geometry,
and frequency of oscillations. Sections C and D detail the elements of the
analytical chamber model, namely, the condensed phase coupled with the reacting
wall layer and the core flowfield, respectively. Section E describes the
numerical algorithm for the coreflow model.

B. Characteristic Time Scales

The present section deals with the definition of appropriate time scales
for the coreflow, the reacting wall layer and the propellant. This is followed
by a discussion of possible interactions among these time scales.

1. Definitions

a. The solid phase

The characteristic thermal relaxation time for the burning solid
propellant is

t hr /r (VIII.1)

where a<c = "c/?cC is the condensed phase thermal diffusivity and r = m/Vc
is the linear regression rate of the propellant.

In presence of condensed phase reaction, an additional chemical relaxation
scale is involved:

- . r /Z (VIII. 2)

The present analysis employs the assumption of thin reaction zone in the
condensed phase, viz.,

<<n Fc*/ viI 3)

This assumption has led to the elementary reacting condensed phase model in
Appendix B. It implies that tp << t*.

p,CH

b. The Reacting Wall Layer

The characteristic chemical relaxation time within the gaseous reacting
wall layer involves the mean secondary reaction rate in the layer; as
reference, consider

where Zm denotes the mean thermal enthalpy within the layer similar to that
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defined in Section III.E. The dependence upon mean mass fractions of fuel and
oxidizer, Y4 and TO has been absorbed into -a , through suitable
Shvab-Zeldovigh coupling. However, due to thermal enhncement in the layer, a
more appropriate definition of the mean reaction rate is

where P is defined by Eq. (VI.52b). According to the discussion in
Chapter V~

q

where the second equality is only approximate, implied by the results in Figs.
VI.12, 13; in the last equation, n is the burning rate pressure exponent (for
a small enough pressure interval), 8 R is the layer reactivity parameter,
defined by Eq. (VI.35) and KLr 0(10) is the amplification factor discussed in
Section VI.F. Thus, ., D E,, L C(-  +*  -'" .

L 2.-,R (VIII.5)

The associated chemical relaxation time is defined,

The primary decomposition zone within the wall layer can be shown to have
a characteristic time scale much smaller than that of the far field; choosing
the diffusive scale for this purpose,

following the analysis of Chapter III, t*I << t .

c. The Core Flow

Defined similarly to tt, the characteristic chemical relaxation time
in the coreflow is,

where

is the mean rate of secondary reaction in the core. Its definition is based on
the maximal, fully burnt thermal enthalpy, and the reactant mass fractions at
the cutoff edge of the wall layer. These mass fractions can be expressed in
terms of SR; by definition,
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where k represents fuel or oxidizer (F and 0, respectively) and subscripts
b and a denote the fully burnt and nonreacted states in the wall layer,

respectively.

The characteristic acoustic chamber time is given by the mean period of
the fundamental axial acoustic mode,

_.L/c- (VIII.9a)

where L is the chamber length and - the mean adiabatic speed of sound in
the core. The ratio of frozen to equilibrium speed of sound is expected to be
only slightly larger than unity; hence, it suffices for the present estimate to
consider

(VIII.9b

utilizing suitable mean values of E2 and "= Cp/Cv . Higher harmonics of
the fundamental mode are given by

*(k) - *

2. Time Scale Interactions

To assess the possibility of dynamic coupling between the coreflow and the
wall layer, the magnitude of the ratio t/t H  is of interest. This ratio is
largely determined by the relationship beiwen the associated mean reaction
rates. As shown by Eqs. (VIII.5) and (VIII.8), both W 2 COR and W2 L
depend on (1- ER). However, for purposes of the present 6 omparison, Tt can be
shown that, for 0.95 < &R < 1 and n A 0.75, the variation of 72 L( _ ) is
relatively small, and 3. . The mean mass fractions in the wall ayer
can be written,

+ (VIII.10)

where k denotes F or 0 , and the constants gk 0.5 typically. In
general, the case of nonstoichiometric proportions of F/O is of interest; e.g.,
suppose F is in excess, such that YF,b = b and Yo'b = 0. Using Eqs.
(VIII.8) and (VIII.10),

Therefore,
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'" K[" [ ' -  )'z"+  -~ i ) ](VII I. 12a)

where

(VIII. 12b)

Within the range of parameters considered, KTb- 0(10). For
0.95 < F1R < 1, in the near-stoichiometric case: b<< YF and

* /  It KT 0 )Z<< cl (VIII.13a)

On the other hand, for a higher extent of non-soichiometry, suppose

YF,a /b A 10, then 9F/(YF/b - 1) - 0.1 andit/L-/ E"((  iz (VIII.13b)

In both instances, therefore, the wall layer time scale is much shorter than
that of the coreflow, over the range of expected. Note that very large
departures from stoichiometric F/O proportions are precluded.

Invoking the Rayleigh criterion, it is obvious that in order to observe
any interaction between the acoustic field and the chemical reaction in the
coreflow, the two processes should necessarily have comparable time scales,
viz.,

t (VIII.14)

Additional time scale relationships most likely to appear in practice are
*; / t (VIII.15)

excluding only extremely large or small motor length configurations; and, as
indicated by Eq. (VIII.10), t* << tN. Combining the last three relations,
one obtains t -<< t °  e tt VI.6
The extreme cases of very thick wall layers and ultra-high or very low
frequencies are evidently ruled out. Therefore, at the moderate frequencies
allowed by the time-scale configuration of Eq. (VIII.16), the acoustic field
may interact with nonsteady heat release in the core, as well as with nonsteady
mass addition by the propellant.
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The associated frequency (2 = i/tf can now be calculated, using
available thermochemical data fo"the CHtO + NO2  reaction in M2 LR, and the
explicit relations of Eqs. (VIII.12a,b). 1 r is plotted against. 1 -anR in
Fig. VIII.2 at various pressures, for a small value of b > 0 . Since
.QACH- p-f(l - FER;b) , the frequency is shown to increase with p at any given
F- In Fig. VfII.3, the same plot is repeated at a single pressure for sall
deDa rtures from stoichiometric F/o , with b > 0 as parameter; D'CH is shown
to increase with b at any fixed ER and p .

To relate n . to the fundamental acoustic chamber mode, t* 0 =
is imposed; this icilitates calculation of an associated charactgristic
chamber length,

Xco (VIII. 17)

through Eq. (VIII.9a). Imposing a = 920 m/s, XC is plotted against
1 - e in Fig. VIII.4, for a small value of b > 0, and with pressure as

parameter. For a given pressure, Xc decreases with increasing (1 -
through several orders of magnitude; Vt a given ER,X, decreases with
increasing p and (although not shown) expected to follR the same trend with
respect to b

The problem now is one of selecting parameter configurations most likely
to exhibit coupling between the fundamental acoustic chamber mode and the core
reaction. In other words, suitable pressure, chamber diameter, and length
(p, d, L) need to be defined, such that optimal conditions for this coupling
arise. This can be done now in an approximate manner, utilizing the results of
Section VI.F.

Recall that Fig. VI.9 depicts the interaction parameter, 1 - 'R'
against 1 + 4x/d at p = const, and with the port diameter, d, as
parameter. Drawing 1 - = const lines results in intersections with the
d- curves, and pairs of 1ata (x,d) can be obtained for each d . This plot
was reconstructed as follows, in Fig. VIII.5. The geometry factor 4x/d is
shown as function of axial distance x at various values of d . Overplotted
are several curves of 1 -R = const, connecting points on the various d-
lines, as obtained from Fig. VI.9. The interval of 1 - ER and of d drawn,
defines a region of axial distances, x , over which those particular values of
1 - R are attainable.

Now, with the selection of a particular set (p,L), and when equality of
the characteristic frequencies, C a is imposed, 1 - ER is determined
(e.g., by taking X = L in Fig. II.4). To find the diameter that should
produce this interstion, the map of 1 -E vs. d in Fig. VIII.5 is
entered, with the value x = L . The parti ular 1 - ER in question will
determine the required diameter, d.

As an example, consider p = 2 MPa and L = XCH = 0.4 m. From Fig.
VIII.4, 1 - Eg = 0.015. Now, taking x = L = 0.4 m in Fig. VIII.5, the
intersection w th the 1 - = 0.015 curve yields d A 1.2 an. Actually, a
better probability for interaction would arise when the particular 1 - EU is
obtained upstream of the port exit plane, so that a somewhat smaller d is
required.

It should be said that the foregoing arguments in no way ensure positive
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interaction between the acoustic field and the reaction within the coreflow,
neither do they indicate whether such interaction would be destabilizing. They
merely comprise a necessary condition for such interaction: that the associated
characteristic times t*0  and tH should be comparable.

ac

Evidently, interaction would be most effective at the regions of pressure
antinode: for the fundamental mode, these are in the neighborhood of x = 0
and of x = L. The analysis of Chap. VI has indicated that 1 - F = 0 near
x = 0 (threshold) which leaves only the aft end. Here, however, INhere is
less of a chance for overall excitation, due to the nozzle effect (through
which acoustic energy is leaving the system by convection). Moreover, acoustic
vibrations would tend to be damped when travelling upstream, against the
velocit (and as expected, temperature) gradient, as pointed out by Salant and
T1oong.l 8l39 Therefore, coupling between the fundamental acoustic mode and
reaction in the core, if such coupling existed, may well be confined to the
downstream region close to the port exit plane.

C. The Condensed Phase and the Quasi-Steady Reacting Wall Layer

1. The Condensed Phase

The condensed phase is assumed quasi-one-dimensional in a direction
perpendicular to the propellant surface. Chemical reactions and the associated
heat release are assumed to be concentrated within a collapsed, thin region at
the condensed/gas interface. The propellant is considered homogeneous and
isotropic, with uniform thermophysical properties. Thus, the only process
followed within the condensed phase is the nonsteady energy transport.

a. Formulation

With the coordinate origin affixed to the receding propellant surface, the
thermal diffusion equation is written in dimensionless form:

___Z + 4 ~ ~ . (VIII.18)

for 0 < Yc < +oo, tc > 0. The dimensionless temperature is defined
-T/T an the independent variables are yc = y/( r c /r s ),

t = t/?oxv!ras); the dimensionless linear regression rate is V = r(t)/r s,
wh~re subscrip ss denotes the steady state value. Overall mass continuiey
implies, assuming incompressibility:

V = V (tc)

Strictly speaking, the coordinate system is non-inertial, so that the
origin does not translate (relative to the stationary laboratory coordinate
system) at constant speed. However, since only small departures from steady
state are anticipated, the effect of small coordinate system accel tion is
considered negligible. This difficulty was recognized by Williams in his
small perturbation study of nonsteady solid propellant combustion.

The following Dirichlet-type boundary conditions are imposed,
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ZL tc>=ZC(-tcz) j ~ ~te) - (VIII. 19)

the second of which is a boundedness condition. The initial conditions are
given at steady state, for which the solution is known:

0-0 0) ~'-f I y

t-XO) ~Cr. ) [C~- 4- 1(VIII.20)

where -C0 ,ss is the dimensionless surface temperature at steady state.

b. Numerical Solution

To integrate the energy equation in time, an explicit numerical method is
utilized. The semi-infinite region in yc is approximated by the finite
domain 0 < Yc < ycf, where ycf is defined by

where - 1 = 5 X 10- 4  typically. Variable mesh size in space is used, to
facilitate an overall low number of nodal points (typically, 7), yet represent
the high gradients near the yc = 0 surface properly. For this purpose, the
logarithmic stretching coordinate is used:

- s, [ e - ] (VIII.22)

where S and S2  are adjustable constants, to achieve any desired
configurition; n denotes the current nodal point index. The algorithm
involves central differences in space, and is Euler-explicit timewise. Written
in terms of the numerical approximation, Uj to (yct

n toc)

4- ____ t%~

where t\Yn Yc,n - Yc,n-l, n 2,3,...NF.

only interior points in the domain are included. With the algorithm being
explicit in its time marching, the numerical stability criterion is:

C, ((VIII.24)

At is determined by the time increment used in the coreflow, At, in order
to Maintain coherence between the two time integration processes:
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AtlDe e (VIII. 25)

At, in turn, is determined by the Courant-Friedrichs-Lewy criterion (CFL)
imposed by the core flowfield. Therefore, the method by which At c  and
SI,'Sare obtained is as follows: as At is imposed, At c  is calculated by

Eq. TVIII.25), and used in Eq. (VIII.24) to determine NY, with a suitable
choice of right hand side; e.g., Atc/Ayll = 0.4. Using Eq. (VIII.22), let

Yc~ = AYl so that one algebraic equation is provided, involving S and
S . The second equation is obtained by suitable choice of NF, the miximal

number of interior nodal points, and f_ 1 in Eq. (VIII.21). Since the
time scale for coreflow variation, typically i/2 , is somewhat smaller than

t*, imposing At from the core does not result in nuxnerical stability
prblems (for instance, unusually large or small Ayl) "

The accuracy of the given algorithm, Eq. (VIII.22), is described by the
truncation error, which is -1 0(6t N,/ky). The space representation tends to
become worse at stations deeper wig.hin U.he propellant, due to the progressive
stretching of the yc n coordinate; in the mean time, the higher space
derivatives diminish fn absolute value, compensating for the space increment
growth. This would result in a fairly uniform truncation error effect, over
the entire space domain considered.

c. The Auxiliary Energy Interface Condition

The condensed phase solution is required to satisfy the instantaneous
energy conservation condition at the condensed/gas interface; in dimensional
form:

-0 (VIII.26)

where the condensed phase coordinate has been reversed. 0+ and 0- denote
the gas side and condensed side of the interface, respectively, and 9s is the
net heat generation or depletion (by subsurface reaction and evaporation);

Qs > 0 for net heat depletion in the present notation. Further, overall mass
continuity at the interface implies that

C V -= W\(VIII.27)

where m is the mass flux.

Written in terms of condensed phase dimensionless properties, the right
hand side of the energy condition is

?rT/Ok t) = Mw T -rOtC~fT0 I

where Qs= Qs/CcT0 " To evaluate )/ yc (o+' t c ) nuerically,

.... ...... -.L .... ,1j . ,I I .
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which is a three point, second order accurate algorithm, and where
a = 1/(l + y2/Ayl)

Note that the Dirichlet boundary condition of Eq. (VIII.19) incorporates
the dimensionless surface temperature, common to both gas and condensed phase.

2. Condensed Phase and Reacting Wall Layer Coupling

a. The Quasi-steady Reacting Wall Layer

The time evolution of the coreflow equations at any particular point
(x,t) is strongly influenced by the source terms which represent the heat and

mass exchange across the core-wall layer boundary. These source terms are
generated by the quasi-steady solution of the reacting wall layer formulation,
similar to that described in Section VI.E; justification of the quasi-steady
assumiption, regarding the wall layer, is detailed in Appendix D.

Conceptually, the solution process may be described as follows. For a
given set of coreflow data [G(x,t),c-t(x,t), p(x,t), etc.], the reacting
wall layer solution is sought. Regardle s of the nature of the coreflow
process, being steady or nonsteady, it follows from the quasi-steady layer
postulate that the prevailing core properties define uniquely the heat feedback
per unit gas-mass generated within the layer, Gq( R) , and, consequently,

( ) ; these far field parameters are therefore fully determined by the
external conditions in the core, at (x,t).

Further, as follows from e (G R) being fully determined, the amount of
heat feedback reaching the propellant surface (namely, dzC/dc (0+)] must also
retain its steady-state value (under the given instantaneous coreflow
conditions). Otherwise, heat accumulation or depletion within the wall layer
would result; since this heating or cooling is strictly time-dependent, the
quasi-steady assumnption would be violated.

In order to generate the above unique wall layer properties to match the
given coreflow data set, a steady state solution is obtained by the method
described in Section. VI.E. Of this solution, efb( ER)  F- , and

d Z/dS (0+ ) are the only parameters of interest ; the corresponding mass
flux, m and -C(o+) are entirely fictitious. Since matching between the
wall layeS and the coreflow is achieved with the steady state wall layer
solution, it remains to match between the wall layer and the condensed phase.
For this purpose, d T/d'5(0+) serves as a key element, through the use of the
condensed/gas energy constraint, Eqs. (VIII.26) and (VIII.28). The matching
procedure is, therefore, based on satisfying the energy constraint at y = 0
in an iterative manner.

b. Solution Prodedure for the Coupled Condensed Phase and Wall Layer

Rewritten in terms of the dimensionless heat feedback to the propellant
surface, d-C/d1 (0+), the energy constraint is

(cc =g =- L/ (0+ ) and " /cS (VIII.30)

where <T g d-C/d'5(0+) and 4')c =-a/ ay(+tc).
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The wall layer solution obtains pj+l, corresponding to the time t j + l which
remains invariant for the process of iteration. The following steps describe
the ineration process; it involves the condensed phase solution only.

(1) A value of , j + l k is assumed for the dimensionless surface
temperature. k = 1 is the current iteration index.

(2) The condensed phase heat equation is integrated forward in time,

utilifivg the finite difference algorithm of Eq. (VIII.23), with
C + 0 - as boundary condition.

(3) After the solution has been obtained, the condensed side
dimensionless heat flux at y = 0, T 3+l,k is calculated by the
three-koint difference formula of Eq. C(VIII.29), with

8 ,~ = Z8+lk

(4) The mass burning rate correlation, Eq. (VI.24), and the elementary
reacting condensed phase model of Appendix B are utilized to
calculate

VC O n SVo) " (VIII.31)

and

"- )(VIII.32)
respectively.

(5) j+l Foj+l,k, 1 j+l,k and s+l 'k are now substituted into
g c s

Eq. (VIII.30). Normally, a residual would arise, defined

(k)+
-- V (VIII.33)

%hen R( k) is suf'cient4 close tQ ero, thq rocedure is considered
converged, and r -

l , m3 + = m~sVJ+1,k. The condensed phase
thermal profile ii then s ored for the purpose of the next time integration.
If, on the other hand, IR(k) I is still large, the procedure is repeated from
step (2) and on, after suitable correction is made to 'Z and the iteration
index is raised to k + 1. Note that the condensed phas integration is
repeated in this case, using the old thermal profile at t, not the previous
iterate at t 3+ k . A regula falsi procedure (or any other rapid-convergence
method) may be used for this iteration procedure, with 'x' = *+l,k and

I = R(kr. u

After.cnvergence, the proper current values of the coreflow source terms
at time t 3+ I may be calculated using 0 fb' ER' m, and %.
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D. The Core Flowfield

1. Physical Description

A straight-prismatic propellant cavity is considered, closed at the
head-end by propellant and a short, sonic nozzle at the aft-end. At the time
of observation, the entire propellant is burning. Typical diameter and length
dimensions are 0(1 an) and 0(10 an), respectively, corresponding to
existing laboratory test configurations. The diameter may vary along the axis
within 5% of its mean value.

The propellants of interest have properties which were discussed in
previous chapters. Within the operating pressure regime considered,
1.0 < P < 6.0 MPa, this type of propellant is expected to burn with a thick

flame zone, 0( 1 rm), relative to ammonium perchlorate propellants which
possess thin flame zones, 0(10 km).

A reacting wall layer with a finite thickness (yet small, compared with
cavity diameter) is therefore considered, separating the coreflow region and
the condensed propellant. Gas velocity and molecular transport within the
layer are predominantly in the y-direction, perpendicular to the propellant
surface. At any particular axial station, depending on the degree of
interference between the wall layer and the core, chemical reaction within the
layer may be incomplete and gaseous reactants, along with inert combustion
products, are injected into the core.

Hence, a certain amount of premixed, exothermic residual reaction,
considerably slower than that in the wall layer, may proceed within the core
flowfield. At any axial station, this reaction is supported by reactant supply
from upstream stations, as well as injection from the outer edge of the wall
layer. The existence and extent of this reaction in the core is strongly
coupled to erosive burning phenomena, as shown in Chapter VI.

The dynamic or time-dependent processes within the core flowfield are of
interest. In particular, the interaction between the fundamental axial
acoustic mode and the nonsteady heat generation in the core, by chemical
reaction, is sought. The time scale for observation is, therefore, the period
of the fundamental mode, i/n O , discussed in Section B herein. This time
scale is short compared with ehe typical volume increase time (due to
propellant regression) , represented by d/r. For the duration of many
oscillatory cycles, the chamber volume may, therefore, be considered as
constant.

The analytical coreflow model is based on the foregoing physical
description. The coreflow control volume boundaries in the chamber are drawn
at the outer edge of the reacting wall layer, where the point of interaction
(or layer cut-off) is denoted by the cut-off enthalpy, and the thermodynamic
interaction constraints of Section VI.D are satisfied.

Additional simplifying assumptions, regarding the coreflow analytical
model are discussed in the next section, followed by the core flowfield
formulation.



145 -

2. Simplifying Assumptions

The basic assumptions for the coreflow model are as follows.

(a) The core flowfield is quasi-one-dimensional, with the axial
(longitudinal) coordinate, x, being the only space variable
considered. Variation of core properties in directions perpendicular
to tie axial, (y,z), are excluded, along with the associated
velocity components, (v,w).

(b) blecular transport, namely, oiffusion, conductivity, and viscosity
are negligible in the axial direction within the core control volume,
along with turbulent effects. Therefore, the mean coreflow
representation is formally laminar.

(c) Lateral mixing of gases entering the core at the wall layer boundary
with the core gas is considered instantaneous. Thermal and chemical
composition profiles, at any axial position, are therefore uniform
over the cross-sectional area.

(d) Radiative heat transfer and body forces in the core are negligible.

(e) Thermophysical properties in the core are uniform. W, Cp,
'K = Cp/Cv are constants, their values taken at the typical high
temperature of the core gases.

(f) The nozzle at the motor aft--end is considered to have a short
convergent section and a sonic throat is maintained at all times.
The throat may be periodically modulated to produce low amplitude
wave excitation in the chamber.

Assumption (a) is clearly an idealization of a more complex,
three-dimensional flowfield, most likely turbulent over most of its span

0 < x < L. The quasi-one-dimensional coreflow assumption is severest near the
head-end, where axial and radial velocity components are comparable; it becomes
more plausible, however, several diameters downstream, as the axial mass flux,

G, is rapidly amplified (for a cylindrical grain) , and the ratio G/m
approaches values --. 0(100). Experimental cold flow evidence pointing to
sinusoidal-shaped axial velocity profiles I 1 3 , 1 1 8 , 11 9 , tends to further weaken
the confidence in this assumption regarding the lateral uniformity of the core
parameter profiles. In this respect, the coreflow dependent variables should
be considered only as mean values, over the cross-sectional channel area:

F (xt ) A( r) (VIII.34)

(A)
where F is the mean coreflow property. Of course, the last equation is used
only conceptually; rigorous averaging would require application of the integral
operator of Eq. (VIII.34) to the full, three-dimensional system of
conservation equations.

Considering Le " Sc 1' Pr 1 1, it can be shown, with the available
thermophysical data, that 9D/G << d < L. Thus, molecular transport processes
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have a range typically much shorter than any characteristic chamber dimension.
In addition, sharp discontinuities or high gradients are excluded in the
present study. These support the first part of assumption (b).

Near the core centerline, the Reynolds stress is roughly
-u'v' ,- uu/-3y, showing a tendency to vanish as the velocity gradient,
Zu/ay- .0 on the centerline. Turbulence intensity in the region of the core
centerline is, therefore, close to zero. It increases, however, in the
neighborhood of the channel walls; the intensity being ^, (k y)2 using the
Prandtl mixing length concept. These two opposing trends cause a peak of
turbulence intensity within the core near the wall layer boundary. Using the
data of Yamada et al, 1 1 3 peak intensity increases along the axis, as
'G/Re 0.2, while its position, yT - exp(m/G) tends closer to the wall as
m/G decreases along the axis.

Hence, the low-turbulence region near the core centerline widens for
increasing x in support of the laminar core representation. Turbulence
effects, however, are incorporated in the coreflow model, as they most strongly
affect the lateral heat and mass transfer across the wall layer boundary.
Suitable turbulent correlations are utilized for this purpose, cf., Section
VI.D.

Assumption (c) is an idealization, intended to facilitate the use of
distributed source terms in the present quasi one-dimensional model in place of
the lateral boundary conditions at the core/wall layer interface.

3. The Analytical Model

The governing equations are written in Eulerian conservation form, for the
control volune of Fig. VIII. 1

Overall mass continuity:

Lx +(VIII.35)

Momentum:

31ergy, in tes AA te t(VIII. 36)

Energy, in terms of the thermal enthalpy:

2? ( 'T a (V-10\

+ (VIII. 37)

-~~~~ Tv1Atk7C8QE
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Chemical species, i =1,2,...N

(YJA~ s~g i & t- A iCVIII.38)

The various parameters are defined ax = d(ln A)/dx,W= Cp/Cv, M =
mb'A, and 0<c= tg0( , where c< is the angle between the channel side wall
annthe axial centerline for the case of variable channel area and b is the
burning perimeter of the channel. The source terms in the energy equRtion are
defined:

= Q2 W2,C' Qfb = -qfbbp/A, and Qinj = "M h

being the heat release by chemical reaction, the heat feedback to the wall
layer edge, and the injection enthalpy (for gases entering the core at the
control volume boundary) , respectively. The heat feedback and injection terms,
q [b, h ,and Y! are obtained by satisfying the core/wall layer
in eraction constraints at each point (x,t). The thermal enthalpy, h*, is
defined by the integral of Eq. (IV.7a) , and the caloric equation of sTate,

(VIII.39)

is utilized to eliminate the pressure, p, from the governing equations.

The chemical reaction considered in the core is overall second order,
schematically represented by

\) CVIII.40)

where the right hand side species are inert products of combustion, and v]',.i
are close to unity. The associated reaction rate in the core is represene by
the Arrhenius expression,

W2Zt A (VIII.41)

Similar to the secondary reaction within the wall layer, involving exactly the
same species, thermochemical and stoichiometric data. The reaction rate for
each of the species participating, in kg/m 3-s, is given by

() ,(VIII.42)

Shvab-Zeldovich-type coupling terms may be employed now, among the
chemical species involved, to obtain some simplification in the partial
differential equation (PDE) system. These are defined:

ZF (V'-V') 2,F 2; (VIII.43)

F v(Y~Vz
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where species F is used as a reference. Subtracting each of the species
conservation equations for i $ F from the reference equation, i F, Eq.
(VIII.38) yields:

- CVIII.44)

The last equation is in convective form, obtained by using Eq. (VIII.35).
Z* denote the coupling terms among species injected into the core from the
wafIlayer, equivalent to the terms defined within the wall layer by Eq.
(VI.28b), namely, B . Note that Bi (xt) = const for all i, due to the
fixed primary decomP6 ition stoichiom~try employed, cf Eq. (VI.29b). This
implies,

X (VIII.45)

Y*i(x,t), howver, would be most likely variable. Now, the same chemical
mechanism applies in both the wall layer and the core flow field. Further,
neither boundary nor initial conditions involve imposed arbitrary chemical
species compositions. For these reasons,

F,* = Conis1 (viii.46)

Equations (VIII.44) are trivially satisfied by the relationship of Eq.
(VIII.46), (along with the boundary and initial conditions, as will be shown),
for all species i $ F. This affords a great simplification in that it leaves
only a single reference-species equation, in the form of Eq. (VIII.38), with
i = F.

The partial differential system consists now of four first order equations
in four dependent variables, defined as follows:

/ k ^--e/ (VIII.47)

where u. = u.(x,t), i = 1,2...4. The original system may be rewritten now in
terms of these variables:

F1 -- - F, (VIII.48a)

(VI-+8b
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_5;E P,3 (VIII.48c)

DU-F (VIII.48d)

where

F( ~ +

The eigenvalues of this PDE system along with the compatibility (or
characteristic) equations are derived in Appendix E. All four eigenvalues are
real, and two are identical (the repeated eigenvalues correspond to the fluid
particle path) . Despite this degeneracyA following the generalized
classification of Courant and Hilbert,'o the system is hyperbolic.

The set of first order partial differential equations (VIII.48), is
allowed four boundary conditions and four initial conditions.

The x = 0 boundary is drawn near the propellant head-end closure, taken
planar in the present physical model. The available physical conditions are,
therefore:

u2. (ojt ) -n Cot) (VwI.50a)

k * (0,it) (VIII.50b)

To te der fom,) vii.0c

These involve flame cutoff parameters, derived from the conditions of the
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lateral flame at the control volume periphery, (x = 0, y = d/2). It is assumed
here that the influence of the head-end axial flow over the lateral surface is
the same as the effect of radial flow over the head-end plane (from the
periphery). Of course, this represents a rather crude approximation of the
actual two- or three-dimensional flowfield. The above conditions may not be
imposed directly, since the wall layer solution requires specified core data.
They may, however, be satisfied in an iterative manner, in which the core data
and the wall layer solution at x = 0 are brought to relax mutually. The
actual procedure is given in Appendix F.

The fourth physical boundary condition is given at the nozzle end, x = L.
This is the sonic throat condition for the (frozen) gas mixture leaving the
port:

.4 ~ L ,A-tC)/A(L)] 0 (II5d

In the actual, explicit form of the last equation, use of the one-dimensional,
isentropic flow equations is made, justified by the short, adiabatic nozzle
assumption.

The four initial conditions are written as

L,,(×,o )= IQ(x) = (VIII.51)

added here only for the formal closure of the present discussion. They have an
important role in the framework of the nunerical solution, discussed in the
following section.

E. The Numerical Solution

1. The Rubin-Burstein Difference Scheme

The system of governing equations, Eq. (VIII.48), written in vector form:

(VIII.52)

Wi(u.,...uA) and f.(u 1 ,...u4,x,t) are the generalized flux and source terms,
resplctivefy, defined iy Eqs. (VIII.48) and (VIII.49). The system is
hyperbolic, as shown in Appendix E.

The Rubin-Burnstein166 finite difference scheme is utilized for the
numerical solution of the system, Eq. (VIII.52), with some modification due to
the presence of the source terms f which have not been consideredb by
original authors. The algorithm is generally a two-step Lax-Wendroff "'u
procedure, explicit in its time marching; it is applied directly to the system
of equations in conservation form.

Denoting the numerical approximations of u., wi, and fi by U, W,
and F, the two-step procedure is given as follows:
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(a) Predictor step (midpoint, spacewise)

(VIII,53)

(b) Corrector step r _

3t Li AAX j V-wl1r~ ~~~~~F, ( - ,,,. -VI + 5

SL i -J + (VIII.54)

The computational molecule associated with the discretization is shown in Fig.
VIII.6. Evidently, from Eq. (VIII.48c) , the thermal enthalpy equation does
not reduce exactly to conservation form, and an additional term involving
(u2/ul) Zu 3/x appears. This term is treated separately; denoting
V = U2/U, the predictor step right hand side has the additional term

The corrector step right hand side, for the energy equation, contains the
additional term:

Vi 173 Ir .1 I - Jt~

For purposes of analysis of the numerical algorithm, this deviation from
conservation form need not be of concern. The energy equation, when written in
terms of total stagnation energy of the mixture, can be easily shown to reduce
to conservation form.

The present nuerical algorithm utilizes central space-differences for
representation of the 3' x terms. Therefore, it requires all four dependent
variables of the numxerical scheme, u, to be fully specified at both x = 0
and x = L boundaries. In terms of the mathematical model employed, cf., Eqs.
(VIII.48) through (VIII.51), as ell as physically, there are formally only
four such BCs available. Four additional constraints arise from the four
compatibility relations, along the characteristic lines, at the boundaries.
These so-called extraneous BCs are a property inherent in the hyperbolic
system. An investigation and subsequent treatment of the ntmerical bourdepry
conditions for fluid dynamic equations was carried out by Vichnevetsky,

whose method is followed here. Details of the derivation and the particular
calculation procedures are given fully in Appendix F.
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2. Consistency and Truncation Error

For purposes of the present analysis, the convective form of the system,
Eq. (VIII.52), is used

5t- +_ 4i a X~,,- (VIII.56)

where C = is the Jacobian matrix of the flux terms, and summation
.ik W'/ Z)Ukconvention is ap51ied over repeated indices. The system is now considered in

the small, i.e., over a small region in the x,t plane, where an appropriate
quasi-linearized form of Eq. (VIII.56) applies. The mathematical
justification of this approach to nonlinear hyperbolic systems (with all
fi = 0) was discussed by Lax. 172 Thus,

CaM - (." = - LI,(VIII.57)

where indices have been omitted. u(xt) is the dependent variable vector, and
C, f are constant matrices. The RB difference scheme may now be applied to

the linearized Eq. (VIII.57); substitution of the predictor into the corrector
step results in the combined difference algorithm:

=4- + ,

With f 0, the last equation is identical with the same result obtained by
Rubin and Burstein1 6 6 for the original Lax-Wendroff scheme.

The standard method of defining consistency and truncation error shall be
used now. Assuming analyticity of U(x,t) within the small domain considered,
the following Taylor series expansions are made:

.4- (4U/aD) DX+OAXK+

and so on. Substitution into Eq. (VIII.58), after some rearrangement:
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S+ 0(,, At = (A- Cur

+.L'Zj' .0 +O(A)(2)

4--cvY t +_

T J +(VIII.59)

The ( )J indices have been omitted. To carry out the limiting process
where the time increment is approaching zero, the functional relationship
A x = g(.bt) should be defined. The Courant-Friedrich-Lewy (CFL) stability
constraint may serve this purpose, being

(VIII.60)

Therefore, as At-vO, Ax and At will approach zero uniformly. Collecting
now terms of same orders in At, Eq. (VIII.59) yields:

Ut + CX -U

Now, as At, Ax -- , 0 uniformly, consistency of the modified RB scheme is
demonstrated, in the sense that the difference approximation, U(xt),
satisfies the exact partial differential operator of Eq. (VIII.57), cf the
first term in Eq. (VIII.61). When this holds, the O(At) term in Eq.
(VIII.61) vanishes identically, as

Thus, the truncation error of the RB scheme is of second order, namely
O( At 2 ,X2 ). 163n riginal Lax-Wendroff scheme has the same order of

truncation error 1 6 , 7  as expected.

The actual choice of At in the numerical solution process is made
through use of the maximal eigenvalue of C in the entire field,

cf appendix E. This value is then utilized in the CFL constraint,

which insures that Eq. (VIII.60) is satisfied over the entire domain.
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3. Conclusions

From the standpoint of practical investigation of nonsteady oscillatory
behavior, a major concern is the quantitative definition of amplification and
attenuation (of particular frequency components), resulting from the
discretization algorithm. In other words, the questions of amplitude and of
phase velocity errors are of great importance. Unfortunately, since f 7 0 in
general, answers cannot be obtained from standard stability analyses, and the
relation between exact and numerical solution components must be considered.
For this purpose, a linearized error analysis was carried out in Appendix G.
The results indicate that using the CFL number B = 0.5 leads to attenuation,
involving small stepwise amplitude errors in the domain of wave numbers ofinterest, i.e.,

k = j/2L, j = 1,2,...10

where j = 1 denotes the fundamental mode. Higher frequency components
(j >> 10) are more readily attenuated, in comparison.

This particular conservative approach (favoring attenuation) has been
undertaken since one of the primary objectives of the present analysis is to
demonstrate amplification of acoustic vibrations through coupling with the
exothermic reaction in the coreflow. In this respect, care must be taken to
preclude possible nuerically-induced amplification.

In practical calculations performed with CFL number B = 0.5, the
solutions were found free of numerical instability under a wide variety of
ambient and geometrical conditions. The existence of neighboring solutions was
likewise demonstrated.
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CHAPTER IX

NONLINEAR ACOUSTIC INSTABILITY INDUCED BY EXOTHERMIC REACTION

The discussion herein is divided into three major parts. First, a summary
of the results due to numerical analysis, for the model described in Chapter
VIII, given in Section A. Second, conclusions regarding nonsteady motions
coupled with the core reaction and the wall layer, in Section B. Finally,
recommendations for future study are offered in Section C.

A. Results

1. Physical Considerations

The results were obtained by the numerical algorithm described in Chapter
VIII. The full nonsteady one dimensional coreflow processes were considered,
along with the reacting wall layer model developed in Chapter VI, in quasi
steady form. Within the present framework, the solid propellant was considered
in the quasi steady mode as well, in the sense that it adjusts instantaneously
to any external perturbation. This assumption can not be justified physically
in general, and was made to enable a clear identification of the coupling
between the coreflow acoustics and the chemical process. This assunption
eliminates possible dynamic effects due to thermal relaxation in the solid
phase (investigated extensively in the literature, cf. Chapter VII) which
could obscure the phenomena presently of interest. It should be mentioned,
however, that under very high external perturbation frequencies, the solid
phase heat transfer problem becomes singular. The behavior in this regime can
be investigated analytically by postulating a thin, high-frequency boundary
layer within the solid, at the surface. Since the layer is thin, the
associated relaxation time is short, and a near-instantaneous response results.
This notion is corroborated to some extent by the (calculated) receding portion
of the propellant response function, which, after peaking at frequency 0(1000)
cps for most propellants of interest, approaches zero asynptotically as the
frequency tends to very high values. This lends some credibility to the
present quasi steady assumption, provided the frequencies considered are high
eno ug h.

When a reacting flow is undergoing acoustic oscillations, and Rayleigh
type coupling is considered, as explained in Chapter VII, the role of an
exothermic, overall second order reaction is quite clear. It would always
obtain a component of heat release in phase with the attendant pressure
oscillation, and hence promote instability. In this respect, there Would be no
novelty in demonstration of acoustic enhancement in a flow where the reaction
is pressure sensitive and the reactant composition is prescribed. What makes
the present analysis worthwhile is therefore the combination of the various
elements within the propellant cavity; in particular, the interaction between
the coreflow and the wall layer, in simulation of actual rocket chamber
processes. The net dynamic effect of coupling between these elements is not
straightforward; the following factors must be considered.

(a) The presence of a mean (nonuniform) flow field, temperature, pressure
and velocity gradients in the core, imply that pure standing acoustic
modes can not be achieved exactly and some travelling wave content
should be expected.
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(b) The region of core-wall layer interaction is usually confined to the
downstream portion of the port, which means that waves produced in
that region (due to possible dynamic coupling) should travel
upstream, against velocity and temperature gradients; according to
the arguients of Chapter VII, this should result in attenuation and
nonuniformity of the standing modes.

(c) Wihen the instantaneous pressure perturbation at a point is positive,
the velocity perturbation (nearly out of phase) should be negative.
The direct effect of both is to retard 1 - FR , decreasing reactant
injection. on the other hand, the core reaction is enhanced (both
higher p and longer residence time) which tends to increase the
stagnation enthalpy, and hence, increase 1 - e . Since pressure
and stagnation enthalpy perturbations are not in phase generally, the
two opposing trends clearly lead to dynamic interaction.

2. Datin Case

Enhancement of naturally evolving acoustic oscillations is clearly
demonstrated in Figs. IX. through IX.3, for the datum case properties given
in Table IX.l. These diagrams show pressure, velocity and stagnation
temperature evolution against time, over many periods of oscillation. The
following observations can be made.

(a) The fundamental mode is attenuated, within roughly two periods of
oscillation, followed by persistent, high frequency, nearly
sinusoidal waves.

(b) The frequency of the ensuing oscillations is close to (within 10%) the
first harmonic frequency, which in this case is roughly 10 cps.

(c) The amplitude of the oscillations (pressure in particular, cf. Fig.
IX.lc) is shown to increase slowly with time.

(d) The amplitude is highly nonuniform, being highest in the region of x =
L and appreciably smaller near x = 0, both regions of pressure
antinode.

(e) In addition to the standing wave mode, some travelling wave content is
evident. Particularly, oscillations are shown at L/2, the
neighborhood of velocity node for the first harmonic.

(f) Whereas velocity and stagnation enthalpy seem to reach constant mean
values, the pressure continues to rise in the average, although its
mean gradient ( p/Pt) decreases with time. This is due to the
initial data employed, which does not take into account erosive
burning when an appropriate (fixed) supercritical nozzle is
calculated. This need not be of concern, since the mean (in the
bulk) pressure rise time is much longer than a typical period of
oscillations.

In comparison, when interaction between the core and the wall layer is
naturally retarded, as shown in Figs. IX.4a and IX.4b, the foregoing type of
acoustic instability does not occur; both the fundamental mode and its first
harmonic are attenuated, and the pressure-time profiles tend to be smooth.
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A discretized cross correlation, defined

qp (IX.l)Y1

was carried out nunerically, between the normalized fluctuations of reactive
heat release in the core,

c ~ L -ALX,t/ (L t)- (IX.2)

and the local pressure,

Vr (L- &+Jr)(IX.3)
A, 4-j P

where i, and j = 0, + 1, + 2, denote the time and timewise phase index
prespectively. A comparison between three distinct cases is shown in Fig.

IX.5. (A) is the strongly interacting, oscillatory datun case, where two
prominent peaks are observed, at -0.367T-and at +0.247T. This indicates a
phgf shift between R and p, resulting from comparable characteristic times
t *  and t* (B) is a case with vanishing interaction, corresponding to aa1
smaller pordiameter (d = 0.6 an) and a reduced global turbulent heat feedback
coefficient, at the baseline geometry factor (4L/d = 40). It obtains only a
single peak, at j = 0 , showing complete entrainment of the core reaction by
pressure oscillatigns. (C) is another oscillatory case, but with weaker
interaction than (A), obtained at a lower pressure (2 MPa). Actual mean values
of QR for cases (B) and (C) were lower by 1 and 2 orders of magnitude
respectively from those of case (A).

3. Parametric Influences

The effect of various parameters upon the time evolution of the coreflow
system was studied by separate nunerical experiments. All were made by
perturbation of one or two parameters out of the baseline data set.

a. Fuel - oxidizer stoichiometry

This property is, of course, pre-determined by the propellant composition
(however, turbulence effects might contribute to nonstoichiometry even in a
premixed system). In the datum case, the fuel species 'F' is allowed to be in
excess, such that the difference

14 F 3 1F - B =0.02 (IX. 4)
EB~ F- 6r, o0 OO

cf Eq. (VI.33a) and the discussion in Section B.2 of Chapter VIII. When
dF = 0.002 is employed, interaction between the core and the wall layer is

appreciably retarded, [ 1 - ER smaller by 30% in the mean] and the extent of
core reaction decreases [0R is reduced by an order of magnitude, in the mean]
Consequently, heat release in the core can not effectively couple with the
acoustic field, and vibrations do not evolve.
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b. Turbulent heat feedback

This property was controlled by uniform reduction of the Blasius
coefficient, Cn,, from its datum case value of 0.03 to 0.02, cf Eqs. (VI.11)
and (VI.37). Ag expected, the behavior is similar to that described in (a) for
d reduction. Time-traces were plotted in Figs. IX.4a,b for stagnationF
enthalpy, velocity and pressure at x = L. The results of a related case
(smaller port diameter, d = 0.6 an, at the baseline geometry factor of 4L/d
40) were used for curve (B) in Fig. IX.5, discussed earlier. Note that due to
the negligible extent of reaction in the core, the normalized stagnation
enthalpy and velocity fluctuations are similar, which is the reason for the
single trace in Fig. IX.4b.

c. Pressure

A reduction of the pressure from the baseline value of 5 MPa to 2 MPa was
found to result in more core - wall layer interaction initially (higher erosive
effect, as discussed in Section VI.F and in Chapter VIII); however, at later
stages, the oscillations evolved had a much smaller amplitude than those at the
datum case. The curve (C), plotted in Fig. IX.5 corresponds to these results:
it shows a single peak at -0.247r. In this respect the behavior is similar to
that of the datum case, in that a timewise phase is indicated between p and the
core reaction; yet, oscillations tend to be attenuated in this case. The mean
Q. is roughly an order of magnitude lower than the datun case value, which
might explain the relative weakness of coupling between the acoustic field and
the core exothermicity.

d. Reaction rate

Variation of the kinetics constant prefactor fog the rea ti n considered
was carriei out with values of A in a range from 10 to 5xlO m /mol-s. The
behavior found was not monotonou., as shown schematically in Fig. IX.6, where
the mean amplitudes of 6prIssure oscillation at x = L were compared. At the
baseline value of 3x10 m /mol-s, the amplitude is maximal, while both above
and below this value the amplitudes tend to decrease. When increased, this
parameter has two opposing effects: it causes reduced core - wall layer
interaction (the reactive region shrinks within the wall layer due to smaller
secondary reaction length scale); on the other hand, it enhances OR globally.
Therefore, the peaking behavior shown in Fig. IX.6 can be anticipated, since
the first effect tends to retard, and the second to enhance dynamic coupling
between the acoustic field and the core exothermicity. In this respect, the
effect of A2 is similar to that of pressure, although to a lesser extent.

e. Geometry

Within the present one dimensional coreflow configuration, chamber length
variation controls the frequency of the natural standing acoustic modes; in
addition, the geometry factor, 4L/d, indicates the extent of core - wall layer
coupling (in a stationary sense) . The effect of chamber length and port
diameter is a: follows.

(1) Decreasing port diameter to 0.6 an at the baseline geometry factor of
40, was shown to initially enhance core - wall layer interaction, but
attenuation ensued at later stages and the final amplitudes were
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smaller than in the datum case, although oscillations persisted, at a
frequency close to that of the first harmonic of the fundamental mode
(note that a smaller chamber length was employed).

(2) At the same reduced diameter (0.6 cm) , increasing the geometry factor
to 4L/d = 60 (L = 9 an) , resulted in reduced coupling at the final
stages and enhanced damping of vibrations.

These results indicate that the effect of geometry scaling is not
straightforward. When, relative to the baseline, both snaller port diameter
and larger L/d are employed, the net dynamic effect migh still lead to enhanced
attenuation, as coupling conditions betwen the standing acoustic modes and core
exothermicity may favor damping of vibrations. It should be stressed that
coupling in this manner can lead to attenuation as well as to amplification of
acoustic vibrations in the core.

B. Conclusions

A theoretical model for nonsteady, reacting flow within a solid propellant
cavity has been developed and solved numerically, using a digital computer.
The model explicitly applies to propellants resembling nitramines in that they
possess extended gaseous reaction regions under rocket operating pressures.
The conclusions drawn from the results of the analysis are summarized as
follows.

1. The existence of oscillatory near-harmonic solutions with slowly varying
amplitude, evolving naturally from smooth initial data has been
demonstrated. The most likely mechanism responsible for these nonsteady
solutions is the dynamic coupling between the reacting coreflow and the
wall layer (the latter considered quasi steady) , through the Rayleigh
criterion.

2. The high frequencies of oscillation obtained by the present solutions
resemble those observed in the firing of labg6atory sized test motors
containing nitramine composite propellants, with comparable grain
geometries. Their magnitude, 0(10 KHz) tends to exclude possible
interaction with the nonsteady heat wave relaxation in the solid phase,
(being roughly one order of magnitude slower) and points to the novel
interaction mechanism in (1) as plausible explanation.

3. Dynamic coupling between the wall layer and the reacting coreflow has been
shown only for axial acoustic modes, owing to the one dimensional
modeling. However, it could apply equally well to any of the transverse
(spinning, radial) acoustic chamber modes.

4. From a practical standpoint, the present mode of instability may seem
potentially less hazardous than the form provided by interaction between
the acoustic field and solid phase dynamics, since the latter is available
throughout the chamber, and hence may couple more effectively with the
attendant pressure oscillations. Dynamic coupling with the reaction in
the core, in comparison, is localized at the downstream portion of the
port, whereby acoustic energy is lost through the nozzle, and attenuation
occurs as waves travel upstream through the nonreacting upstream region.
Nevertheless, this mode of coupling is important, since it may entrain or
resonate with other components of the system, could effectively change the
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overall frequency response of the chamber and lead to thrust fluctuations.

5. The crucial elenent in the dynamic chamber configuration analyzed nerein
is, of course, the exothermic residual reaction in the core. Its extent
and pressure dependence determine mostly whether or not instability should
evolve. T.erefore, propellant additives (such as AP at tne 10% level)
which tend to decrease the flame zone thickness, or geometries
(sufficiently large effective port diameters) which tend to supress the
extent of residual core reaction are recommended, to avoid this particular
mode of instability.

C. Recommendations

1. Incorporation of Solid Phase Dynamics

The most immediate extension of the analysis can be made by the addition
of solid phase dynamics to the system. This would involve solution of tne
nonsteady heat wave in the solid, the model for which is described in Section
VIII.C. A higher level of computational effort is required in this instance,
since matching of thermal fluxes at the solid-gas boundary requires iterations
at any point of interest along the axis. The advantage would be the ability to
simulate more closely actual motor behavior from the instant of ignition within
the present one dimensional coreflow model. This should enable comparison with
experimental data. However, such data are not available in sufficient quantity
at the time of this writing. Therefore, the analysis may suggest appropriate
diagnostic measurements and scaling factors for experimental laboratory
devices.

2. Turbulent Reaction Model

An important refinement of the present coreflow model would be obtained by
allowing for fluid dynamic variables to affect the reaction rate in the core,
in addition to the state-variable influence presently employed (through -se of
the laminar reaction rate in the mean) . This may be achieved by including a
turbulent reaction terr 0 i?2 alance with the laminar one, e.g., in the manner
sugges M v Spalding. I Admittedly, the available turbulent reaction
models involve an appreciable uncertainty, owing to the present lack of
knowledge about turbulence. However, incorporating these effects would allow
for more realistic modeling of the residual coreflow combustion process, which
is of primary importance in the determination of dynamic behavior in the
present model.

This extension is impossible within a strictly one dimensional coreflow
model, and requires accounting for lateral variations in the flow field. As a
first step, two dimensional effects may be introduced approximately, by th
local use of the lateral solution profiles derived analytically by Culick,
calculated for the main flow conditions at any point (x,t) . The uncertainty in
this approximation is no greater than that involved in the turbulent reaction
model.

3. Frequency Response Analysis

The present coreflow model is provided with the capability to modulate or
vary the (sonic) nozzle throat area in a prescribed manner. This may be used
for a systematic investigation of forced oscillations (as well as response to a
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step function perturbation). However, the resulting frequency response (or
gain function) would lack any generality, being highly specific to the overall
system's geometry, ambient data and the particular values of parameters, such
as the extent of nonstoichiometric fuel excess (dF) , which are quite
speculative.

This type of analysis has its merit whenever a particular motor
configuration or laboratory experiment prove unstable, and remedies (e.g.,
rescaling) are sought. Its application must therefore await the attainment of
a sufficiently wide experimental data base, and should incorporate the two
aforementioned model extensions.

4. Two Dimensional Modeling of the Turbulent Coreflow

Despite the order of magnitude increase expected in computational effort,
it is tempting to suggest this analysis for the future. It would allow
replacement of the current turbulent heat feedback correlation and purely
laminar flow field and reaction rate by more realistic models, allowing for
turbulence effects, and relaxing the strong assumption of one-dimensionality
near the head end (as well as over the entire core). When extended to include
the wall layer region, this analysis may serve to check the adequacy of the
core-wall layer interaction constraints of Chap. VI, necessitated by the
present quasi one dimensional approach.

Unfortunately, in addition to the computational inconvenience, this
approach has several strong drawbacks: current lack of confidence in turbulence
modeling, lack of proper experimnetal measurements to justify the correlations
utilized, and finally, loss of possible physical insight due to the complexity
of the model itself. Although such models for multidimensional reactS1 flows
are in Tsm ce (e.g., the second order closure models used by Varma and by
Beddini ' , their application to solid propellant chamber analysis has not
been attempted.

5. Experimental Verification

The foregoing theory of rocket chamber processes, in both steady state and
,*)nsteady parts, requires experimental verification. In addition to the
diagnostic experiments suggested in Chap. V for the nitramine deflagration
wave, similar experiments should be performed under transverse flow conditions.
More specifi-cally:

a. Steady stat experiments with propellant burning under transverse flow
conditions, to identify intermediate radicals such as OH, CH beyond
the wall layer. This may eventually be done by laser-diagnostic
methods currently under developnent (e.g., Coherent Anti Raman
Spectra) and would verify or refute the postulate of extended
reactions in the coreflow.

h. Systematic rocket motor experiments in which combined propellants and
motor geometry effects would be studied. The propellants would be
formulated to have a range of extended flame zone reactions.
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TABLE 11.2

VAPOR PRESSURE AND SUBLIMATION ENTHALPY

DATA FOR HMX AND RDX

logl 0 (Pv) = A-B/T

where P (Torr) and B(K)v

TEMPERATURE Qsub or Qv'
SOURCE RANGE, 0C A B(K) kcal/mol

11
(a) Rosen, RDX(S) 55.7-97.7 14.18 6799 31.11

10
(b) Edwards, RDX(S) 110.6-138.5 11.87 5850 26.8

17
(d) Rogers, RDX(Z) 232 - 247 10.59 4433 20.28

11
Rosen, 8-HMX(S) 97.6-129.3 16.18 9154 41.89

(c) Taylor, 12 6-HMX(S) 188 - 213 14.73 8296 38.0

(c) Taylor,1 2 6-HMX(S) 188 - 213 15.17 8596 39.3

Notes: (a) By the Langmuir method

(b) By the Knudsen method

(c) With two different orifices in
the sample holder cover

(d) Evaporation from liquid, using DSC in
isothermal mode.
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TABLE II.4

COMPARISON OF FINAL PRODUCT CONCENTRATIONS

FOR RDX DECOMPOSITfON

PRODUCT MOLES/MOLE OF RDX DECOMPOSED
SOURCE 2 2 CH2 0 CO CO H0

NORC NO NO 2 2

(a) Cosgrove & Owen22  1.26 0.85 1.08 1.41 0.70 0.36 0.51

(b) Present model 1.50 1.00 1.00 2.30 0.29 0.43 0.71

Notes: (a) Calculated from Table 1 therein, (for 210 min. reaction
time),. slightly modified: the original 0.37 HCOOH +
0.34 NH3 was replaced by the equivalent atomic mass
0.37 CH2 0 + 0.34 NO + (0.34 x 3/2 = 0.51) H 0, by adding
0.51 0; the resulting fraction of 0 recoverid in products
is improved: from 0.895 to 0.992.

(b) Obtained from addition of the primary and secondary
reaction steps, Eqs. (II.12a) and (II.12b).
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Table III.1

COMPARISON OF REACTIVE TIME AND LENGTH
SCALES FOR PRIMARY AND SECONDARY REACTIONS

IN THE FLAME ZONE OF NITRAMINES

Primary Decomposition Secondary Reaction
(RDX) (NO2 + CH 20)

65 *(* t* ~ 6* t
P m 2 D 1 3 R1 R2 R2 R2

MPa kg/m -s lim kg/m -s pm ms kg/m -s mm ms

xi 5  xi 3X 105 X 103

1 5 12 2.3 22 21 1.1 5 4.5

2 9 7 4.6 20 21 4.3 2 2.2

4 16 4 9.2 17 21 17.5 0.9 1.07

AVERAGE PROPERTIES USED FOR THE MEAN REACTION RATES AND

UNITS PRIMARY (1) SECONDARY (2)
T. K 1000 1000

1

gm kg/mol 0.04 0.04

3 X 106 1/s 42 m 3/mol-s

R = 0.1 F = YO 0.2

. . . .1

Ill [ . ..
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TABLE V.1

DATUM CASE, CONDENSED PHASE PROPERTIES

FOR RDX

SOURCE

DENSITY 1.82 g/cm3  (a)

THERMAL CONDUCTIVITY 0.0007 cal/cm-k-s (a)

SPECIFIC HEAT 0.45 cal/g-k (a)

MOLECULAR WEIGHT (RDX) 222 g/m:l

FUSION TEMPERATURE 478.5 K Hall 5

FUSION ENTHALPY 8.52 kcal/mol Hall 5

HEAT OF VAPORIZATION 22.6 kcal/mol Rosen

KINETIC DATA [primary decomposition, liquid phase,
cf. Eqs. (11.15), (11.16)]:

PREFACTOR Aml = 1018.5 1/s Robertson13

ACTIVATION ENERGY Em, = 47.5 kcal/mol Robertson13

HEAT OF REACTION gliq = 75.4 kcal/mol (b)

(a) Explosive Series, Properties of Explosives of Military
Interest, AMCP 106-177, Headquarters, U. S. Army Material
Command, Mar. 1967, p. 69.

(b) The kinetics of Eq. (11.15).
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Table IX. 1

DATUM CASE PROPERTIES FOR REACTIVE CHAMBER DYNAMICS

port diameter d(cm) = 1.

geometry factor 4L/d = 40

propellant cavity length L(m) = 0.1

fuel excess parameter, Eq. (IX.4) dF = 0.02

Blasius coefficient CBL = 0.03

nominal initial pressure p(MPa) = 5.

port exit Mach number M(x=L) = 0.15

sonic-throat to port area ratio A*/A(x=L) = 0.2527

adiabatic flame temperature (at 5 MPa) Tf(K) = 2400.

CFL number B = 0.5

integration timestep size t(sec) = 1.86xi0 - 6

No. of interior spatial mesh points NF = 25

Secondary reaction thermochemical data:

prefactor A 2(m3/mol-s) = 3x10 6

activation energy E 2(kcal/mol) = 19.

heat of reaction Q2 (kcal/mol) = 46.7

Condensed phase properties: see Table V. 1

Surface pyrolysis correlation data:see Fig. V. 29

Burning rate law (for narrow pressure range): m = a pn kg/m2 s,

with a = 5.2 and n = 0.78
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Fig. 11.1
Molecular structure of RDX. Chair conformations are favored energetically in all states and
observed in X-ray diffractions of RDX crystals; the conformer shown: after Orloff et al.
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13.5 T34.1/2.3RuT
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Fig. 11. 3

Comparison of kinetic data for primary decomposition of RDX and
HMX in the gas and in the liquid phase, for consideration in the
deflagration model.
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Fig. 11.4

Oomparison of characteristic kinetic times for primary decomposition and secondary
reactions in the gas phase, plotted against inverse temperature. Primary decomposition
is considerably faster for temperatures above 600 K.
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Fig. 111.1
Experimental burning rate data of RDX against R in the low-intermediate pressure range. The
data of Bobolev et al, 3 taken over a wide range of granulations, is correlated by the
asymptotic m(P) formula, Eq. (111.19.b). The data of Zimmer-Galler is shown without correla-
tion; it was calculated from the r(P) reported, assuming a density of 1.82 g/cc. Fluctuations in
the latter data may have been caused by density differences between the samples tested.
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E
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!. I . . . .

0.5 1.0 10.0 100.0 1000.0
PRESSUREMPa

Fig. 111.2Measured linear burning rate data for HMX and RDX in the pressure range between 1. and

200. Mpa. The RDX data was correlated bythe asymptotic burning rate formula. Eq.(lll.19.b).
Note the closeness of the HMX and RDX points; no attempt was made to correlate the HMX
results.
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Fig. 111.3 PRESSURE, MPaA
Theoretical and experimental length scales in the gaseous flame region vs pressure, in the
range between 0.1 and 100 Mpa. Comparison is made between pure AP, AP propellant, DB
propellants and the various scales arising In the nitramine monopropellant flame model.
Sources are indicated. The upper Sm~ scale corresponds to F4, P; the lower SR scale is
obtained by assuming a non-vanishing thermal effect in the near field due to the secondary
reaction, such that A- P's5.
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Fig. 111.4
Schematic diagram of the liquid-gas boundary control volume (in dashed line, prior to the
limiting process letting the volume approach zero) showing the energy balance at y= 0.
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Fig. 111.5
Schematic diagram ol the liquid-gas boundary control volume (in dashed line, prior to the
limiting process letting the volume approach zero) depicting the balance of chemical species'
concentrations. Only the nitramine mass traction is shown; the discontinuity in Ym (0) #

Ym(O) is due to the difference in transport (diffusion) between the two sides of the interface.



-192-

NARROW NEAR-FIELD REGION.
HIGH GRADIENTS

CC'NVr.CTIVE -DIFFUSIVE-REACTIVE

4 TSLOW GRADIEFTS
t, CCNVECTIVE-REACTIVz.

to

C-)

SECONDARY
REACTIONS

YEAR FIELDt
NITRAM~INE N 2 +C 2O
DECOY'IPCSITION
IDOM.INANT

0+DISTANCE FROM' PROPELLANT SURFACEY

Fig. 111.6
Schematic gas phase diagram, showing the near field and for field configuration for the
nitramine deflagration wave. The near field region is magnified for clarity
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Fig. IV1
Schematic diagram of the liquid phase processes for deflagrating nitremine monopropellant
at moderate pressures. The rate and extent of decomposition depend upon
both local temperature and residence time, with the latter inversely dependent on the flame
speed. The reaction rate is a function of (TYn) at each point; gaseous products are assumed
dissolved in the liquid.
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Fig. V.1
Nitramine mass fraction in the reacting liquid phase vs. normalized condensed phase tem-
perature. At a given temperature, more depletion corresponds to lower mass flux, due to
longer residence time; the converged surface points show an increased extent of reaction as
m increases, since higher overall temperature counterbalances the shorter residence time.
Note the closeness of the comprehensive and concise solution lines.
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Fig. V.2
Dimensionless thermal gradient vs. normalized condensed phase temperature. Peaking of
the comprehensive solution lines is due to heat release by primary decomposition within the
layer, as less heat feedback is required to maintain a given temperature, whereas the concise
solution (heat release localized at the surface) yields a linear relationship between tempera-
ture and Its gradient.
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Fig. V.3
Total dimensionless thermal flux, 4r vs. normalized temperature in the liquid phase. As
heat release by decomposition becomes larger, * decreases and hence the departure
from the constant initial value, noting that reaction is negligible in the low temperature region.
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Fig. V.4
Dimensionless qc, comprising the solution-dependent part of the liquid-gas interface energy
balance vs. normalized temperature. Ci is the net chemical enthalpy change across the
surface (evaporation and reaction) and has different definitions for the comprehensive and
the concise solutions, cf. Eqs. (36a,b), Note the close agreement, resembling that of Fig. V.I.
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Fig. V.5
Dimensionless distance in the liquid layer from the solid-liquid interface, t, vs. nor-
malized liquid phase temperature. In the absence of heat sources (concise model) self-
similarity is evident, as .Iln r, regardless of the mass flux.
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Fig. V.6
Nitramine mass fraction vs. temperature in the liquid layer.
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Fig. V.7
Conductive heat flux vs. temperature in the liquid layer, positive in the direction of the
solid-liquid interface, showing growth with increasing mass flux, cf. Fig. V.2.
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Fig. V.8
Dimensionalc Q the solution-dependent part of the energy balance at the liquid-gas interface
vs. temperature in the liquid layer; cf. Fig. V.
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Fig. V.9
Distance in the liquid layer (from the solid-liquid interface) vs. temperature. The layer
thickness, regarding the converged surface points, is sho*n to decrease with increasing
mass flux in an accelerated manner.
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Fig. V. 11

Primary reaction mass fraction distributions, as functions of distance within the inner flame
field.
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Mass fraction distributions of secondary reaction products as functions of distance within the
inner flame field.
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Fig. V. 14
Logarithms of the primary and secondary reaction rates in the inner flame field, plotted
against dimensionless distance from the propellant surface.
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Fig. V. 15
Conductive thermal flux in the near field, as function of distance from the propellant surface.
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Fig. V. 16
Conductive thermal flux within the inner flame zone, in upstream direction, plotted against the
dimensionless near field coordinate.
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Fig. V. 17
Dimensionless thermal enthalpy distribution in the inner flame zone, as function of the
dimensionless near field coordinate.
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Fig. V. 18
Mass fraction distributions for the primary reaction, as functions of the dimensionless near
field coordinate



------ --- 3

-212-

2.10 I

P (MPa)

1.80- 2 _ _

4- 
a

a.a

1.50-N
b. 1. 5Y

H20 -

z1.20- 002 ---0 .

LL - 0e

C,, 0.90

a

0.00 I0- C-

.i V. 19......

Masfato0itiuio.o3h0eodr eato ntena ild sfntoso h
dimensinless ear fild.cood.nate



-213-

0.80 I

P (MPa)

0.70
2

4

0.60

0.50

0.40

0.30

0.20

0.10

0.00
0.00 0.25 0.50 0.75 1.00 1.25 1.50

DIMENSIONLESS DISTANCE,

Fig. V. 20
Dimensionless thermal gradient, dC/dS, in the inner flame zone, as function of the dimen-
sionless near field coordinate. As pressure is increased, the inner gradients become smaller,
while those at the outer end become larger.
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Fig. V. 21
Dimensionless total (convective and conductive) thermal enthalpy flux, r-d'r /d 5, within the
inner flame zone, as function of the dimensionless near field coordinate.
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Fig. V. 22
Distance from the propellant surface y, as function of the dimensionless near field
coordinate, 1 . Increasing pressure brings about a decrease in the near field region
thickness.



-216-

16.60 1

16.00-

1 5.40

14.80

13.60P (MPa)

2 _

3

12.401
0.00 0.25 0 50 0.75 1.00 1.25 1.50

DIMENSIONLESS DISTANCE ,

Fig. V. 23
Isobaric specif ic heat of the gas mixture, Cp, as function of the dimensionless near field
coordinate,
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Mean molecular diffusivity of the gas mixture, r D, as function of the dimensionless near field
coordinate.
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Fig. V. 25
Mean molecular weight of the gas mixture, as function of the dimensionless near field
coordinate.
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Fig. V.26
Logarithmic plot of the imposed mass flux vs. pressure, in the study of pressure dependent
behavior. In the range of pressures considered, the exponent has a constant value, n = 0.75.
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Fig. V.27a
Nitramine mass fraction on the liquid side of the liquid-gas interface vs. pressure, showing
pronounced decrease with increasing pressure.
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Fig. V.27b
Nitramine mass fraction on the gas side of the liquid-gas interface vs. pressure, showing
relatively small decrease as pressure Is increased.
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Fig. V.28
Calculated surface temperature vs. pressure for converged solutions, showing T, to increase
with pressure in a decelerating manner.
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Fig, V.29
Correlation of the imposed mass flux logarithm with the inverse of the calculated surface
temperature obtained from converged solutions. An Arrhenius type relationship is demon-
strated, although no surface pyrolysis term was included in the model.
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Fig. V.30
Dimensionless spatial enthalpy and nitramine mass fraction gradients on the gas side of the
liquid-gas interface vs. pressure. Both parameters tend to decrease linearly with p, the
thermal gradient being appreciably slower. The maximal deviation of the two low-pressure
points from the upper line drawn is 3%.
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Fig. V.31
Logarithmic plot of the conducted heat feedback from the gas to the liquid surface vs.
pressure. excellent linear correlation is demonstrated, with a pressure exponent of 0.715,
close to that of the mass burning rate (n=0.75) cf. Fig. V.26.
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Fig. V.32
Dimensionless thermal enthalpy gradient at a fixed downstream position in the gas vs,
pressure. In contrast to dr/dYQ) which decreases slowly with P, cf. Fig. V.30, the dimension-
less gradients toward the end of the near field tend to increase with P, as predicted by the
asymptotic analysis of Chap. I!1.
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Fig. V.33
Logarithmic plot of the primary reaction rate at its maximum ( = 0.5, as shown in Fig. V 14)
vs. pressure. A uniform pressure dependence is demonstrated by the linear correlation. The
pressure exponent of 1.34 is larger than unity, explained by the induced thermal effect of the
secondary reaction within the near field.
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Fig. V.34
Logarithmic plot of the secondary reaction rate at $ = 0.5 vs. pressure. The linear correlation
obtains a pressure exponent close to the overall second order imposed, not affected by the
presence of the primary reaction.
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Logarithmic plot of the small perturbation quantity 0 < E << 1 of the asymptotic deflagra-
tion analysis vs. pressure. Calculation was made with W2( = 0.5) and F is shown to
increase with pressure, verifying the predictions of Chap. 111 regarding the tendency to
breakdown of the asymptotic assumptions at high pressures.
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Fig. V.36
The flame speed eigenvalue calculated with W1 ( $ = 0.5) vs. pressure. This parameter is
shown to decrease slowly with increasing P in a linear manner. The A0 = const is due to

zeroth order near field effect, whereas the pressure decrement is a contribution of a first order
effect by the secondary reaction.
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Fig. VI.la Schematic diagram of the viscous sublayer configura-
tion adjacent to the burning propellant surface. The viscous
sublayer edge is defined approximately as the point where the
interior velocity matches the intermediate (viscous-turbulent)
velocity scale.
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Fig. VI.lb Velocity and enthalpy distributions in the idealized
sublayer and core configuration, showing the quasi-one dimensional
sublayer (u = 0 within) and core flow (mass injection considered
as distributed sources).
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Fig. VI.3 The viscous sublayer transfer parameter versus G/m, at
various values of the blowing Reynolds number, md/p. The hyper-
bolic behavior is due to arN(m/G)l-..
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various values of the b 6owing R~ynolds number, md/nj. The parabolic
behavior is due to C f/C f '-(G/M)
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Fig. VI.5 The dimensionless blown sublayer thickness nversus
G/m, at various values of the blowing Reynolds number, Ad/.'. The
behavior of n1follows the logarithmic-scale variation of1.
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the reduced cutoff enthalpy, versus dimensionless mean axial
mass flux, at various pressures. Increasing the chamber pressure
results in higher threshold values of G/m0 and lower interaction.
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Fig. VI.lO Normalized erosive burning versus dimensionless mean
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results in reduced erosive burnin,- and hiqher threshold values for
G/m0.
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Fig. VI.ll Normalized erosive burning versus mean dimension-
less axial mass flux at various chamber diameters. A nontrivial
scaling effect is clearly shown: the erosive effect decreases
and the threshold values of G/m0 increase as the diameter is
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similar with respect to the port diameter, and all the lines
coincide.
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as do varies at constant pressure.



-245-

COREFLOW CONTROL VOLUME SONIC THROAT

x=O x=LJ

SOLID PROPELLANT

SOLID PROPELLANT CHAMBER CONFIGURATION

SI FB i '( X)

L cj

CONTROL VOLUME LATERAL CORE
SECTION PROFILES

Fiq. VIII.I

Schematic of the solid propellant chamber and coreflow control
volume for the one-dimensional approximation employed. Details
show the injection of reactants and turbulent heat feedback at
lateral boundary (source terms in the model), and the uniformity
of profiles in y-direction.
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Characteristic core-reaction frequency vs. normalized cutoff
enthalpy (core-wall layer coupling parameter), 1-ER , with pres-
sure as parameter, at a fixed fuel-excess, b.
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enthalpy, i-ER, with fuel-excess as parameter, at a fixed pressure.
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varied as parameter, at a fixed fuel-excess, b.
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Normalized head end pressure oscillations vs. dimensionless time.
Note the decay of the fundamental standing mode.
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Normalized pressure oscillations vs. dimensionless time at
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Normalized velocity vs. dimensionless time at x = 0. The decay
in the mean is associated with the mean pressure rise.
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Normalized velocity vs. dimensionless time at x = L/2. The decay
of the fundamental mode (for which L/2 is an antinode) is shown;

persistent fluctuations at later stages are due to the presence
of mean flow (travelling waves).
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Normalized velocity at x = L vs. dimensionless time. Although
this is a velocity node (for the standing organ pipe modes),
highly-oscillatory behavior is shown, due to high travelling
wave content. High extent of erosive burning between x = L/2
and L causes the upward shift n mean velocity.
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Normalized stagnation enthalpy at x = L/2 vs. dimensionless time.
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Discretized cross correlations between normalized fluctuations
of core exothermicity, qR, and pressure, p, at x = L-Ax.
Comparison between 3 cases:
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vs. value of the reaction prefactor for 5 cases tested, showing
peak at baseline data.



APPENDIX A

THERMOPHYSICAL PROPERTIES IN THE GAS PHASE

Within the framework of the nonlinear deflagration model,
variable gas properties are required. Thermophysical properties
such as thermal conductivity, specific heat, and diffusivity
depend in general upon local composition (YI, Y2 .... YN) and
temperature. In order to make the incorporation of such param-
eters in the numerical deflagration scheme feasible (in terms of
the computational effort involved per gas phase integration),
certain simplifications were necessary. The modeling involved is
described herein.

For certain chemical species, the basic data required do not
yet exist in the literature. Thus, various estimates are neces-
sary; one such estimate is the calculation of Cp,RDX , the
details of which are given here. In light of the approximations
involved, it is difficult to assign an error margin to the cal-
culations. Overall, a cautious estimate would be 10%,'although
in certain individual species parameters the error might be
much larger.

In the following three main sections, detailed models are
described for the specific heat, Cp, the thermal conductivity,
X, and the mixture diffusivity, pD. Specific data are given in
Tables A-1 through A-4 and Fig. A-1.

1. Specific Heat, Cp, of the Gas Mixture

Given the temperature and all species mass fractions at a
point in the gas phase field, the specific heat is by definition

N
C = Y.C (T) (A-l)P i=l pl

where Yi and CN, i = 1,2,...N are the individual species
mass fractions ana specific heats respectively. Cp,i vs tempera-
ture data are available for all species (except RDX) in the JANNAF
Tables.

1

To simplify the calculations in the computer program solving
the gas-field deflagration problem, explicit linear temperature
dependence was assumed for the Cp,i values of the individual
species

C l A. + B.T (A-2)

in the range T = 600 K to 1300 K, typical to the near field in
the gas. The corresponding Ai and Bi of Eq. (A-2) were
obtained by least squares fitting of the Cp,i data in this range
of temperatures.
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Thus, the specific heat of the gas mixture at any point in
the field is given by

U

Cp =  Yi(Ai + BiT) (A-3)

Table A-2 contains the various Ai and Bi used in the program,

in SI units.

2. Structural Estimate of Cp for Gaseous RDX

Tabulated Cp data for this compound do not exist, which
makes it necessary to calculate Cp by structural analysis.
Following the principle of energy equipartition and summing the
translational, rotational, and vibrational contributions:

3 3 3n*-6
C = R + -R + -R + C (vib); (A-4)Cp Ru 2 u 2 u +j~l vi)

n* denotes the number of atoms per molecule and 3n*-6 the total
number of vibrational degrees of freedom; for RDX these are 21
and 57, respectively.

th
The j vibrational term is given by the Einstein equation:

(vib) R X2 exp(Xj)/(exp(Xj) - 1)2 (A-5)Cv(Vi 3 u j3

where X. a Ej/T

and 0. (hC/k)w = 1.43879w.

where k is the Boltzman constant, h is the Planck constant,
and C the speed of light. wj(cm - I ) is the fundamental harmonic
oscillator wave number for the particular jth vibrational mode.
T(K) is the absolute temperature and Oj has the dimension of T.

The method of Benson 2 is followed in the above calculati9 n.
Most of the wj frequencies for RDX were categorized by Wood.
The data are summarized in Table A-l; wherever wj estimates
were made, the source is indicated.

Utilizing Eqs. (A-5) and (A-4), Cp,RDX can be calculated
for the given wave numbers wj of Table A-1 at various tempera-
tures. The results of this calculation are:

T(K) Cp.pDx, cal/mol-K
600 74.20
700 82.39
800 88.75
900 93.74
1000 97.73



-A 3-

A plot of Cp,RDX vs Temperature is given in Fig. A-I to-
gether with the linear regression, obtained by least-squares
fitting. The linear formula is:

C = 40.63 + 0.0584T (cal/mol-K)p,RDX (A-6)

= 765.01 + 0.244T (J/kg-K)

3. Thermal Conductivity, X, of the Gas Mixture

The method outlined by Bird, Stewart, and Lightfoot 4 is
utilized here, for calculation of the gas mixture thermal conduc-
tivity. Following Hirschfelder and Mason and Saxena, 5 the equa-
tion for A is

N X.X,
X N (A-7)

i~l Ijx*€

j=l i

where Xi are the species thermal conductivities, and X i the
molar fractions, defined

N
Xi = (Yi/Wi j (Yj/W.)1 i ' j=l

The dimensionless coupling coefficient ¢.. is defined:

Dij = (//8) [ + ( + Wi/Wj - 112 for i j

and D. = 1 for i=j (A-8)iJ

wi in the last equation is the coefficient of viscosity for the
ith species.

Evidently, the evaluation of A at any point in the gas
field requires Xi , Xi(T) and pi(T), i = 1,2,...N. The
modeling of Xi and ui is described in the following two
sections.

a. The Coefficient of Thermal Conductivity, Xi

Eucken's 6 formula for polyatomic gases is written:

S(Cpi + R/W i )
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The resulting approximation strongly depends on the accuracy of
Cpi and wi; it was decided for this reason, as well as for
retaining computational simplicity, to use existing Xi(T) data
for obtaining an explicit linear temperature dependence:

X. : F. + E.T (A-9)

similar to that for C i- In the range of temperatures from 600
K to 1300 K, Xi(T) da a was used from several sources.7,8,9
Because of the lack of specific data, RDX here was represented
approximately by benzene (g). The values of Fi and Ei in
SI units are given in Table A-3.

b. The Coefficient of Viscosity, 1-i

The Chapman-Enskog approximation 4 was utilized:

2.6693 x l0 - 5 (WI T) l / / (a 2E) (A-10)

which was intended originally for monatomic gases but has
been used successfully to approximate polyatomic, non-dense gases.
The various parameters involved are:

Pi (g/cm-s) = the viscosity coefficient

W. (g/mol) = the molecular weight

ai(A) = the minimal approach distance parameter
for 2 colliding molecules

Qu = f(kT/E.), dimensionless collision integral,
evaluated by using Chapman-Enskog theory
with Lennard-Jones attractive potential.

Numerical values of the function Qp vs Zi  kT/ci are given in
Table B-2 of Ref. 4. An excellent approximation for Q2i is
obtained by a 2-parameter exponential regression, using least-
squares fit. This yields the following expression:

Q P 1.5418 exp(-0.07433Z i ) (A-11)

with Zi  T/(ci/k) the dimensionless temperature. Values of
ai and ci/k are given in Table B-b of Ref. 4 for several of the
species of interest here. For the rest, ai and ei/k were
deduced from known8 ,9 or estimated viscosity data. Combining
Eqs. (A-10) and Q-ii)

A 2.6693x1 12 /Z. exp(0.07433Z i) (A-12)
3 1.5418 2~kO.rw

6L1
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When Pi(T) and i(T2) are given at the 2 known temperatures

T T2, (Ei/k) and ai may be found using Eq. (A-12).
21 i 1

Now it is possible to write a compact expression for wi (T):

P Ci Zv7 exp(O.0 7433Zi) (A-13)

where

Ci -. 517 20 1 g/cm-s (A-14)
i 1.54175 2

i

The values of Ci, ci/k and ai, i = 1,2 .... N, are given in

SI units in Table A-4.

Now it is possible to calculate X of the mixture in a
unified manner, using the data and equations given in the foregoing
sections. The following sequence is used:

(1) T and Yl,Y2,...YN are given at the point of interest
in the gas field.

(2) Using ci/k and Ci, pi(T) is found by Eq. (A-13) for
all i = 1,2,....N.

(3) Using pi and Wi, i = 1,2,...N, the array Dij is
calculated, using Eq. (A-8).

(4) Using Yi and Wi, i = 1,2,...N, The various molar
fractions Xi are calculated.

(5) Now the denominator of Eq. (A-7) can be calculated:

N

j=l 13 j '

(6) Using Fi and Ei, the various Xi(T) are found by
Eq. (A-9).

(7) Finally, the gas mixture thermal conductivity X is
calculated by Eq. (A-7).

The parameters Ai, Bi, Fi, Ei, Ci, Ei/k and W i are all
incorporated in subprogram 'GDATA' of the overall deflagration
computer scheme. Cp and A calculations are carried out in the
subprograms named 'CPG' and 'LAMDAG', in the manner described
herein.



-A 6-

4. The Diffusivity, pD, of the Gas Mixture

Given X and Cp at any point in the gas, and assuming
Le 1 for the mixture, the diffusivity is found directly by

pD * /Cp

Utilizing the equation of state for ideal gas, p can be cal-
culated and the mixture diffusion coefficient can be found from
the above equation.

Unfortunately, in spite of the modeling introduced, a rather
large computational effort is involved in the calculation of X
at each spatial mesh point in the gas for each integration cycle.
Therefore, a simplification was sought; a natural choice for pD
is the simple power expression:

OD= !j(T/Ts)cx, y > 0 (A-15)
C 5~

with a = 0.67, the above expression produced insignificant
changes in the final results and, hence, was used whenever faster
integration was desirable. Note that Eq. (A-15) applies only
to the interior field points; at y- 0 (denoted here by sub-
s ript "s"), the strict A-procedure of Section A.3 is applied.
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TABLE A-I

RDX VIBRATIONAL DATA FOR STRUCTURAL

ESTIMATE OF CpRDXa

DEGENERACY TYPE WAVE NO., wj (cm-

A. 12 RDX Ring Vibrations
3 C - N stretch 1000
3 1200
3 1000
3 800

B. 18 CH2 Vibrations
3 Symmetrical stretch 2500
3 Asym. stretch 2700*
3 Deform. 1200
3 Twist 1000*
3 Wag 800*

3 Rock 1000*

C. 18 N02 Vibrations
3 Symmetrical stretch 1350
3 Asym. stretch 1500
3 Deform. 650
3 Twist 700*
3 Wag 700*
3 Rock 700*

D. 9 N-N Vibrations
3 Symmetrical stretch 1250
3 1000
3 800

aThe data for this table was collected by W. Valance. 10

*Data marked with asterisk are estimates from Hertzberg.3

A1
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TABLE A-2

PARAMETERS USED IN THE CALCULATION

OF SPECIFIC HEATS, C . A. + B.T

i SPECIES A.i (J/kg-K) B. (J/ g-K 2

1 RDX 765.0 0.2444

2 R 2 0 1582.0 0.7037

3 CH2O0 1053.0 0.9532

4 CO 2  886.9 0.3215

5 CO 963.9 0.2071

6 N2 953.0 0.2020

7 NO 930.5 0.1874

8 N 20 927.2 0.2941

9 NO 2 841.1 0.2673
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TABLE A-3

CONSTANTS FOR CALCULATION OF THE SPECIFIC

THERMAL CONDUCTIVITIES X. :& F. + E.iT

1 2 2 E 4
i SPECIES (W/m-K) x 10 (W/m-K ) X 10

1 RDX* -3.65 1.429

2 H2 0 -1.684 1.058

3 CH 2O0 -2.893 1.167

4 CO 2  +5.442 0.6197

5 CO +1.567 0.4866

6 N2  +1.759 0.4532

7 NO +0.7254 0.6519

8 N 20 -0.1369 0.7222

9 NO 2  +0.5262 0.6334

*RDX here approximated by benzene (gas) dataAu
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TABLE A-4

CONSTANT PARAMETERS FOR THE CALCULATION OF THE SPECIFIC

VISCOSITY COEFFICIENTS pi(T), cf. Eq. (A-13)

W FE/k C1
i SPECIES (/mol) (K) ai(A) (kg/m-s) x 10

la RDX 222 n440.0 6.0 %1.50
2a  H20 18 82.1 3.81 0.458

3a  CH20 30 113.6 4.25 0.559

4 CO2  44 190.0 3.996 0.992

5 CO 28 110.0 3.59 0.746

6 N2 28 91.5 3.68 0.647

7 NO 30 119.0 3.47 0.859

8 N20 44 220.0 3.88 1.132

9a  N02 46 65.1 4.36 0.487

a~i/k and i for the species marked by asterisk were

calculated by available or estimated viscosity data.



APPENDIX B

CONCISE MODEL FOR THE LIQUID LAYER PROCESSES

OF DEFLAGRATING NITRAMINE MONOPROPELLANT

The assumption is made that all heat release associated with
the liquid phase decomposition of nitramine is localized at the
liquid/gas interface. This results in decoupling of the energy
and species equations in the liquid. Particularly, the energy

equation being now homogeneous (without the nonlinear source term)
may be solved at once. The resulting thermal profile is then
available for further solution of the single (nitramine) species
equation.

The above assumption is based on the observation that the
liquid layer is "thin" under the ambient conditions considered in
the present study. The term "thin" means that the characteristic
residence time in the liquid phase for a nitramine particle is
much less than the characteristic time required for reaction for
typical expected liquid phase temperatures. In other words, a
characteristic thermal scale, y*, representing the liquid layer
thickness, is expected to be murh smaller than a characteristic
mean reactive length scale, y*, based on a mean liquid phase
temperature.

Letting
Y* 0( IC )/mp

m c c p

Y* V mp/ L ( T l )

it is found that,

* * (Xc/Cc)W Lm/R -  2 0 (/!00)

p
where the condensed phase thermochemical data of Table III.1 is used,
WL is the mean reaction rate in the liquid and T1 = 600 K.

The analysis presented herein is intended to solve the liquid
phase problem under the above assumption. It appears that analytical
solution is possible, although closed-form solutions are not
obtained.

1. Solution of the Energy Equation

In dimensionless form, the energy equation reads, for

-a < 0

d 2/d 2
- dO/dC = 0 (B.1)



-B 2-

where 0 E (T-T )/8s

8 E E1 /R

mlm
Sy/(/c mp

and a = y /(XIcm) is the liquid layer thickness, which is
unknown. p 8 is the activation temperature in the
Arrhenius expression for the liquid phase reaction. T$ is the
liquid/gas interface temperature, and T is the melting temperature.
The boundary conditions for Eq. (B.l) arw:

0(-a) = (Tm-T )/O Em

0(0) = 0 . (B.2)

Note that e < 0 in the domain of interest.

The solution is,

C() C1 exp(C) + C2

After using the given BCs, the constants of integration

C1 and C2 can be found. Thus,

6( ) = Om[l - exp (;)]/[l - exp (-a)] . (B.3)

Note that the denominator of the last equation will not vanish
as long as a j 0, i.e., the liquid layer thickness is nonzero.

2. The Liquid Layer Thickness

Two auxiliary relations shall be used here in order to define
the liquid layer thickness, Ym"

a. The energy balance at the liquid/solid interface, written
in dimensional form:

A dT/dy(-y ) = X dT/dy(-y ) + m (B.4)
c m c m p m

where the same properties regarding Ac and Cc

are assumed for both liquid and solid states. Superscript
+ and - denote liquid and solid sides of the interface respec-
tively; 0m denotes the heat of fusion per unit mass.

b. Total energy balance on the solid phase, for -w < y - ym
yields
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X dT/dy(-y) = m C (T -T 0 ) (3.5)
c m P C m 0

neglecting any heat sources or sinks in the solid, and assuming
adiabaticity at y = - TO denotes the ambient solid
temperature.

Combining Eqs. (B.4) and B.5),

XcdT/dy (-y+)= mp [Qm + Cc (Tm-T 0 ) ]

In dimensionless form, the last equation reads:

de/dr.(-a+) = [Qm + Cc (Tm-T )]/Cc " (3.6)

Now, using the solution for 6(&) obtained in Eq. (B.3), the
first derivative at ? = -a can be written explicitly:

de/dC(-a + ) = m/[l - exp (a)] . (B.7)

The liquid layer thickness, a, can be obtained explicitly using
Eqs. (B.6) and (B.7):

a =,&I [C (T -T) + Q ]/[C (T -T ) + Q I , (B.8)
c s 0 m c m 0

and the dimensional expression is:

y = (X c/Cc m p )a

so that Ym depends inversely on the mass burning rate, m
and logarithmically on Ts  .

3. Evaluation of the Nitramine Mass Fraction at the Liquid Surface

It remains now only to calculate the nitramine mass fraction
in the layer, using the thermal profile and layer thickness
which were obtained previously.

Denoting by y the nitramine mass fraction in the liquid
(assuming decomposition products to be dissolved in the liquid
nitramine), and neglecting molecular diffusion:

dY/dc = -YAcexp [-l/( 8 +y)] , (B.9)

where

A cAml/r 2  (B.i0)Ac  cml

and 0 < y - T/0 < 1.
S
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SI/C p , the thermal diffusivity of the liquid, and r is
tse li~eaF 'egression rate of the propellant. (Recall that the
coordinate origin y = 0 is fixed to the regressing liquid/gas
interface.)

The BC, given at the liquid/solid interface is

Y(-a) = 1 . (B.11)

The solution to Eq. (B.9), satisfying Eq. (B.11) can be
written in the form:

Y(M) = exp [-A c-exp (-l/(e+y)) dC'] (B.12)
-a

where e = e() is given by Eq. (B.3). Thus, the problem now
amounts to solution of the integral equation (B.12), or to
solving the integral within the exponential, viz.,

I - a exp [-l/(+y)]dz" . (B.13)
-a

The following transform is proposed:

-- /(e+y) (B.14)

so it follows, using Eq. (B.3), that:

2
do/o 2= (dO/dC)d = (O+c)d

= (b-l/)dC (B.15)

where
c H - m /(l- exp (-a))

=[Q +C (T -T ]/Cc8 (B.16a)
m c s 0 c B1a

and b - c- y = (Q m/C c) - T0/0 (B.16b)

The second equality in Eq. (B.16a) was made by using
the definition of a, Eq. (B.8).

Now, the integrand of Eq. (B.13) becomes, after using
partial fractions:

eo _O- + be
S(b -) bo-i (B.17)
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The lower limit of the integration is:

m -i/(e+y) = -O/Tm  (B. 18a)

and the upper limit, for the case of maximal , i.e., C = 0 is:

-m -/T > 4) (B. 18b)

Hence, a o< < t < 0 shows the domain of interest to be on the
negative Vart of tLi 4) -axis.

Finally, the problem is reduced to solving the integrals

1 + I2P where

ii- - exp ( de (B.19)

;exp ( d
2m ( -i/b)

Observing Eq. (B.16b) for the parameter b, and the
properties of Table III.l, it is evident that

-1/b = a/(T 0-Qm /C c ) > a/T0

for practically interesting values of T0 > 100 K. Thus,

-1/b > /T 0 > S/T > 8/T s

Hence, the denominator of the integrand in I , namely 4- 1/b can
never vanish in the domain of interest betweeA T and T > T .
Also, since 4)_< 4 0 strictly, 0 will neve' vanish. m
Hence, it is e pect~d that both I and I would exist, and the
integration in both cases is not arried oer any singular point.

(a) Solution of 1

From Fig. Bl, it is evident that the integrand in Il?
namely f(o) - exp (0)/0 is vanishing at 0 = -- and both
S1, << -1, for typical thermochemical data taken from Table III.l.
H~nc2, the integral is written conveniently in the form

-I = f(4)d _ f(O')d¢" - . f()d) (B.21)

where H exp (l)/ .
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The resulting integrals may be integrated by parts:

ed e__ + 1  e"d (B.22)
-0 € - 2

The process of integration by parts may be repeated on the2
second member of Eq. (B.22), noting that exp (€)/¢, exp (0)/0-,
etc. all vanish at the lower limit. After repeating the process
n times (n not too large!),

4e + j! +2! (n-1) ed, (B.23)

=- 1+ + +...+n- "+n!

The residual, defined

fe (0n-n ;eO Id n!e (B.24)
Re On - "n  < !n"ff

- n 4,n+1 1

is bounded. It is evident now why n must not be too large--the
reason is that n! may surpass 'n+l4  so that from a certain
(critical) n and on, the residual will increase.

The asymptotic series, Ea. (B.23) for values of € which
are of practical interest here was found to converge very rapidly;
indeed,fourterms were found sufficient for proper representation.

Thus, the solution here is:

Il e + +...+(n-l)!]

+ 1 + 2 +...+n_- Res (0;n) (B.25)

Note that Res (4;n) >> Res (4, ;n), and it appears here as a
decrement. In practical calcuTations it was found typically that
the entire second member of Eq. (B.25) , concerning Om' was
negligible.

(b) Solution of 12

The integrand here is found to have two branches, as shown
in Fig. B2. A singular point appears at 4 = 1/b but this point
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lies outside of the integration domain. We are concerned here with
the positive branch only of the integrand function,

g(O) = exp [ /(4-i/b)] ; (B.26)

specifically, for 1 + 1/b < < 0. The lower bound is taken at
the point where g( ) has a minimum. This point is very close
to the singular point 4 = +l/b-- (-100), where g(l/b)-*+.

At the point * = 1 + l/b, the value of the integrand is
quite small, being

g(o*)= exp (1+1/b),- exp (-100)

Thus, the point 0* shall serve the same purpose as that of
4 = -- in the integration of II , cf. Eq. (B.21). Here too,
following the same procedure of (a) and repeatedly integrating
by parts

'e d e + 1! + 2!
_e 4 -__e"___"__

l -1/b (4-l/b) 0-1/b (4-l/b) 2

(n-l)! 4' e d(B.27)
+ (0_l/b)n- ] + n! f (_l/b)n+l

1+1/b 1+1/b

Note that 4-l/b > 0 so (4-l/b) n + l will not have alternating
signs. The upper limit on the number of terms considered
concerning a critical n applies here, too: n should not
exceed this value.

Thus, writing

12 - ;eed_ = 4e d4' _ 4 , (B.28)
S (-l/b) 1 -l/b 1/ /b

4m1+1/b 1

and noting that the lower limit in the first member of Eq. (B.27)
will cancel when used in Eq. (B.28). The solution therefore is:

2 eO [1+ 1! + 2! + (n-l)!
I -l/b (-1/b)2 (4'l/b)n-l

e + 2! (n-l)

m -1/b -1/b (1m/b)2 (4 mi/b)n-i
m m m

+ 0 ( n!e (3.29)
(4-i/b) n+l

)
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Eere, too, the residual term corresponding to 4_ is much smaller
than that of 4 Actual calculations of the finite partial sums
for 11 and 12, Eqs. (B.25) and (B.29), indicate:

(1) The four first terms of each of the series suffice
for representation of both I and 12, with the
error term being several ordeis of magnitude smaller
than the leading term.

(2) The 4m -members of both I and I series are
much smaller than the residual teris due to the
4 -members. Therefore, to a very good accuracey,

the -terms can be discarded.

It can be concluded now, that the nitramine mass fraction at
the c = 0, inquid/gas interface (on the liquid side) can be
found by

Y(0) = exp[-A cI] (B.30)

where I = I1 + 12 as given by Eqs. (B.25) and (B.29), consisting

of analytical expressions.

4. Conclusions

The preceding model for liquid phase processes was based on
a number of simplifying assumptions. Of these, the strongest
corresponds obviously to the removal of heat release by the liquid
phase reaction and localizing it at the = 0 surface. Thus,
the model solutions concerning liquid phase thickness, nitramine
mass fraction Y(0 ), and thermal gradient on the liquid side of
the = 0 interface are expected to be accurate only as long as
the assumption that y*/ y* << 1 holds.

m R
Practical calculations were carried out with RDX liquid phase

data using the present model, and compared with the
calculations of a more comprehensive one, where the "thin" layer
assumption was relaxed (namely, heat release in the liquid was
considered). Very good agreement between the models was achieved,
concerning Y(0 ) and Y , the layer thickness, but not for

dT/dy(0-), the thermaT gradient. It is evident that with the
thermochemical data used, the Y*/Y << 1 assumption breaks down
in the vicinity of T s.650 K.m R

s

Utilizing other data, such as the average of several studies
made by Thiokol for RDX shows excellent agreement for all
three parameters of interest by the two models. This data,
typically, has a reduced reaction rate pre-exponential term

(A1 ) which directly decreases the ratio y*/yR
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exp0

Om 00 4
0

Fig. B.1
The integrand of 11 in Eq. (B.19) shown schematically.
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exp 

-I

i -K iitr, 0

Fig. B.2
The integrand of 12 in Eq. (B.20) shown schematically. The negative branch is not of interest.
With K = 100, the minimum value of the function at Q = 1-K is much smaller than at 0
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APPENDIX C

THE NUMERICAL CODE FOR NITRAMINE DEFLAGRATION

AT STEADY STATE

A functional and structural description of the numerical
computer code NTRCOM is provided herein, in the form of a user's
manual. To facilitate independent use without having to refer to
the full algorithm description, some of the mathematical detail
of Chapter IV is repeated, in summary. As improvements and
modifications to the program are continuously made, a standard
format is used for internal division of the manual into sections,
being more flexible to updating; this differs from the convention
utilized in the rest of the thesis.

The program is written in FORTRAN IV, and consists of about
2000 lines of encoded statements. In order not to overburden
this document with excessive bulk, the actual source listing of
the program is excluded.
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1. FUNCTIONAL STRUCTURE OF THE FINITE
DIFFERENCE ALGORITHM, NTRCOM

1.0 General Description

NTRCOM is the principal solution element of the nitramine
monopropellant deflagration model. It combines condensed and gas
phase integration procedures for given ambient (P,T0 ) and burning
rate data. A time-like relaxation procedure is utilized to obtain
steady state solutions of the deflagration problem. These solutions
satisfy the boundary conditions at the end of the near field in the
gas and in the condensed phase; further, all of the conservation
conditions related to chemical species and energy at the condensed-
gas interface are satisfied, within the accuracy of the overall
finite difference algorithm employed.

NTRCOM can be used as an element in the solution of the overall
deflagration problem, where only ambient data (P,T0 ) is prescribed
and the burning rate, m, is solved for. The actual procedure involves
NTRCOM in an iteration, with the nitramine evaporation law as auxil-
iary constraint for unique definition of m. The quality of these
solutions naturally depends upon that of the available nitramine
evaporation data.

Figure 1 depicts the general structure of NTRCOM. The solution
procedure is contained in the subprogram group headed by RGAS. The
calling subprogram CALGC serves as a link to the aforementioned
overall deflagration solution.

Figure 2 depicts the logic of operation of the subprogram group
under RGAS, using combined intermediate solutions of the condensed
phase and gas phase fields. The remaining sections describe the
functional operation of each element of the algorithm.

1.1 The Gas Phase Solution: TIMINT

The algorithm utilized to obtain numerical solution to the
near field region in the gas is summarized in this section.

The N + 1 conservation equations for energy and N = 9 chemical
species are cast in a one dimensional nonsteady form, which obtains
a coupled, nonlinear parabolic system. The finite difference
algorithm chosen for integration is generalized-implicit, using
central differences in space. Thus, pseudo time-marching is
employed to reach the sought steady state solution. Boundary data
is perscribed as follows: at the inner boundary, U(0+,t) = f(t);
at the outer boundary 9U/ay(L,t) = 0. Initial data U(y,0), is
provided by a fictitious set of solution profiles.

Following quasi-linearization, the algorithm yields (at any
pseudo time level) a coupled set of linear algebraic equations,
in a block tri-diagonal matrix form. Solutions to this system are
obtained by standard methods, employing upper-lower diagonal
decomposition and Gaussian elimination; each solution passage is
repeated in a predictor-corrector manner.
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The predictor-corrector cycles within each pseudo time step
are controlled from TIMINT, which calls for solution of the linear
algebraic system.

The various Uj -dependent parameters, utilized in the gas
field solution process, are calculated in COEFF. The block tri-
diagonal elements corresponding to the interior gas field points
are calculated in subprogram FORMQ, at each time level, and at
both predictor and corrector modes. The y = 0+ boundary data is
utilized through subprogram BCALCQ. Subprogram SOLVEQ merely
calls for the solution of the tri-diagonal matrix equation, which
is made by the subprogram group under TRIBLC.

Figure 3 describes the logic of operation of TIMINT within
a single time-like integration step.

1.2 Base Point Iterations: OBASE
The procedure generates initial values of the dependent variable

vector U at the liquid-gas interface:

U0T = (Y1 (0
+ ) Y2 (0+) . . . Y (0 + ) Ts )

for the given set of data (T0 ,P,m) these values are used to start
the integration process. For this purpose, an initial estimate of
the near-field in the gaseous deflagration region is made, assuming
that nitramine decomposition is the only reaction occuring, that
it goes to completion at the outer end of the near field, and that
the condensed phase is chemically inert.

An overall energy balance obtains a single algebraic expression,
in which the only unknown is Ts . This is made possible by use
of the evaporation law, which yields the partial pressure of
nitramine vapor,

PNTR(0+ = f(P;Ts

and suitable Shvab-Zeldovich coupling terms among species, obtaining
linear expressions:

Y. (0+) = f[YNTR(0+)] , j = 2,3...N

The energy balance expression is solved by a regula falsi
procedure for T . In most cases tested, reasonable sets of
initial data werl obtained this way.

1.3 Initial Conditions: SDATA

Preliminary calculations are performed in SDATA, for the given
data (P,m), following the convergence of the base point iterations
which yield U(y = 0+,0) • The main calculations therein are
summerized as follows:
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a. The parameters C0 (0+) , X(0 + , W(0+ ) and p(0+ ) are calculated,
based on the vector U(y = 0 ,0)

b. The length of the region of interest in thT gas is fixed as
XF = XSCALE*(PD)0 /m, where (pD) 0  (0 )/C (0+), and the

associated spatial increment is DX = XF/NF, vih 1F b 25. The Length
given by XF defines mostly the near field in the gas, where
primary nitramine decomposition is dominant. Thus, for RDX
and HMX simulations one should not expect to find Tf , 3000 K
at the end of the zone; rather, temperatures achieved at
y % XF are close to 1300 X, with XSCALE = 2, typically.
In the present second order accurate scheme, employing a uniform
spatial mesh, a substantial increase in the size of the region
(by increase of XSCALE at constant NF) would result in
an appreciable loss of accuracy,, particularly near y = 0+,
where gradients are high. On the other hand, an appreciable
decrease in the region length would tend to invalidate the
adequacy of the outer boundary condition, aU/ay(XF,t) = 0.

c. A time step, DT = TSCALE*DX/VS, where VS = m/p(0+ ) is
calculated, for the gas field integration. In spite of the gas
phase problem being parabolic, and the implicit algorithm
employed, DT may not be arbitrarily chosen, to avoid numerical
instability. Values of TSCALE ! 1 must be specified in most
cases.

d. Initial profiles, for U(y,0) are computed, using quadratic
polynomials. The three coefficients for each component of U
are determined by U(y=00), U(y=XF,0) and au/ay(XF,0) = 0.
The vector U(XF,0) is estimated by imposing a fully reacted
secondary flame at y = XF (as calculated in YFIN) and the
specified TFIN = T(XF,0) . These initial profiles are completely
artificial, and serve merely to start the integration process.
They must, however, be smooth enough, to minimize initial error
propagation due to non-analiticity. Particularly, the condition
that all mass fractions must sum to unity at all points
0 y S XF was found very important.

e. The calculation of the U(y,0) profiles is followed by calculation
of the coefficients in the equations of motion at time level 0.
This is required to properly start the predictor-corrector
procedure in TIMINT.

1.4 The Condensed Phase Solution: RCND

The initial value problem corresponding to the original two-Doint
boundary value problem in the liquid phase is solved by means of
an RK-4 (fourth order Runge Kutta) integration marching forward
from the solid/liquid interface, where ZETA = 0, to the liquid/gas
interface. The only two dependent variables here are the total
(convective and conductive) heat flux and distance, both in
dimensionless form. The problem is solved in the phase-plane, and
dimensionless temperature serves as the single independent variable.

- ~ ~a
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This procedure yields solutions of the condensed phase profiles,
but of these only the liquid side of the liquid-gas interface
parameters are kept for purposes of the present combined gas-condensed
phase solution. Unique solutions are generated for imposed data
sets (TQ,Tstm) The algorithm executing the condensed phase solution
is contained in the subprogram group under RCND.

For a particular value of m, the boundary condition relaxation
procedure at y = 0 (contained in SURG) may perscribe temporarily
a value of Ts which is too high, such that dT/dy = 0 occurs
for T < T_ within the liquid field (followed by dT/dy < 0 as T
becomes closer to Ts). The solution procedure is stopped in this
instance, since the current value of Ts  is out of range in terms

of the existence of physically valid condensed phase solutions. To
restart, a higher value of m is recommended. This would decrease

the amount of the effective heat releas in the layer since the
dimensionless reaction rate is w % 1/m'. The structure and logic
of the particular section of the program dealing with the condensed
phase solution is described by the block diagram and flow charts
of Figures 4, 5, and 6, referring to the subprogram group RCND.

1.5 Time-like Relaxation of the v = 0 Boundary Conditions: SURG

The procedure is contained in subprogam SURG, utilizing the
energy and chemical species conservation constraints at the liquid-
gas interface. These N + 1 dimensionless conditions form algebraic
relations, by which the dimensional dependent variable vector

U T(y = , )= (l(0 + )  Y 2 (0+)..YN(0 + ) TS) j + l

can be calculated at each time level. This is made possible by
second order, 3-point representation of the gas side gradients, and
naturally requires gas phase and condensed phase solutions at
time level t3 Thus, the y = 0 boundary values, U0 , are
varied at each (pseudo) time level, in an attempt to relax or
minimize the error in the interface constraints. In terms of the
previously described gas phase solution procedure, this amounts to
solving the parabolic gas phase problem with one set of boundary
data being time dependent.

The boundary relaxation procedure is called from subprogram
RGAS, after the gas field solution has advanced by one time step.

It calls for condensed phase solution in RCND, utilizing the
data (m,Ts3).

The entire combined (condensed and gas phase) solution is
considered converged to steady state only if both gas-field and
y = 0 surface time-like variation is close enough to zero. A

check on the convergence of the U0 J+l vector is made at each
time step in subprogram SURG. After convergence, the final
residual errors in the interface constraints are calculated
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in subprogram SGRAD, called from RGAS. The logic of operation
of the y = 0 surface relaxation procedure is shown in Figure 7.

1.6 Utilities: Physical Parameters, Output and Algebraic Manipulations

The mean isobaric specific heat of the gas mixture, C and
the heat conductivity thereof, , are calculated in subprograms

CPG and LAMDAG respectively. The primary and secondary
reaction rates, wl and W2 , are calculated in subprogram RRATE,
but this calculation is made only for purposes of output. Given
the values of the dependent variable vector, U, and ambient data

(P), these subprograms calculate the values of the above physical
constants at a point (yn,tJ) . All three subprograms mentioned
(and the first two in particular) require appreciable amounts of
thermophysical data concerning individual species. These data are
stored in subprogram GDATA, not included within the active input

for each regular run; the information is passed through use of
labeled common blocks.

Output for the final converged step (steady state solution)
has the forms of printout, punched cards (both containing converged
profile data and parameters of interest) and printer plots. The
first two of these functions are performed by subprogram PRINT,
along with a fair amount of calculations for output involving
converged step data. The printer plots are called by subprogram

PLUTO, and executed by FOXGRF.

Subprogram UNINTG executes the fourth-order Runge Kutta
(RK4) procedure, required for the condensed phase solution. Subprogram
TRIBLC heads a group of programs which perform block tri-diagonal

linear system solution.

Functions VPXP and VAPR are used for calcultions involving
the evaporation law for nitramine.
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2.0 Description of Program Input

The discussion in this section coupled with the sample problems
described in Section 4.0 will enable the user to prepare input for
the program. The SI system of units is used as program input and
in the internal calculations. However, since this is the period
of transition to the SI units, some of the input descriptions
indicate the conversion from the previously used units to the SI
units and some of the program output is converted to more familiar
units.

The input to the program is in four parts: a comment card

identifying the run, followed by three sets of data input by means
of the following three NAMELISTS:

a. NGAS -- data concerning the gas phase integration
b. NCND -- data concerning the condensed phase integration
c. NCOM -- data for execution of the solution process to

the deflagration problem, combining condensed and gas
phase integrations.

All input data are handled through a single subprogram, DLOAD,
called once at the beginning of any particular run. DLOAD performs
the following functions :

a. reading of the three groups of (NAMELIST) data and

printing them out

b. calling subprogram GDATA which contains thermophysical
properties of the species considered in the gas phase;

GDATA also calls for calculation of some of the gas-
phase initial conditions (typically, mass fractions at
the downstream-end of the flame, through subprogram YFIN ).

c. calculation of constant parameters for both gas and
condensed phases, which do not change during a single run.

The data are communicated to the rest of the program by means
of several common blocks. A block diagram of the program input
section is given in Figure 8 . A detailed description of the
contents of the three NAMELISTS is given in the following sections.
Unless indicated otherwise by the decimal or lack of decimal in
the default value, the NAMELIST variables follow the usual Fortran
conventions for fixed and floating numbers.

The usual caution should be used when building up a new input
data set, e.g.,

(1) whenever practical, pattern new data sets after sample
cases

(2) first check-out run should be for a short computer
running time interval, i.e., a small value of ITSTEP,

(3) build up new data sets (which differ markedly from the
familiar cases) by making a progression of check-out
cases in which individual changes are explored, and

(4) examine the output for obvious inconsistencies or
evidence of instabilities.
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2.1 Input Pertaining to the Gas Phase

The following data is read in through NAMELIST 'NGAS'.

2.1.1 Initial Conditions

Computer Symbol
Symbol in Text Description Units

TF T Initial temperature at the y = L K
point, for starting profiles only.
(1300.)*

2.1.2 Primary Reaction Kinetic Parameters:

-1AHRNI A1  Pre-exponential factor for the sprimary (nitramine decomposition),

overall reaction.
(3.2E15, Robertson 1948)

EBI E1  Activation temperature for the K
primary nitramine decomposition
overall reaction; = activation
energy (cal/mol)/Ru where Ru
1.986 cal/mol-K.
(41,500./1.986, Robertson 1948)

Hl Q1 Heat of reaction for the primary J/mol
nitramine decomposition (1st
order overall), in the gas phase.
(108,000. x 4.184)

2.1.3 Secondary Reaction Kinetic Parameters:

AHRN2 A2 Pre-exponential factor for the m 3/mol-s
secondary (second order, overall)
chemical reaction NO2 + CH 20.

EB2 E2  Activation temperature for the K
secondary (2nd order overall)
reaction.
(19,000./1.986, Pollard & Wyatt, 1949)

H2 Q2 Heat of reaction for the secondary J/mol
(2nd order overall), e.g., N02 +
CH20 reaction.
(45,500. x 4.184)

*Values in parentheses are default values.
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2.1.4 Evaporation Parameters:

Computer Symbol
Symbol in Text Description Units

TRVAP T Evaporation law reference temp- K
v erature. (A local temperature

corresponding to liquid condi-
tions.)

EVAP E Evaporation law activation temp- K
v erature, [evap. energy (cal/mol)/

Ru]. Value is equal to the heat
of vaporization, not the heat of
sublimation.

PVAP Pv Evaporation law reference partial MPa
pressure (of nitramine, liquid/
gas), at the specified "TRVAP"
reference temperature. Obtained
from sublimation data.

2.1.5 Numerical Solution Parameters:

IF Denotes total number of chemical
species considered, must be < 9.
(9)

MF Total number of dependent vari-
ables = total number of species
(IF) + temperature (1)
(10)

NF Total number of interior mesh points
in space (x), excluding the end
points at x = 0 and x = L. Should
not be more than 25 or less than 20.
(25)

KMAX Maximum number of repeating corrector
steps for each predictor-corrector
(timelike implicit) integration.
(2)

THETA e Dimensionless parameter for the
generalized-implicit integration,
0.0 < THETA < 1.0.
(0.9)

TSCALE Dimensionless constant for stretch-
ing or contracting At (At is cal-
culated in the program). Can range
between 0.02 and 1.0.
(1.)
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Computer Symbo l
Symbol in Text Description Units

XSCALE b Dimensionless constant for stretch-
ing or contracting Ax (Ax calculated
in the program). Can range between
0.5 and 3.0.
(2.0)

STEADY (Et) Tolerance for achievement of steady K
state by the time-like integration
process. Checking temperature, if
it changes at all nodes by less than
STEADY, steady state is achieved.
(0.1)

ITSTEP Total number of time-like integration
steps allowed (within which steady
state should be achieved).
(40)

2.1.6 Stoichiometry of the Primary Reaction:

The overall nitramine decomposition step may be
described in balanced form:

VjlNTR v HO0+ V CHO0+ V- CO +~ C,1 1,2 2 1j3 2 1,4 2 1 ,i15 CO

+ "1,6 N2 1,Vi7 1,+j8 N2 1, + jqN2

Computer Symbol
Symbol in Text Description Units

STOICl (v" n-v',n) The stoichiometric coefficient ofthe nth species in the overall
primary decomposition reaction.
STOIC1 = 0 for all specias not
participating.

2.1.7 Stoichiometry of the Secondary Reaction:

Same form as for primary reaction; for example:

V2,9 NO2 +V2,3 CH2 00.V2,2 H2 0+V2,4 0O2 + V_5CO

+ V6 NO .

(species not participating were omitted)
Com uW e mbs

Smo So n ext Description

STOIC2 (v V Stoichj metric coefficient of the

, 'n- 2,n the ntR species in the secondary

reaction. STOIC2 = 0 for all
species not participating.
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2.2 Inputs that Pertain to the Condensed Phase

The following inputs are read in as part of NAMELIST NCND.

2.2.1 Liquid nitramine decomposition thermochemistry data:

Computer Symbol
Symbol in Text Description Units

-i
AMELTI A Pre-exponential factor for the s

Aml primary overall decomposition

in the liquid phase.

EMI Em1 Activation temperature for pri- K
mary overall decomposition in
the liquid phase.

HMI Ah Heat of reaction in the condensed J/mol
phase. For nitramine decomposi-

tion, NITR(Sl)-PRODUCTS(g) + HMI.

2.2.2 Melting and evaporation data:

TM Tm Melting temperature of solid. K

QMELT Qmelt Heat of fusion (melting) for J/molnitramine.

QVAP Q Heat of vaporization for nitra- J/molmine. (Liquid to gas.)

2.2.3 Condensed phase properties (liquid and solid
properties are considered to be approximately
equal):

RHOC Pc Density of condensed phase. kg/m 3

CC Cc  Specific heat of condensed phase. J/kg-K

RLAMDA A Thermal conductivity of condensed J/m-s-K
c phase.

WMNTR W1 Molecular weight of nitramine. kg/mol
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2.2.4 Integration parameters used for internal control
of solution (should not be changed by those
unfamiliar with the method of solution):

Computer Symbol
Symbol in Text Description Units

MFM Number of dependent variables
integrated in the liquid phase
program. Consists of: (a) tem-
perature gradient, (b) distance
in melt
(2)

JFF Number of interior nodal points
in the condensed phase field
numerical solution.
(50)

Z=L
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2.3 Inputs that Control Combined Solution

The following inputs are read in as part of NAMELIST NCOM:

2.3.1 Imposed Boundary and Ambient Conditions:

Computer Symbol
Symbol in Text Descryption Units

P p Pressure of current calculation MPa
not used in solution.

TO T0  Solid ambient temperature in K
semi-infinite slab.
(298.0)*

RREF Initial approximation of propel- m/s
lant regression rate, base point.
(0.005)

TSB Initial estimate for the con- K
densed/gas interface temperature,
to start base point iteration.
(650.)

2.3.2 Base Point Iteration Control

The parameters in the followina sections should not be
changed by those unfamiliar with the method of solution.

DTS Interface temperature increment K
for the base point iteration.
(5.)

JBMAX Maximal number of allowed base
point iterations (regula falsi
method).
(15)

2.3.3 Relaxation of the y = 0+ Boundary Data

RBITE Surface temperature (Ts) iteration
parameter for damping oscillations
during initial stages of relaxation
procedure.
(30.)

*Values in parentheses are default values.
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2.3.4 Parameters for External Solution Control

The following parameters are required
only when NTRCOM is utilized as an
element in a Newton-Raphson iterative
algorithm, to solve for the mass burning
rate, m

Computer Symbol
Symbol in Text Description Unito

ITER Dimension of Newton Raphson iter-
ation vector and error vector
(deflagration problem solution
process).
(1)

KFIN Maximal number of regular Newton-
Raphson iterations allowed with
any single Jacobian (without re-
computing the Jacobian matrix).
(10)

JACMAX Maximum number of Jacobian matrix
formations allowed in a single run.
(4)

PERT Dimensionless perturbation parameter
for use in the numerical formation
of the Jacobian matrix.
(0.01)

BIT Suppression factor for the Newton-

Raphson correction vector (in order
not to use its full length, to
avoid divergence).

(0.50)

TOLZ Dimensionless tolerance for error
vector components in the Newton-
Raphson scheme, to signal conver-
gence.
(0.005)
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3.0 Description of Output

Following the printing of input parameters, there are six
major printout sections corresponding to output from the solution
procedure in NTRCOM, for each single run. These are:

a) Base-point iterations
b) Initial data
c) Condensed phase data
d) Relaxation of the y = 0+ boundary data
e) Gas phase profiles from converged (or last)

integration step
f) Final y = 0 interface data

Sections (c) and (d) are repeated at each integration step, as
indicated by the "timestep No." caption; the first printout from
the condensed phase corresponds to the initial data.

3.1 Base-Point Iterations Output

This section corresponds to output from the regula-falsi base
0point surface temperature (T) iteration procedure in OBASE.It contains four columns marked as follows:

a) J = iteration step number, the regula-falsi procedure.
The first two lines denoted "0" correspond to the initial
guess and a perturbation, respectively.

b) ERROR(K) = current iteration error, degrees K.
c) TS(K) = current T -iterate value, degrees K.
d) YR = nitramine masi fraction at $he gas side of the

concensed/gas interface, Y NTR(0 ) f(P;TS)

The last line of data corresponds to the converged case. The
criterion for convergence is calculated in OBASE and taken as

l/Ts, where TO = the initial guess.
5

3.2 Initial Data

This printout section is generated by subprogram SDATA, called
from RGAS after convergence of the base point iteration procedure.
The printout is self-explanatory; it consists of y = 0 and
initial data calculated therein, corresponding to the gas phase.

3.3 Condensed Phase Data

This printout section is generated in subprogram RCND, called
from SURG each integration cycle. It consists of two main parts.
First, constant parameters, and boundary conditions at the solid-
liquid interface; some of these parameters are Ts -independent,
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and will remain invariant for all integration cycles within a
single NTRCOM run. Second, solution data, given only at the
liquid side of the y = 0 interface. Detailed profiles of the
entire condensed phase solution are not given, as they can be
obtained readily from the independent condensed phase program

NTRCND. A detailed description follows.

a) Following "CONSTANT PARAMETERS FROM CDTA",
a number of reference terms are printed:

TSTR = T s-Tm , reference temperature

QSTR = C c*TSTR, reference enthalpy

HSTR = m*QSTR, reference heat flux

DELQ = [Qi /W ]/QSTR, normalized heat of
reac ion in the liquid

CSZ = [C (T -T ) + Qm]/(Q /WR) - 1, Shvab-
ZeydovicR type couplig term between total
thermal flux and nitramine mass traction

XSCALE = (X c/C c)/m, length scale in the condensed
phase

b) "INITIAL CONDITIONS AT THE SOLID-LIQUID INTERFACE":

PHIO(O) = [C (T -T^) + Q ]/QSTR, total dimensionless
(cgnv~ct~ve anR conductive) thermal flux in
the liquid, in the direction of the solid

DT/DY(o) = dimensional thermal gradient, on liquid side

ZETA(O) = dimensionless distance in liquid

c) "CONDENSED PHASE SOLUTION AT LIQUID-GAS INTERFACE"

YNTR(-) = nitramine mass fraction

HCON = X dT/dy(O-), dimensional heat conduction
into liquid

HCON + YR*QV*MDOT = X dT/dy(O-) + Yl(0)Q m
c feakvdimensional heat feedback required from the

gas phase to maintain the eneggy balance at
y = 0

YS(-) = mass fractions of all species considered in
the program, at the liquid side of the
y = 0 interface (spacing and order are

same as those of the surface relaxation
data printed out below)
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3.4 Surface Relaxation Data at y = 0

The printout of this section is generated in subprogram
SURGE, following "TIMESTEP NO.". Only two lines of data are
printed:

US(0 + ) = the vector of boundary conditions
(Yl(0+)y2 (0+) .Y (0+)Ts), at the gas side of
of the y = 0 interface, for the current timestep.

DELUS(0+)= The vecto-r of increments used to generate the
current values of US(O+) from previous timestep
data. Ts(K) is given in dimensional form, but
the corresponding incremental value is dimensionless,
viz. ATs/TREF. A negative sign of any DELUS(0 )
term denotes an increment, while a positive sign
indicates a decrement. For the purpose of
checking the gas field behavior, the above
printouts are preceded by the temperatures from
the two first interior field points, T1  and
T2 . These are are generated by RGAS.

3.5 Gas Phase Solution Output

The printout follows the "CONVERGED" or "UNCONVERGED" message,
and occupies two pages of output. The first consists of parameter
profiles, and the second of species and temperatu-re profiles
throughout the gas phase regime. The first and last in each
column of data correspond to the surface y = 0+ and the final
point y = XF, respectively. The column marked "N" denotes the
current spatial notal point. A detailed description of the
parameters in the first page is given as follows:

Y,MICRONS= distance in the gas field, from the liquid surface

CPBAR=mean isobaric specific heat of the gas mixture,
J/Kg.K

I/WBAR= reciprocal mean molecular weight, mol/kg

WBAR,G/MOL= mean molecular weight

LAMDAG= Xg, mean heat conductivity, J/m-s-K

RHOD= PD, mean molecular diffusivity, Kg/m-s

DIFF= D, mean diffusion coefficient, m2/s

RHOG= p, mean gas density, WBAR*P/RuT)

DRHOD/DY = d (pD)/dy

RRl = reaction rate constant for primary nitramine
decomposition, A1 exp (-El/T), 1/s
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RR2 = reaction rate constant for the secondarv reaction
(N02 +CH 20) , A2 exp (-E2/T) , m /mol-s

OMEGA1= p*RRl*YR/WR, overall primary reaction rate,
mol/m 3-s

OMEGA2 = p2*RR2*(Y 3/W3 )(Yq/Wj), overall secondary
reaction rate, mol/m .s

Ql*OMGI= Ql*OMEGAI, net heat production by primary
reaction, J/m3 .s

K*DT/DY= XgdT/dy, conductive heat flux, in -y direction,
J/m2 .s

DTAU/AZETA= dimensionless thermal gradient (the dimensionless
conductive enthalpy flux per unit mass
generated, m)

The second page of gas phase output consists of profiles for the
nine species considered and temperature. The "TIME,SEC" message
refers to the current pseudo-time, ti, for the converged step
printed.

3.6 y = 0+ Surface Data

This printout section corresponds to final, converged step
data. Four groups of parameters are given; according to order of
appearance, these are summarized as follows:

a) Converged step solution vector at the y = 0+
interface. The first two lines repeat the last
printout from the surface relaxation procedure,
cf. Section 3.4. In addition:

REDIF=dimensionless diffusive flux on gas side. For
chemical species, -dY /dC(0 ), and for
temperature, dT/d(0+ ,

TOTAL FLUX= for chemical species, dimensionless convective
and diffusive flux, YK (0 - dY1 /d4(0+).
For temperature, dT/d (0+) is repeated.

Each column of the above four lines of output corresponds
to a chemical species, as indicated. The last column is for
temperature.

The following line summarizes three parameters of interest:
XdT/dy(O+)$ the conductive heat feedback at the gas side,CPS = CPO0) the isobaric specific heat, and LAMDAGS = X(0+,

the heat conductivity. All are dimensional, and given for quick
reference.
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b) "REFERENCE PARAMETERS--" these terms were used for
the normalization of the y = 0 interface constraints,
and remain constant during the run.

CPSO =reference specific heat

TREF= reference temperature, CPSO*TREF = Q1/WR

HSCAL= m*CPSO*TREF, reference heat flux

RH0D/FLUX(O+) = reference length scale in the gas, = XF/XSCALE

c) Evaporation law data is printed in the following three
lines:

*"YNTRG---": The calculation of nitramine mass
fraction by evaporation law involves the
parameters EVAP, PVAP, TRVAP, and the converged
step surface vector Us(0+), excluding the
nitramine mass fraction YI(O ).

*"ERRl---": The difference between the
nitramine mass fraction, calculated by the
evaporation law and that provided by the converged
step.

*"REF.NTR-.. PVREF(MPA)=": Assuming that the
evaporation law parameters EVAP and TRVAP
are valid, the reference vapor pressure is
re-calculated by letting ERR1 = 0, namely,
using the Y1 (0 ) of the converged step in the
calculation. This parameter should be
compared with the value of PVAP given in the
input listing.

d) Finally, a table of dimensionless residuals of the
y = 0 conservation conditions is printed. The

order of the table (indicated by the serial number
column, L) is identical to that of the dependent
variable vector, U . To obtain an idea of the
converged step accuracy, the values printed should
be compared with unity.

. . .... 222 _
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Block diagram with principal components of the combined
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SOLO: Overall condensed phase Integration Control.
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SURG: Relaxation procedure for the y =o (liquid-gas) boundary conditions, U.
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APPENDIX D

THE REiCTING WALL LAYER IN THE QUASI-STEADY MODE

The quasi-steady assumption affords great mathematical sim-
plicity in the analysis of dynamic rocket chamber processes.
This assumption is usually made with respect to the very thin
gaseous deflagration region near the propellant surface for
ammonium perchlorate composite propellants. The assumption is
applicable whenever the characteristic time scale of the layer is
much shorter or much longer than that associated with the imposed
temporal variation in chamber properties. In the first instance,
pertaining to the range of frequencies presently of interest,
2 % O(10 3 Hz), the layer is considered to adjust instantaneously
to the local variation in chamber parameters. Thus, it would
seem sufficient to state that the layer characteristic time,
TL, is such that TL " /1A. The question remains, however, to
what order of magnitude in the small parameter £, associated
with the layer, is the assumption valid. In other words, whether
the quasi-steady assumption has any interaction with the nearfield
and farfield formulation given in Chapters III and VI. This
motivates a somewhat more detailed investigation, given herein.

1. Analysis of the Governing Equations

Considering a small region of burning propellant within
the chamber, the quasi-one-dimensional assumption of Chapter VI
is retained. Variation in any direction parallel to the propel-
lant surface is considered negligible, and the only space coordi-
nate of concern remains that perpendicular to the surface. The
transverse (or axial) velocity component within the layer is
also considered negligible, following the analysis of Section
VI.B.

It remains then to investigate a nonsteady one-dimensional
flame region where reactions are assumed to proceed in a pre-mixed
manner. All the assumptions of Chapter III regarding the steady,
normal deflagration of nitramine composite propellants are adopted,
along with the overall flame field formulation therein.

No distinction between nearfield and farfield is made as yet,
in order not to complicate this analysis unnecessarily. The
dimensionless gaseous flame region equations are therefore written
in nonsteady form, without referring to multiple space scales as
follows. For t > 0 and 0 < < + :

chemical species:

- j+ 12l[ + F 4T )  0
atLI ac aj2 i'

j = 1,2.. .N (D.1)
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thermal enthalpy:

Ta + _1 VaT +2aT =0 (D.2)
Yt(P#T) + -- V 2 T(1'" TTLL

overall continuity:

dp 1 aV_ 0 (D.3)

momentum:

v 1r __ 1 D_-
av + 1 v _ _a2v + 1 a - 1 a ) =~ 0
at + 2 2 (IT, IV ML TL,l

(D.4)

The dimensionless variables are defined:
CT( ,t) = h /Q*

T T 1

(,t) = WYj/Wj (v' - v') ,j, j = 1,2...N

where (v" - v'), 0, and k denotes the reference reaction

V(U,t) - m*/m 0 , p p*/P, P - P*/P, and v - V/p.

The independent time and space variables are

t = t*, - y*/[ _/m 0 ]  (D.5)

Superscript star denotes dimensional properties, and overbar is
used for reference values. mo denotes the non-perturbed,
steady state propellant burning rate at the reference pressure.

The normalized sum of all chemical production terms is given
by Fj and FT, negative for production of chemical species or
enthaipy. The mean Mach number is defined ML H (mg/yP-)i/2.
The diffusional stress tensor is represented by the single,
normal, Von Karman element

D = N
T I Y*V Vj=l 3

in dimensional form, Vi being the normal diffusional velocity
of species j. After some manipulation and use of Fick's law,
the above element reduces to the dimensionless form:
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D y (D.6)
Yy' j

lj l11

Recalling the discussion of Chapter VIII on time scales,

T L,I [ _/m 0]/(m0/_P) (D.7)

which is the diffusional time scale discussed therein. 0 in the
above formulation represents a characteristic frequency associated
with the imposed time variation. Thus, multiplying all the conserva-
tion equations through by TL,l, the quantity

OT n, 1 = T L,/(Q
- ) (D.8)

multiplies all the time derivatives; this factor is obviously the
ratio of two time scales. The other reacting wall layer time
scale considered in Section VIII.C is the one corresponding to
the secondary reaction in the layer, TL, such that

TL TLI (D.9)

In fact, TL,/TL E 6, with 0 < E << 1 defined by Eq. (111.30).

Defining now new, mutually independent space variables:
il and r2 E ; the corresponding dependent variables are

denoted in general as ?(t, lr 2). Thus, for instance, the
energy equation transforms to

OT Ll aLe!L + F +

2, ~ +2 2 '1 Q 1  EW Q /Q] 0
2 2 la 1 3 2 +j_ 22 1

(D.10)

where l) and u02  are the dimensionless reaction rates. Equation
(D.10) shows clearly that in order to retain the nearfield and
farfield resolution to lowest order in c, terms up to O(c)
should be conserved. Since y n, O(i), the following condition may
insure the validity of the quasi-steady assumption, up to second
order in c:

QTL,I << F_ (D.lla)
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Hence, the relationship TL,l/TL r implies

RTL << 1 (D.llb)

Obviously, it has been implicitly assumed in the last result
that all of the normalized derivatives and production terms are

0(i). Therefore, up to 0(E2), the time derivative in the
present formulation may be neglected, and the wall layer con-
sidered to adjust to temporal changes instantaneously.

There exists another possibility of application of the quasi-
steady assumption, that is, when

RTL,1 >> 1 (D.12)

Here the layer is so slow in adjustment to the imposed variation
that it remains essentially frozen at its initial configuration.
This condition obviously has no interaction with the nearfield
and farfield assumption, but its applicability is limited to
ultrahigh frequencies.

Evidently, the quasi-steady assumption fails in the region

TL, < / < TL (D.13)

The pressure dependence of TL and TL,I is given by

m- _ m / p2n-i (D.14)
L,l p--

where n = 0.8 is the burning rate exponent for the pressure
regime of interest, 1.0 < P < 6.0 MPa. Equations (D.14) are
the basis for Fig. VIII.3, which depicts the region on the

- P* plane where the quasi-steady assumption regarding the
reacting wall layer becomes inapplicable. A similar analysis
for the gaseous deflagration region of a burning droplet was made
by Bellan and Summerfield.

2. Conclusions

Observing now the conservation equations, several conclusions
regarding the quasi-steady reaction zone formulation can be made.

(a) The overall continuity equation, (D.3), reduces to
V/3r = 0 and hence

V = V(t) (D.15)
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(b) The momentum equation, (D.4), leads to 3P/3 0,
since M << 1 is expected. Thus,

P = P(t) (D.16)

which holds even without application of the quasi-
steady assumption. No further information is expected
from the momentum equation, and it may be dropped for
the present purposes.

(c) The dimensionless equation of state is

P = P T (D.17)

Thus, the spatial distributions of density and velocity
are given by

p(Kt) = P(t)/T( 't) (D.18a)

v(Et) = 4T( ,t)V(t)/P(t) (D.18b)

using the single space-scale notation for simplicity.

(d) Up to O(c 2), the dimensionless conservation equations
for chemical species and enthalpy reduce to their
steady state form. With the above precaution on the
order of validity, the nearfield and farfield formula-
tions of Chapters III and VI may be recovered.

(e) The boundary conditions associated with the governing
equations given herein are treated explicitly in
Chapter VIII, in the sections corresponding to the
nonsteady condensed phase and source terms of the
coreflow.

Once the quasi-steady assumption is justified, the reacting
wall layer, within any interval in time, may be described by a
succession of steady states, and thus would not introduce any
dynamic effects into the system. Thus, variations in the coreflow
properties would induce instantaneous adjustment of the wall
layer. Considering the core-wall layer interface, the functional
relations obtained for steady state interaction remain valid,
and may be used to determine, at any instant, the interaction
parameters Ofb and ER or T* defined in Chapter VI. In the
solution process, the corresponding dT/d&(0 + ) is obtained; this,
in turn, must be satisfied by the condensed phase nonsteady solu-
tion, through the proper interface conservation conditions. There-
fore, it remains for an iterative solution, utilizing the steady
state wall layer formulation, to satisfy both inner (propellant
side) and outer (coreflow side) interface constraints.
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It should be mentioned that for the cases of interest,
0 nu- T I, where Q is the fundamental acoustic chamber

mode, and TD  the characteristic time scale associated with
the condenseg phase. Hence, different time scales are not
expected to occur across the wall layer, which would have
immensely complicated the problem.



APPENDIX E

CHARACTERISTICS OF THE CORE FLOWFIELD

The subject of the present analysis is the calculation of
characteristic slopes (or eigenvalues of the determinantal equa-
tion) for the coreflow model given by Eqs. (VIII.48) and VIII.49).
When these eigenvalues are obtained, a general classification of
the system is possible. The analysis proceeds then to calculate
a family of compatibility relations corresponding to these eigen-
values.

1. The Eigenvalues of the System

After some manipulation, the system of Eqs. (VIII.48), with
x 0  t and xl x, reads:

u I  u 2ax+ u1 = 1  (E.1)

0 1

au 2  au2  2 au 1 , ..1 'u3
x0 + 2u~x I  u bx- +y ;xI  2 (E.2)

ax 0 ax 1

au 3  au 3 au 2 au
+ u- + Yh- 2  uhj = F (E.3)

0 X1  ax1  1

au 4 + u 4 + u2  uu=F(E4
o__ ax1  ax1  ax1  4(E4

where u u2 /uI , h u3/uI  and Y u4/ul; the F terms were
defined by Eqs. (VIII.49).

In short notation, the system of Eqs. (E.1) through (E.4)

A ,0 !uj + A' 1 !ii = F (E.5)
Aj ax 0  ij ax 1

where summation convention applies for repeated indices, and

A}A9 AQ4 are the coefficient matrices. The corresponding
de ermiantal equation is:

X- A?! ' 0 (E.6)

where X E dxl/dx0  is the eigenvalue. Written explicitly, the
last equation is,
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-A 1 0 0

_-u2  (2u-X) (y-l)/y 0
=0

-uyh yh (u-A) 0

-uY Y 0 (u-A)

for which

fu2 - X(2u - )](u - A) 2 _ (u - A) 2a2 = 0 (E.7)

where a 2  (y - l)h, the adiabatic speed of sound in the core
gas mixture (frozen).

Equation (E.7) has four roots, as follows

A u ± a (E.8a)

S = X = u (E.Pb)
III IV

where the (+) and (-) in Eq. (E.8a) correspond to AI and
AII, respectively. Thus, the partial differential system,
Eqs. (VIII.48), has all four characteristic roots real, with two
of these repeated. The system is therefore hyperbolic in the
general sense, despite the repeating of two of the roots.
AIIi are right and left-going Mach lines and AIII,IV is a
particle path. The characteristic lines are not straight in the
x,t plane, since u(x,t) and a(x,t) are variable.

2. Compatibility Relations

A system of ordinary differential equations holding along
the characteristic lines is sought now. This amounts to trans-
forming the original system to the characteristic plane. Calcu-
lation of theje relations is described as follows.

The original system of equations (E.1-4) is now augmented
by four additional relations, along the characteristic lines,

au. ui dx i  duiax- 0 x (E.9)

where dxl/dxo E A. The resulting eight algebraic equations,
Eqs. (E.1-4) and (E.9) involve all the partial differential
terms Dui/Dxk, k = 0,1, as unknowns. The statement of Eq.
(E.9) is equivalent to the requirement that the coefficient
determinant of this system vanish, A = 0. For compatibility,
each of the determinants Aik of the system [obtained by replacing
the column corresponding to aui/3xk by the free-term vector
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(ui Fi)] must also vanish by Kramer's rule; this should insure
full indeterminacy of the partial differential unknowns. Thus,

Aik = 0 (E.10)

For All (corresponding to 3ul/3xl), the determinant reduces
to a 4 x 4 form, after some row and column manipulations:

1 0 0 F- 1

2u-X 0 (y-l)/y F2 -C2All1  = 0

yh 0 u-A F3-a 3

Y u-A 0 F4-1 4

The resulting algebraic equation, after substitution of 1I , Ii,
and I II, yields

1-+ d u 3  + ad J - ua ld-I = R (E.lla)
-dt -- dt + dt J 1,,IIII = ,1

R IF aF2  uaF 1  (E.lb)
III y 3 2 1

- du3 2 dul
y- I3 - 2 1R (E.12a)

R 1F- a 2F E1bIII y 3 1 (E.12b)

where dui/dt = ai. To obtain an equivalent relationship for
(du4 /dt) along the Aiv-particle path, the process may be repeated
with A3 1 = 0. The resulting additional equation is:

y-1yrdU3  a2du41
-.- d-J - al2  4I R (E.13a)

R 1 1YF - a2F (E.13b)

IV Y 3 4

Of course, the characteristic lines III and IV are identical.

Thus, the four compatibility relations, corresponding to the
three distinct characteristics of the system are defined by Eqs.
(E.11) through (E.13). They are utilized for the implementation
of the boundary conditions in the numerical (finite difference)
solution of the partial differential system, Eq. (VIII.48).
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APPENDIX F

TREATMENT OF THE BOUNDARY CONDITIONS

IN THE NUMERICAL ALGORITHM

The modified Rubin-Burstein difference algorithm given by
Eqs. (VIII.53) through (VIII.55), utilizes central differences
in space for the representation of 3/9x derivatives. This
leads to the requirement that all four dependent variables, U,
must be specified at both x = 0 and x = L boundaries. The
four physically available boundary conditions are, therefore,
augmented by the four available compatibility relations along the
characteristic lines. These compatibility relations were derived
in Appendix E.

1. The Head-End (x = 0) Boundary Conditions

Assuming all properties to be fully defined in the core
flowfield up to the current time level, that is, for t < ti,
the following iterative procedure is utilized for calculation of
U3+ 1 .
0

(a) Initialization step:

The two-level, second-order-accurate formula is used
for initial prediction:

Uj + I ' p z 2UW - U - 1 (F.1)
0 0 0

for the entire+ eendent variable vector. For j = 1,
simply let U3 p U3

(b) With U8+ I'p- given, the reacting wall layer and con-
densed phase solutions are generated at x = 0, as
described in Section VIII.D. To maintain a finite
Reynolds number, Rex(x = 0+), a small standoff distance
from the wall, xo/Ax<< 1, is imposed; the solution
was found quite insensitive to actual x0 values, as
long sothey remain small, due to the weak dependence
on ReV2

The solutions at this step provide (m, h*, Y*)
at x = 0+ .

(c) Corrector Step:

The following three relations are imposed physically
by the particular position of the head-end boundary
at the flame cutoff edge:
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i = Uj3)P/h* (F.2a)
0(1) 0(3)

U (2 = m (F.2b)
0 (2)

U+ Uj+lc
0(4) -0(1) F (.c

where the data from Step (b) is utilized. These rela-
tions are augmented by the left-running, II-character-
istic compatibility condition given by Eq. (E.11).
Replacing the time differentiations by difference
quotients, the compatibility equation is written:

(3 ) - -1[AtRII + afAU(2 ) - uA(1)1 (F.3)

Figure F.1 shows the II-characteristic segment
of interest at the x = 0+. boundary. This segment lies
between the points A(XA,tJ) and B,(0,tJ+l).

The mean values of the coefficients in Eq. (F.3),
denoted by overbar, are defined:

a = 0.5 (aj+lp)B + (aJ)A] (F.4a)

where, generally, a = [(y-I)U( 3 )/U( 1 )] 1/2

'p j~ "U
(2) (U1j') B + (2) (1) ) A] (.b

RII 0"5[RII(J+lI'P)B + RII(pJ) (F.4c)

R is defined by Eq. (E.llb); it generally depends on
tAi core source-term vector, PT = (Fl F2 F3 ). At the
boundary point B'(0,tj+l), the source terms are evalu-
ated by using the wall layer and condensed phase solu-
tions of Step (b) herein, along with the vector U iP*
At the intermediate point, A(xA,t3), the source terms
are found by linear interpolation (at time level tJ)
between their values at B(0,tJ) and at C(Ax,tJ).

The difference terms of Eq. (F.3) are defined:

AUt k )  (Uj+lc) ( ) (F.4d)
(k) (k) B ( A

with k =1,2,3.
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Now, since all the right hand side of Eq. (F.3)
is fully defined, AU(3 ) can be calculated:

+i c = AU + (U ) (F-5)
0(3) (3) (3) A

(d) Checking convergence:

When the following convergence criterion,

m j+l,c - .j+l,p

max u0 (k) 0(k)
B (F.6)

0 (k)

is fulfilled, the procedure is stopped. If not, the
iteration loop is repeated from Step (b), letting

U '+ I 'p - Uj+lc The value of B a, 1/1000; the most
sensitive parameter in the above check has been found
to be U( 3 ) = phT.

The iteration procedure described herein, despite
its crude appearance, has been found to converge within
3 iteration cycles under most conditions tested. Check-
ing the residuals [at left hand side of Eq. (F.6)],
shows accelerated convergence from cycle to cycle.

For clarification of the method by which the inter-
mediate point location, xA in Fig. F.1 , is defined,
the reader is referred to the following section. The
same method is used also for defining the location of
the intermediate points, C, D in Fig. VIII.6b, at
the x = L boundary.

2. Determination of the Intermediate Point 'A' at The x = 0
Boundary.

The characteristic line segment is straight, assuming small
At. The II-characteristic segment of interest passes between the
points A(xA,tJ) and B'(0,t3+i), as shown in Fig. VIII.6a. The
slope of the segment is defined by linear interpolation between
the points B(O,tJ) and C(Axt3); it therefore depends entirely
on properties at time level ti, consistent with the overall
coreflow numerical algorithm, being explicit in its time marchina.

The slope tangent is

a= ( +)PB + (F.7)

where B (a - u)B, pC E (a - u)C, and 0 < (D XA/AX < 1.
Observing the triangle B'BA, xA = aAt. Thus, ¢ and XA may
be solved for:
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= B/[I B - P C + Ax/At] (F.8a)

xA = Ax (F.8b)

The parameter ¢ can now be used for calculating intermediate
values of U3 and FR, by linear interpolation, similar to that
given by Eq. (F.7).

An identical procedure leads to the definition of the interior
points D,F at the x = L boundary, along with the associated
D-values. Note that the reason for point 'F' (for which the
characteristic slope is , a + u) not coinciding with the last
interior mesh-point, 'NF', is the CFL number, B < 1.

3. The Nozzle-End (X = L) Boundary Conditions

At this boundary, the only available physical condition
corresponds to the Mach number, as imposed by the sonic nozzle
constraint. The relationship is:

2 + 2 12[ - 2_ j -i

M2 (L,t ) (tj+l)/A Y+ + - 2(L,t

(F.9)

The Mach number corresponds to the frozen speed of sound, justified
by the short nozzle assumption.

The given boundary constraint is augmented by three character-
istic compatibility relations, along the I, III, and IV right-
going characteristic lines. These allow the determination of the
entire u +  vector, as required by the numerical scheme. An
iterative procedure, similar to that for the x = 0 boundary,
is utilized.

(a) Initialization step:

J+IP = 2Uj - Uj-iUL  L=

similar to Eq. (F.1).

(b) Calculation of the port exit section Mach number:

Equation (F.9) is implicit in M2 (L,tJ+I). For the
curren imposed value of throat area, At(tj+l),
M2(L,t)+I ) is therefore calculated iteratively. A
Newton Raphson procedure is used.
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(c) wall layer and condensed phase solution:

For the given U pcore data; the source terms are
calculated:

Fj+lIp..F lp
1 4

(d) Corrector step:

The 1,I11-compatibility relation T are used siTultane-
ously, solving directly for U +lfc and U (3)
in the following manner.(3

y u (3)1 + IA (2)1 - I1A (1)1 =RIAt(.0

!I'AJ -II I A F.1
Y (3)111 - 11 U (1)111 11At1Fl1

The I-characteristic segment is defined as FE' and the
III-characteristic segment is DE', in Fig. F.2.
Accordingly, the mean properties, denoted by overbar in
last two equations, are defined:

0.5 j~ E + 3 F (F.12a)

F0.5[( )j+lIp + ( J (F.12b)
III E. D

The associated difference terms are

AU [Ui+'c] - U - [U3a(k)I (k) E (k) F(F1)

AU[U)+]FcI - Uj F1b
U(k) III [U(k) E, (k) D(F1b

for k 1,3. The AU(z)I term in Eq. (F.10) is
treated explicity, letting

A2) (lE (3)E 012)F

Substitution of Eqs. (F.12) through (F.14) into Eqs.
(F.10) and (F.11) results in a two-by-two, linear
algebraic system:
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X1 - (a)IX 2  A1

(F. 15)
X1- (a )IIIX2 = A2

where: X, y-_ j+l,C X j+lC
w (3)E' 2 - (1)E'

A, RIAt -aAU + Y-- J - (a-u) Uj

1 (2) y (3)F I (1)F

A R At + Uj - (a2 UI2 1 Iy (3)D III (1)D

The solution is straightforward; the corrected values

of U(2 )  and are obtained, in terms of(2) (4)
X1 , X2 :

j +ic j +i 1/2
U M [YXX 2  (F.16)
(2) L 1 2

R At -a U
Uj+lc IV IV (4)D (F.17)

1% Y M3D IV2
(4) I -

y (3D1-11vX

where U( 3 )iv = U and aiv = aii;

Eq. (F.17) is derived from the difference-form of the
IV-characteristic (particle path) compatibility
relation, Eqs. (E.13a,b).

(e) Checking convergence:

This step is entirely identical to Step (d) in the x = 0
boundary calculations procedure of Section 1 herein,
cf. Eq. (F.6).

If the convergence cziterion is not satisfied,

a new iteration cycle is initiated, letting

Uj+lP = U j+l'c , and re-starting at Step (c).

Similarly to the x = 0 boundary procedure, the present
iteration procedure was found convergent within three
to four iteration cycles, showing accelerated
convergence.
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T~ -j - B'
TANI( )

II-CHARACTERISTIC

TJX

T B AC_ x
X=O _ x N=I

Fig. F.1

The x = 0 boundary configuration.

TJ+lIE

I-CHARACTERISTIC

111, IV- PARTICLE

T PATH

I
I

Tj F D E
N-NF x c -x D X=L

x
Fig. F.2

The x = L boundary configuration.



Appndix G

ERROR ANALYSIS FOR THE MODIFIED RUBIN-BURSTEIN
FINITE DIFFERENCE ALWRITHM

The present analysis is an extension of the numerical investigation in
Section VIII.E. The original hyperbolic system is considered "in the small"
for present purposes; the (linearized) exact operator is

- ta

~z. (G.l1)

and the numerical counterpart to the exact solution u(x,t) being (x,t). The
objective is to derive expressions for the amplitude and phase-velocity errors
associated with the modified Rubin-Burstein finite difference algorithm and to
demonstrate their dependence on the CFL number B and various values of fAt.
The nomenclature is the same as in Chapter VIII.

1. Amplitude Error and Spurious Dissipation

Following the von Neumann spectral analysis method, a single Fourier
component of the numerical solution is considered,

U )= o t e~p) ()I kX) (G. 2)

k is a wave number corresponding to the particular harmonic of interest; a(k)

is the complex, time-dependent amplitude of the component. he amplification
matrix is defined

A O

Z - 4%.'(t +at)(t) (G. 3)

and is generally complex. Noting that the space increment operator may be
expressed by

K+e

substitution of Eg. (G.2) into the combined RB difference algorithm, B.

(VIII.58), yields:

= Z + (Cat) [(3+ os60 X_ kS44-

C4-f-)21( cc k xJ/4
(G.4a)

The part corresponding to f = 0 is defined

ia7 - I -(Cosk -I (G.4b)

and B CAt/ Ax.
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Note that the stepwise stability requirement for the case f = 0 states
simply that all eigenvalues of Z must be smaller than unity, regardless of the
exact solution. This type of st~bility argument is strictly ruled out whenever
f # 0, and the two cases are not simply related.

The exact solution kth Fburier component can be written as u(k) (x,t)
b(k) (t)exp(ikx). Substitution into the linearized system, Eq. (VIII.57),
results in an ordinary differential equation for b(k); the solution yields:

A = (9 (k) 
t

(G.5)

with f = f, and note that CAt = BAx, by definition. Considering only cases
with ifAt << 1, the exponential term in the last equation can be expanded:

epL t + h -~~-c(-t/. - 0~~t

Substitution into Eq. (G.5) results in a hierarchy of components for various
orders of f At. Comparison of the lowest order terms of Z and ' is given
below. hroughout the remainder of the present section, the eigenvalues of Z
and z are considered. It can be shown that these are obtained by substitution
of the eigenvalues of the matrix C (cf. Appendix E) in place of C, in Eqs.
(G.4a,b) and (G.5). Extension of the results to the vector space is
straightforward.

(1) Zeroth order, (fbAt) 0 : The exact solution:

z(OC) ~ kX-~j k ) (G.6a)

The RB difference algorithm:

j.O)zt~) B Cos kAX -A. jvikAX (G.6b)

which are in full agreement when B 1.

(2) First order, (f At)1 :
A

-~f 0)

() (3 + cosax)/4 (G.6c)

In this instance, for B = 1, only the imaginary parts are in full agreement.
However, for small wave numbers, i.e., k A x << 1, good agreement can be
expected for B < 1 as well. This can be observed by the complex-plane behavior
of Z and 2. 2 is always an 5llipse, tangent to the interior of the circle * at
the point (I + fAt + (fUt) /2! + ... ) on the positive real axis. The
tangency is implied by the RB difference algorithm, being of second order
accuracy. Thus, for small values of the phase, k 4x << 1, the difference
IZ - zi is small. For the finite space interval considered, L, the

fundamental acoustic wave-number is k0 = 1/2L. Typically, Ax = L/25; hence,
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for this particular harmonic, k Ax , 0(0.01) << 1. Shorter wavelengths,
however, would be more readily Rttenuated (for f > 0). This attenuation is due
to spurious dissipation, introduced by the numerical approximation.

Su ious dissipation can be found already at zeroth order level, as shown
by Iz) -IZ-O)I 1 0 for B < 1 in Eqs. (G.6a,b), regardless of the
magnitude of At. The observation made by Rubin and Burstein 1 6 6 attributing
the artificial viscosity in their algorithm to the diffusion-like, 0.5 C2 At
term [cf. third member on right hand side of Eq. (VIII.58)] is, therefore,
somewhat misleading; it should hold only for an exact (discretized) time
derivative.

AThe relative amplification error, defined in terms of the eigenvalues of z
and Z,

E.=- I ZI/rz - (G.7)
Note that I zi = exp(f At).

2. Phase Velocity Error

The rate of propagation of any particular Fourier wave-component in the
physical system is given by the eigenvalues of the matrix C, namely, by the
characteristic slopes X = dx/dt. These are termed phase velocities G1 and are
equal for all wave lengths; this is not surprising, since the original
linearized system, Eq. (G.1), is nondispersive. The subject of the present
analysis is phase velocity difference, or error, between the linearized exact
system and the RB algorithm.

The exact system phase velocity, cf. Eq. (G.5), is given by the identity

being a constant in the linearized system. The phase velocity of the numerical
algorithm is defined analogously:

X -)/kAt (Gb)

The relative phase velocity error is, therefore,

Er (G. 9)

Using now E)qs. (G.4ab) with terms up to second order in (fZt),

EWAXc+ Zcs~ )i (G.10)

Evidently, X*(kz~x) is not constant, so that distinct wave lengths

7-A
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travel at different speeds in the numerical solution domain. By definition,
this amounts to dispersion introduced by the particular difference
approx imation.G 2 ,G3

When the only effect of interest is that of space discretization, the
phase velocity of the difference scheme might take an alternate form. Consider
for simplicity the single linear hyperbolic equation in the form of Eq. (G.1).
The (complex) space discretization operator is denoted by X(ktx) for the
particular Fourier component of wave number k. The time derivative is assumed
exact. For the solution component given by Eq. (G.2), the resulting ordinary
differential equation for a(K) (t) is

A

-T- t9Ct) -C(kAX) (G.11)
A

a solution of which is exp[tX(k Ax)]. 'b satisfy the exact differential
operator of Eq. (G.1), the solution component must be of the form
exp[ik(x - C*t)] . Thus, the space-discretization phase velocity, C*, is
defined A

* T-~t=,A\IL (G.12)

For the explicit, central space-difference algorithm,

thus, by Eq. (G.12),

C =Ckxk.&Y
Equivalent definitions of the space-discretization phase velocity, C*,

have been used by VichnevetskyG3 to produce maps of the phase velocity and
phase velocity error in the frequency domain, (kAx). Similar definition of C*
was utilized by Kreiss and Oliger,G4 to compare the relative merits of second
and higher order space discretization algorithms.

3. Discussion of Results

The amplification (or amplitude) error, Ea, defined by Eq.(G.7) was
calculated by use of Eqs. (G.4a,b) and (G.5), including terms of order
(fAt) . Ea was plotted against phase angle, k&x, in Figs. G.1 through G.3.
In Fig. G.1, the CFL number, B, serves as parameter, at a fixed f t = 0.01.
Evidently, as B is increased from 0.4 toward unity, regions of pure damping (B
= 0.4) or pure amplification (B = 1) are traversed. The behavior is not
necessarily monotonous for a given B, as shown by the peaking of the B = 0.9
and 0.95 curves. The effect of f t on the amplitude error at fixed B = 0.9 is
shown in Fig. G.2; it ranges from pure damping at f At = 0.005 to pure
amplification at fAt = 0.1. For B = 0.5, the same parametric range of f at
produces damping only, which improves in a decelerating manner (i.e., Ea
approaches zero) as fat decreases, demonstrated in Fig. G.3. In general, all
cases show tangency of the error curves to the abscissa at kAx = 0, such that
Ea is small within kax < 0.1. For larger phase angles, as kax > 0.2 (i.e.,
for smaller wave lengths) damping or amplification becomes more pronounced.
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The phase velocity error, Ep, defined by Eq. (G.9) was calculated by use
of Eqs. (G.4a,b) including terms of order (ft) 2 . Ep was plotted against
k x in Figs. G.4 through G.6, with the same parametric range of B and f&t
conducted in Figs. G.l through G.3, respectively. The effect of B is
demonstrated in Fig. G.4: Ep < 0 for any B < 1. As B decreases, the phase
velocity error becomes larger in absolute and negative; in other words, the
same wave-length component (k) travels with less velocity (enhanced dispersion)
in numerical space, as B is decreased at Ax = const. However, within kAx
< 0.15, all departures from Ep = 0 are small (tangency at k 4x = 0). The
effect of f At at B = 0.9 is shown in Fig. G.5: as f/t increases, Ep becomes
larger in absolute and negative. For B = 0.5, all the different f~t curves
coincide, as shown in Fig. G.6. This can be easily proven by substitution of
B = 0.5 into Eq. (G.10). In general, Ep decreases (more negative) as kAx
increases at fixed (B, f At). This behavior is termed normal dispersion,G5 as
smaller wave lengths (large kAx) lag behind the larger ones (small kox).

Additional calculations made at B = 1 and fAt = 0 show that Ea = Ep = 0
uniformly, regardless of kAx, recovering the wll known result at zero
forcing, f = 0.

In conclusion, the results of the error analysis indicate damping behavior
(Ea < 0) and normal dispersion (Ep < 0) for B = 0.5. This particular CFL
number obtains optimal values of the errors in absolute, for values of phase
angle k~x < 0.2. Of course, other configurations may be better suited for
investigations of other nature, e.g., when physical damping is sought within a
system known to be amplifying.
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Stepwise amplitude error,' Ea, vs. phase kAx. The effect of CFL
number B is demonstrated, at a fixed fAt = 0.01.
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Stepwise amplitude error, Ea, vs. phase kAx. The effect of
linearized forcing term, fAt, is shown, at a fixed CFL number,
B = 0.9. Note regions of amplification.
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Stepwise amplitude error, Ea, vs. phase kAx. At , fixed CFL

number B = 0.5, varying fAt obtains attenuation only.
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CFL number, B, is shown for a fixed fAt = 0.01.
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Stepwise phase velocity error, Er,, vs. phase kAx. When the CFL
number is B = 0.5, a unique Ep distribution is obtained for all
values of fAt.
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