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It's my pleasure to present this compilation
of technical papers authored by various
staff members of the Systems Research and
Development Service.

This second edition presents 26 papers on
selected topics of major research and
development efforts in four divisions:

Air Traffic Control Automation; Communica=
tions and Surveillance; Navigation and
Landing; and Systems Development.

Our purpose in publishing this report is

to inform the aviation public of the R&D
activity in progress at the Federal Aviation
Administration. This document is intended

to be both responsive to problems experienced
in today's operation and to our perception of
future conditions.

I T W ile..

ROBERT W. WEDAN
Director, Systems Research and
Development Service, ARD-1

SO N BRI vy 1 1 Wl SO s -




Technical Report Documentation Page

1. Report No.

e ot e VL ST

FAA-RD-aaLS j’

2. Government Accession No.

AD- fog5~ éﬂ?

3. Recipient’s Cotalog No.

A__Title and wbtitie—— e
SYSTEMS RESEARCH AND DEVELOPMENT SERVICE

/| May @80

ertormin: nization Code

[

1@PORI OF R&D ACTIVIE:) o ol

P

ARD-443

8. Performing Organization Report No.

7. Author's)

9. Performing Organization Name ond Address
Federal Aviation Administration
Systems Research and Development Service
400 7th St., S.W.
Washington, D.C. 20590

10. Work Oni

11. Controct or Grant No.

13. Type of Report and Period Covered

12. Sponsoring Agency Name and Address
U. S. Department of Transportation

Federal Aviation Administration Activities
800 Independence Avenue, S.W. 14, Sponsoring Agency Code
Washington, D.C. 20590 ARD~443 N

'1 \ I
e e ey BT —
\\,\/)(.l‘ v ‘ L‘ /L/,‘I‘b soee . - vy \J‘I A‘/V‘(\ - r, P(l[ *f‘“ ,?-'
o R —— o iy
N "\‘C”§~ Y
\J e S R

The 26 technical papers contained in this document provide
the details of selected topics of major research and
development efforts being undertaken by the Systems
Research and Development Service of the Federal Aviation
Administration. Emphasis is placed on recent achievements
and of expected results in the near future.

R, J

o -
— S - T, -
/ le

17. Key Words

18, Distribution Statement

Technology, Research and
Development
Technical Aviation Papers

Document is available to the U.S. public
through the National Technical Informa-
tion Service, Springfield, Virginia i
22161,

20. Security Classi

UNCLASSIF

19. Security Clossif. (of this report)
UNCLASSIFIED

21. No. of Pages

193

f. (of this page) 22. Price

1ED

Form DOT F 1700.7 (8-72)

Reproduction of completed page authorized {11




T YR R SR ey

METRIC CONVERSION FACTORS

Approximate Conversions from Metric Measures

Illllllll

Appronimete Conversiens to Metric Measures

i

Maltiply by Yo Find

When Yeu Kuew

Symbs!

Illllllll

Symbol

Te Find

Mekigly by

Whea Yoo Knew

LENGTH

t———

1

IIIIIIIII llll'llll

eezBE

.....

EScck

61 |81

IIIIIIIII

7

centimeters
centimetess

LENGTH
25

fiis

1=t

AREA

Illllllll

meters
kilometers

0.9
.

9

AREA

"'I"',‘"I"'l"'l"'|"‘|"'

square miles
acres

square inches
square yards

0.16
1.2
0.4
25

square centimeters
hectares (10,000 m?)

square meters
square kilametars

s

1

lllllllll

Brers 2

i
i

(X3
0.09
0.8

squeve inches
square fest
squere yards

Y

"

ll|llllll

square meters
i

28
0.4

MASS (wight)

SQUEre miles

MASS {weight

0.0%
22
1.1

tonnes (1000 kgl

grams
kilograms

ad.

l:l:'llljl:l:lllllil:l‘llllﬂ

o 2.

i

4

o

lIllJllll

VOLUME

e ———

VOLUME

llllllll

milliliters

- L)
Ew--EE

3

milliliters

milliliters

milliliters

liters
liters
liters
liters

[ ¥ 1}
0.47
0.95

teaspuons
tablespoons
filuid cunces

12l ey

TEMPERATURE (exact

3 9
I
(L
I l ‘lll ‘l

l'lll|l|l'l|l'||l'l|t|||lll'lll

cubic meters
cubic meters

38
9.03
0.7¢

cubic fest
cubic yards

9/5 (then
add 32)

Celsius
tomperature

’
llllllllllllll(lll(

Il!llllll'll‘llll'lllll

TEMPERATURE (exact)

€
’(l!lll(l\

1

temperature

Celgius

5/9 {after
32)

Fehwonheit

ll“l\l“

(i
|||||||

inches

. see NBS Misc. Publ. 286,

RACT CONVOrS wns and more detasied tables,

* 2.54 tenaclly), For other e

Units of Wesghts and Messwres, Price $2.25, SO Catalog No. C13.10:286.

Y




e b

TITLE AUTHOR PAGE

{ AIR TRAFFIC CONTROL AUTOMATION DIVISION ;o
- Terminal Information Processing System. . . ./« « «Nathan Aronson 1
! Basic Metering and Spacing for Automated ,

Radar Terminal Systems (ARTS 1II). . ..... Gary R. Rowland 9
i Electronic Tabular Display Subsystem (ETABS)
- Development Program . . . . ... ....... Donald L Scheffler 23

En Route Minimum Safe Attitude Warning 1

Function (E-MSAW). Integrated With The
Current National Airspace System (NAS)
Automation System . . . . .. ... ... ... James P. Dugan 3

En Route Display Recording/Playback . . . . . . . . Parker E. Harris, Jr. 43 A

A New Airport Surface Detection Equipment
! Surveillance Radar . . . .. ......... P. J. Bloom, J. E. Kuhn, 49
J. W. 0'Grady

Digital Radar Remoting for Air Traffic Control
Terminal Areas. . . .. ............ John D. Horrocks 57

~—

> COMMUNICATIONS AND SURVEILLANCE DIVISION . ~ e« .

o

' Discrete Address Beacon System (DABS) Data

Link Applications Development Program . . . . . John J. Bisaga 65
b A
» Discrete Address Beacon System (DABS) . . . . . . P. D. Hodgkins B _
'4 \ Moving Target Detector . . . . . ......... Donaid H. Turnbuli 19

A
! 3 Automatic Traffic Advisory and Resolution ?

‘ Service. . . ... ... e John A. Scardina 8

Beacon Collision Avoidance System (BCAS). . . . . Owen E. Mcintire 9%

‘ v

R e D O g PR e e . e AN APPSR P9 o= v i YT R R




TITLE AUTHOR PAGE

Airport Security Systems Developments
Bomb and Explosives Detection . . . . . . .. Gerald Carp 99

= NAVIGATION AND LANDING DIVISION , as?
FAA SRDS Air Transport Cockpit Alerts/ /

‘ Warning Systems . . . ... ... o+« ..  John F. Hendrickson 107
Helicopter Development Program . .. ..... Alvin F. Futrell 111
" LORAN-C Development Program . . . . . . ... George H. Quinn 117
Wind Shear Program. . ... ......... H. Guice Tinsley 121
[ Evaluation of ﬂead-Up Display (HUD) for .

b Civil Aviation . . . .. ... ...... . William B. Davis, Jr. 131
| > SYSTEMS DEVELOPMENT DIVISION _

Systems Integration . . . . ... .... T Roger G. Hunter 135
Visual Confirmation of Voice Takeoff Clearance. .  George A. Scott 143
i Aviation Weather System Program . . . . . . .. John W. Hinkelman, Jr. 151

Characterization of The Thunderstorm For
Safe Aircraft Operations . . . ... ... .. Frank V. Melewicz, 157
Arthur Hilsenrod
James H. Muncy
Raymond Colao

Automation of Aviation Weather

Observations . . .. ............ Eric Mandel 165
| Computer Generated Voice Repsonse
Development . . . . . ... ... .. ... Carey L. Weigel 171
of Automated Route Forecasts (ARF). . . . . . .. Carey L. Weigel 181
FAA Remote Terminal System Frequency
Assignment Model . . . . ... ... ... Charles W. Cram 189




QA AT G R G e T

TERMINAL INFORMATION PROCESSING SYSTEM

Nathan Aronson ;

Systems Research and Development Service
N Federal Aviation Administration
Washington, D.C. 20591

]

BIOGRAPHY KossmeTon Tor /
Nathan Aronson is the Chief, System Analysis Section in the Terminal | wprg ,
Branch, part of the Air Traffic Control Automation Division. He DDC 148
received his BS in Electronic Engineering in 1957 from Polythechnic n
Institute of New York and his M.S. in Transportation in 1973 from th Anmouneed
University of California, Berkeley. Mr. Aronson has contributed to Jﬂitiricauon
the development of terminal automation programs. In addition, he
served in the Office of Aviation Policy where he conducted economic By
analysis of major FAA development programs. Prior to coming to the

FAA in 1959, Mr. Aronson was a radar design engineer in private ~platributions
industry for two years.
Avnil_abilitx__@'odes
Ava1d and/or s
Dist special

ABSTRACT

This paper presents a technical overview of
the development program for the Terminal
Information Processing System (TIPS). The
i objective of the program is to provide an
, electronic data display system that will

, improve the flight data handling

) capabilities at ARTS III terminal
facilities. It is intended to replace the
Flight Data Entry and Printout (FDEP)
equipment and the associated paper flight
progress strips used in the tower cadb and
TRACON.

BACKGROUND

The present Flight Data Entry and Printout
(FDEP) equipment system at ARTS III
facilities has basic capacity limitations
which effect the availability and
timeliness of flight data, especially in
the more active terminals, Because it is a
mechanical device, the FDEP equipment is
also the source of considerable maintenance
problems.

An engineering requirement was prepared
[ for a replacement system which would
utilize electronic processing and display
techniques. The design objectives are to
greatly improve the speed, efficiency,

reliability and usability with which

flight data can be distributed and 1
manipulated by controllers in the TRACONS

and tower cabs. The design objectives also

include the electronic integration of the

flight data process with other automation

aspects of the National Airspace

System (NAS), 1

The Engineering Requirement provided the
basis for a competitive procurement to
develop an engineering model of a TIPS
system. In April 1979, the contract was
awarded to Lockheed Electronics Company,
Inc., Plainfield, New Jersey. The major
subcontractor is Magnavox Government and
Industrial Electronies Co., Ft. Wayne,
Indiana.

TECHNICAL DESCRIPTION

TIPS will include those functions currently
performed by the FDEP subsystem. As
previously indicated, the FDEP has
operational and system design limitations
that affect system capacity and controller
workloads within the terminal area. TIPS
is intended to remove these limitations and
provide an improved terminal capability for
entering, displaying, and distributing
flight and other non-radar data.
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A primary objective of TIPS is to improve
the availability and timeliness of flight
data presentations to TRACON and Tower
controllers. Currently, flight data from
FDEP is available only for Instrument
Flight Rule (IFR) flights, and may be
delayed due to the FDEP's low data
communications speed (100 words per
minute). In addition, the ARTS computer
contains only abbreviated flight data on
IFR flights. With TIPS, full flight plan
Jata can be displayed on the TIPS displays
for all IFR and Visual Flight Rules (VFR)
flights as soon as the information is
entered into the terminal computer data
base.

A second objective of TIPS is to reduce the
controller coordination workload. With
FDEP, flight strips are marked and
distributed by the TRACON and tower
controllers.  Also, voice coordination is
routingly required between the tower and
TRACON at the.time flight responsibility is
transferred. With TIPS, a simple computer
entry action will suffice to transfer
flight and control information between
tower controllers or between the tower and
TRACON, or between towers.

A third objective of TIPS is to support the
increased demand for VFR flight services.
At present, several controllers may request
the same basic flight information from a
VFR pilot. With TIPS, this flight
information can be initially entered into
the terminal data base and thereby made
available to all TRACON and tower
controllers to assist them in providing VFR
flight services.

The major operational capabilities provided
by TIPS are:

a. Tower Electronic Tabular Display
Presentations. Tabular displays are
provided at the tower operational
positions and will contain selected
flight, weather and status information
which is of current interest to the
controller. The displays will also

present full flight plan information in
response to a controller request.

b. Improved TRACON Flight Data. The
existing ARTS Plan Views Displays

(PVDs) will be used to display summary
flight data for all active flights
(i.e., those which have a Full Data
Block (FDB) displayed) and inactive
flights (i.e., those on the
Arrival/Departure or Coast/Suspend
List). Summary flight data is
displayed by using the "alternate data
switch™ capability which causes flight
data to temporarily replace tracking
data on the PVD. In addition, summary
flight data presentations for current
and expected flights are presented on
new tabular displays for planning

purposes.

c. Enhanced Local Flight Data Entry.

Local flight data will be entered into
the computer data base for presentation
on terminal displays. A controller
will be able to enter VFR and local IFR
flight plans, change IFR flights to VFR
status, and make other flight data
entries which relate to terminal area
operations. Once the local flight data
is entered into TIPS, it can be
displayed at any TRACON or tower
controller position which needs the
information.

d. Improved Flight and Control Information

Transfer. When control of a flight is
transferred between the TRACON and a
tower, a single controller action will
usually provide the receiving position
with sufficient flight information to
eliminate routine voice coordination.
When a flight is transferred from one
tower controller to another, a single
controller action will replace the
physical movement of the flight strip
from one controller position to another.

e. Simplified Tower Manning Level
Adjustment. In response to increases
or decreases in flight activity,
controller positions may be combined or
decombined by a single supervisory
action. When two positions are
combined, the information displayed at
those two positions will automatically
be combined and presented on a single
display. When a position is
decombined, the information needed at
the new position will be automatically
presented on the new display, and the
information needed at the original
position will be retained on its
display.

System Design Hardware

The TIPS system is configured into a main
processor a Terminal Flight Data Processor
(TFDP) and up to six display/processor
subsystems which can each service up to 12
display terminals. Each processing
function is performed by Lockheed's
Advanced Bipolar Processor (ABP) which is a
ruggedized and repackaged version of the
Super Pace minicomputer built by National
Semiconductor. The ABP operates on a
universal bus structure that is easily
adaptable to redundant, parallel, or
multi-computer configurations. All input
and outputs are memory-mapped. Therefore,
input/output devices are serviced as
another memory location, and any memory
reference instructions can be executed at
the selected input output post. The
computer operates on a 300-micro-second
micro-cycle with an average instruction
execution time of 1.2 micro-seconds. The
hardware configuration for the TIPS system
is shown in Figure 1.
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Within each processor subsystem, functional
and hardware commonalities exist, in that,
memory Central Processing Unit (CPU) and
input output devices are configured
identically and thus interchangeable
through printed circuit board replace-
ment. Display deflection and video
processing circuitry is also configured for
printed circuit board interchangeability.

The simple addition (or deletion) of memory
and input output devices provides
flexibility and permits adaptation to
individual terminals.

Use of the universal bus structure also
permits flexibility in the use of
peripheral devices.

As shown in Figure 1, the main processor
TFDP contains the disc drive unit
interfaced to the data bus through the disc
formatter and the Direct Memory Access
(DMA). The disc contains the operational
programs, main data base, diagnostics, and
debug programs which are accessed by the
resident software. The Magnetic Tape Unit
(MIU) and its magnetic tape formatter also
interface with the data bus through the DMA.

Control of CPU operations is provided by
the Input Output Terminal (IOT) with
additional control monitoring and program
modification provided by the computer
control panel. A key lock is provided on
each control panel to prevent inadvertent
or uncontrolled use.

Modified or new program source cards may-béh

entered into the data bus through the card
reader. Source and object program listings
in addition to error messages or
maintenance information are printed out by
the line printer.

Flight data enters TIPS through the patch
panel from ARTS III directly and from ARTCC
through the Inter Facility Data Set

(IFDS). This data is bufferered and
assembled in the input output buffer and
block transferred to memory by the CPU.

The message data is processed and stored in
memory or is transferred to the main data
base located on disc.

Up to 65k words of memory (16 bits plus
parity) can be directly accessed by the
CPU. Additional address flag bits are
available to indirectly access up to three
additional banks of 65k words of memory
each for a total memory capacity of 256k.
A1l memory is static Random Access Memory
(RAM), with data retention provided during
power loss by a backup battery supply.

In each processor subsystem (TRDP and TDP),
a local data base of 50 flight plans is
maintained in random access memory in the

event that the TFDP, CPU, memory, or input
output fails. In this event, operation is
continued with minimal loss of operational
capability. The system self restores all
data bases and processes all pending
messages when full service is restored.

The memory capacity of the TDP is identical
to that of the TFDP and is expandable in
blocks of 8k words.

The TRACON and tower cab displays are
physically identical and provide for
presentation of selected information stored
in the TIPS data base. See Figure 2,
Display Terminal Configuration. The
displays are under control of the display
CPU which performs Cathode Ray Tube (CRT)
screen update from messages generated by
the TDP. Operator data entry devices
include an ARTS III type keyboard,
quick-action pressure-sensitive actuators
located on the CRT's periphery and a remote
hand-held control unit for local and ground
control positions. These devices enable
the operator to request new display data
and to modify displayed data. The CPU
receives data entry requests through the
Input/Output (I/0) buffer, which contains
universal 8-bit parallel ports that connect
to the universal data bus. The CPU Loads
the refresh memory with appropriate
formatted data, and the refresh

memory control performs independent display
screen refresh.

Figure 2. Display Terminal Configuration

The display incorporates a
random-positioning, stroke-generated
character writing and constant-velocity x-y
line generation capability. Figure 3 is a
block diagram of the display terminal. The
terminal contains:

TDP communications
Microprocessor

1/0 interface

Refresh memory control
Position generator.
Stroke-character generator

s o o o o
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. Constant-velocity line generator
. Deflection drivers

. Video amplifier

. 15-inch (diagonal) CRT (P31 phosphor)

This design was chosen to provide:

. High legibility display

. High brightness and contrast

« Versatility

. Ease of implementation for functional and
capacity growth

. Base of maintenance

To enhance the contrast, the CRT uses a
spectral filter matched to the P31l
phosphor, which has a 55-percent peak
transaissivity. The front surface of the
CRT is etched and coated with an
antireflective coating to minimize
reflections.

A complete quick-action capability is being
provided for each display by using
pressure-sensitive switches mounted on the
bezel adjacent to the left side and bottom
of the display face to address horizontal
1lines and vertical data columns,
respectively. The switches are associated
with the CRT's computer-generated legends
by leaders. This provides each controller

with an easy, acourate, and flexible method
of identifying and acting upon specific

Display Terminal Block Diagram

displayed information.

The hand-held control unit provides local
and ground controllers with a means to
quickly and easily transfer data from the
top of the arrival or departure lists, to
the controller who normally assumes
responsibility for the aircraft, without
looking at the display. The unit also
provides the functional capability to
address data on the display by using a
four-way cursor control switch. The
control unit and the pressure-sensitive
switches have identical addressing
capabilities.

An ARTS III type keyboard provides full

data entry and editing capabilities and is
adapted to the TIPS functions and symbology.

Software Description

The functional organizations and software
module interrelationships of the TIPS
computer programs are shown in Figure 4.
The block diagram on the left side of the
figure applies to the TFDP functional
organization and software module
interrelationships. The block diagram on
the right side of the figure applies to the
functional organization and module
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interrelationships within either the
processor subsystems TDS or TRDS program
because of the great similarity between the
TDS and TRDS programs. All display format
and reconfiguration data is transmitted
from the TDP and TRDP to each display
terminal. No functional message processing
is performed in the display terminal and
all intelligence is contained in firmware.

In each program, the input communications
handler module verifies message parity, the
Longitudinal Redundancy Character (LRC),
and the start and end of test protocol. If
an error is detected, the message is
immediately routed through the message
handler module to the program output.
Messages passing input verification are
routed to the message correlator and
analyst for identification and for
additional format-field and test-error
checking. Messages successfully passing
these checks are placed in processing
queues, time tagged, and recorded. They
are also routed to the message handler
modules. Message processing functions,
though different in the processors, are all
separate and independent modules. As such,
they can be easily linked or combined in
any processor to form site-adaptive
configurations.

Each of the five message handler modules
processes a different message class.
Certain processed messages are stored in
the main data base. The overall data base
consists of the local data base and the
main data base. The local data base stores
images of active data and a central flight
status table in Random Access Memory

(RAM). The main data base contains all
flight plan data stored on disc. Other
processed messages are outputted from the
program via the output scheduler and output
message handler. The output scheduler
queues the messages on a priority basis,
while the output message handler
distributes the messages to the destination
devices as the destination devices become
available to receive the data. Output
messages are recorded as they pass from the
output scheduler to the output message
handler. The output message handler also
appends special characters such as start of
text, end of text, and LRC to each

message. The o tput message handler
includes a per.ing message table where the
message remains available until it is
accepted completely by the destination
device.

Configuration and site-adaptation tables
are controlled and accessed by the
executive.

Timed flight data distribution is handled
by a separate processing module. This
module accesses the data base for solicited
and unsolicited data updates and flight
plan presentations. The function is based

on adaptive data created by the ARTCC, or

locally; and its output identifies a Unit

Message Buffer (UMB) for transmission to a
display terminal.

Controller actions are encoded by logic in
the display and are transmitted as messages
to the TDP or TRDP communications
interface. When the keyboard or
quick-action message is validated, and
acknowledged, the interface task transfers
it to the analyst task, which subsequently
routes it to the appropriate processing
task. The processing task can either
reference the local data base or initiate a
TFDP message. A display message is
imnediately transmitted when local action
is sufficient. The display output follows
a TFDP reply when the controller action
requires communication to the TFDP.

The TDP and TRDP also receive unsolicited
TFDP messages that are not replies to
controller actions. These messages modify
the TDP or TRDP data base and can result in
new or modified display information.

Internal queues are maintained in priority

order for the efficient use of resources.

The average length of all queues is less

than one message, but the queues are still ,
necessary to handle message bursts in a 4
rapid and orderly manner. The program

structure of independent tasks and queues :

is well-suited for TIPS message processing. L

The parallel tasks must, in actuality, be

performed with a processor that provides b
service to only one task at a time. This 1
is accomplished by allowing input output

functions to proceed without processor

intervention, and with a task scheduler

(executive) that executes tasks

sequentially in priority order. The

logical message flow is independent of the

scheduler because there is a surplus of 4
processor time under all message load

conditions. Individual tasks are queued

and completed in priority order.

Failure Modes of Operation

Because of the high reliance on flight data
information, limited operation is designed
into the system in the event of failure of
elements in the flight data network.

If one of the tower displays or one of the
TRACON TIPS displays fail, then by
combining display functions, operations can
continue until the failed display is
replaced or repaired. A typical example
would be if the local control position
display failed. Either local control and
ground control could be combined or the
clearance delivery/fl1ight data display
could be combined and the available display
could be taken over by the local control
position and operation would continue after
only a few seconds of changeover.

Similarly this also applies to the TRACON.




If the tower display subsystem processor
should fail than associated displays are
designed to recognize the failure and
retain the data on the displays. The most
critical position is local control and this
display will have an arrival and departure
1ist of both active and pending flights
which contains twelve aircraft and other
needed data.

Therefore, the local controller can
continue operations by partial use of the
display data list and with the aid of a
pad. If the failure is anticipated to
continue beyond several minutes, then the
flight data personnel will backup the
operation by preparing flight strips
manually until such time as the processor
becomes available.

A failure of the major TIPS Processor
(TFDP) will not stop the tower or TRACON
processor operation, since both subsystem
processors contain a flight data base for
60 arrival, 60 departures IFR flights and
50 Tocal operations. This allows the
facility to operate typically for 30 to 60
minutes until the TFOP will be brought back
on line. Again, manual operations can
backup prolonged outages. Redundant TFDP
and communication channel for Targe
facilities can reduce the probability of
this occurrence to almost zero.

If communication to the ARTCC should fail
or if the ARTCC itself should fail, the
TFDP data base will allow a continued but
limited operation of the complete terminal
area (similar to TFDP failure) until such
time as the malfunction is corrected.
Storage of 1,000 flight plans is available
in the TFDP. Manual keyboard entry of
flight data messages for distribution to
TIPS displays will also be possible in the
event of interfacility data line failure.

TIPS Interface

The TIPS equipment is being designed to
interface with and process flight data
information between the center computer and
the ARTS III equipment. TIPS related
changes in the ARTS equipment will permit
(a) the presentation of flight plan data to
Radar Controllers (on their ARTS displays),
(d) the ARTS III keyboard to handle all
FDEP type messages, (c) the common handling
of flight plans entered either from the
ARTCC, TIPS or local entry devices and (d)
the entry of beacon code assignments for
VFR and local IFR flights. The en route
ARTCC computer program changes required for
the prototype TIPS include those needed to:
provide full flight plans to TIPS (and
ARTS), interface the ARTCC computer with
the TFDP, and to provide the ability to
handle all FDEP type messages over the
medium speed (2400 bps) interface. A data
communications capability is required which
permits the ATC sysatem to operate in either

a TIPS or a non-TIPS mode. When operating
in a TIPS mode, the TFDP will interface
with the ARTCC and ARTS computers via a
patch panel. When the ATC system is
operating in a non-TIPS mode, the ARTCC and
ARTS computers will communicate via the
patch panel without involving the TFDP.

The existing ARTS-NAS interface will be
used for the TIPS mode.

TIPS system interface engineering and
operational testing for the prototype
development systems will take place at both
the National Aviation Facilities
Experimental Center (NAFEC), and at an
operational ARTS-III field facility. The
field facility testing will essentially be
performed in the ARTS III facilities tower
cab, and an associated satellite tower

cab. The object of these tests will be to
demonstrate the electronic flow of flight
data in the tower cab; the man-machine
interface in a live environment and the use
of display equipment in the tower cab. The
field test system will have a dedicated
medium speed interface with the ARTCC, but
only a partial data interface. There will
be no ARTS interface connection for the
field system. At NAFEC all field interface
and operational evaluations will be
pre-tested; in addition, a full
TIPS/ARTS/ARTCC interface will be evaluated
with emphasis on the TRACON/Tower Cab
flight data flow.

Summary of Program Status

The TIPS program has been planned to
replace the FDEP equipment and paper flight
strips with a contemporary electronic
processing and display system. A contract
for the development of prototype equipment
has been awarded to Lockheed Electronics
Company Inc., in April 1979. Prototype
system testing is scheduled to begin at
NAFEC in August 1980, and at a field site
in February of 1981. The comprehensive
test and evaluation program for NAFEC and
the field site will be concluded in
September of 1981. Based upon the
knowledge obtained through the development
program and the test results, a Technical
Data Package (TDP) is schedule to be
submitted by January 1982 to FAA's
operational services for their use in a
TIPS implementation program.

References
1 Terminal Information Processing System

(TIPS) Engineering Requirement,
FAA-ER-D-120-006,
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ABSTRACT

Rasic Metering and Spacing is a
development proaram designed to take
the first major step towards
automation nf a complex air traffic
control! function: that of metering,
sequencing, scheduling and spacinrg
terminal arrival aircraft. The desian
of the proaqram and its current status
is described along with potential
henefits, testing results and future
plans. In addition, a brief
description nf some of the complex
issues which are vet to be resolved,
is provided.

Introduction

In 19274, FAA awarded the basic
Metering and Spacing (M&S) ARTS-II1
development contract to Sperry
UNIVAC. The contract required
development of M&S software,
integrated with the ARTS-II1
operational program, for use in a
thorough engineerina and operational
evaluatinn of the MLS concept.

The hasic M&S software is now
underqoing test and evaluation at
NAFEC. The software is intearated
with a Denver, Colorado operational
ARTS-1I11 program which includes
Conflict Alert (CA), (see Fiaqure 1 for
hardware confiauration). The test '
objectives are to ohtain M&S ]
performance measures in a hiah demand, ‘
realistic simulation environment i
including:

a. Sensitivity of "&S preoaram to
errors in wind estimation and
response to changes in terminal
area winds.

b. Compatibility of M&S commands
with existing procedures and CA
logic.

c. Performance variations as 2 i
function of M&S control gecmetries.

A description of the specific 4
performance measures to he used ancd of

the two control qeometries to te

tested is contained in the following 2
sections:
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fFunctiona! Description

The primary objective of M&S is to
enable an increase in airport capacity
without adversely impacting system
safety. The increase in system
capacity will be achieved by providing
more consistent irter-arrival spacing
of aircraft, thus assuring an increase
in runway utilization. The automated
M&S function should also prove
beneficial in other areas such as an
overall reduction in arrival delays
(with associated savings in fuel), the
equitable distribution of delays, and

the absorption of any necessary delays
in the mogt efficien¥ manner. y y

In general, the M&S function will: a)
control the flow of arrival aircraft
into the terminal area, termed
Metering: b) determine the landing
order based on each aircraft's nominal
landing time, using predefined flight
paths, termed Sequencing, and c)
establish schedule times at various
points for each aircraft which will
assure proper spacing of aircraft or
the final approach course. The M&S
logic aids in the control of arrival
aircraft by the generation of
recommended commands to satisfy the
established schedules.

The M&S software system is divided
into six major functions directly
related to control of arrival afrcraft
from handoff from En Route control to
the runway threshold:

. Executive Control
. Command Generation
. Scheduling

. Metering

. Display Output

NBWN —

6. Adaptive Wind

Executive Control - The Executive
Control Function is essentially
identical to the basic ARTS dual
beacon system and provides for control
of 211 other functions on a priority
basis in addition to power faflure
recovery logic.

Command Generation - The command
generation module provides four
different approach geometries,
representing three unique control
concepts. The first fs a “"trombone"
approach to runway 26L (Figure 2) in
which a fixed (downwind) heading from
the inner fix (IF is generated. The
second is a TALL (Transition, Approach

and Local Landing) approach to 26L
which provides a variable (fan)
downwind heading from the IF to absorb
necessary delay. Only these two
geometries are being tested in the

current series of tests at NAFEC. The
third and fourth geometries provide
for profile descents to runway 26L and
17R, respectively. The profile
descent (PROD) geometries use a
restructured arrival airspace and
provide fixed downwind heading from
two IF's and fan type headings from
the other (remote) IF's. PROD
geometries also inhibit the display of
sequence area headings (performed by
the pilot in accordance with published
procedures). In other respects the
geometries are comparable, {.e., in
each geometry MLS determines a
sequence, calculates the delay, if
any, and provides the necessary
commands to satisfy the established
schedules. M&S also performs
resequences, when the existing
sequence fs undesirable or
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unattainable, and issues altitude and
speed commands to conform with the
desired approach pattern.

Afrcraft are automatically placed
under M&S control when Flight Plan
(FP) data is received which indicates
that the aircraft is an arrival to the
MLS controlled airport. FP data may
be received from the En Route Air
Traffic Control! or via manual keyboard
entry.

Command Generation requires four
unique pieces of information. These
are:

1. The predefined approach geometry.
2. The aircraft profile data
aircraft characteristics).
. The aircraft performance
measurements.
4. The aircraft schedules.

The approach geometry consists of
prestored information (the Geometry
File) which specifies all MLS control
points and identifies the various
approach paths. A unique Geometry
File is required for each
configuration. The Geometry File
approach paths are dependent upon the
aircraft performance class and the
Feeder Fix (FF).

Two performance classes are defined
for MLS: a high performance class for
all aircraft capable of maintaining
180 knots indicated airspeed; and a
low performance class for all other
afrcraft. The performance class is
predefined, and based on the aircraft
type {contained in the flight plan
data).

Arrivals use one of four approach
gates. Each gate may have one or more
feeder fixes. The FP data may
jdentify any one of these fixes for
simplicity. The M&S define "logical
feeder fixes," each of which (up to
31) will be dedicated to efther high
or low performance aircraft. Each
assigned fix shall have an assocfiated
logfcal feeder fix and each logical
feeder fix has an assocfiated set of
data defining the unique approach path
from that fix.

The approach path for each FF are
divided into four segments (Figure 3).

1. The transition area
2. The sequency area
3. The base area

4, The final area

Areas of controllability are normally
provided in both the sequence and base
areas. Varfous methods are available
to define the approach routes, i.e.,

11
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control arcs (a distance from a
referenced point), 1imit radials
(measured from a referenced point),
and/or prestored headings, may be used
to specify the approach path,

Profile data is derived from the
aircraft type and is used to determine
the aircraft's probable speed, rate of
descent, and rate of deceleration
within each segment of the approach
path,

FIGURE 3, SBQMENTS OF TIRE APPROACE PATTEER

Afircraft performance measures include
identification of the current
position, speed, heading and altitude,
and a calculation of the anticipated
time to fly (TTF) to the next schedule
point., The anticipated TTF s
calculated by a Direct Course Error
(DICE) program. The DICE is
calculated as the schedule time at the
next schedule point (IF or Gate) less
the sum of the computed minimum time
to fly to that point plus the current
time. What this represents is the
error (plus is early, negative late)
from schedule time which would he
incurred if the aircraft were to head
directly to the next schedule point
(i.e., in order to arrive on time, the
afrcraft should begin the turn to *he
direct course to the next schedule
point, precisely when the DICE value
reaches zero). Along both the minimum
and maximum routes, two times are
calculated: the first assumes a
constant speed until slowdown {to the
nominal) is required to satisfy the
geometry data; and the second time
assumes immediate slowdown to the
nominal speed specified for the next
schedule point. Thus, four different
times to fly may he calculated.

1. TTFA: Minimum path with final
slowdown.

2. TTFB: Minimum path with initial
slowdown,




3. TTFC: Maximum path with final
slowdown,

4, TTFND: Maximum path with initial
slowdown,

The twn extremes (TTFA and TTFD)
represent the total controllahility
available hetween the aircraft's
positinn and the next schedule point.
A1l of the calculated times to flv,
together with the schedule time at the
next point, are used hy the command
generation function to determine the
proeper control actions to he taken.
Schedule data provides the command
generation function with information
against which the aircraft’'s
performance measures are compared,
Very simply, the scheduling function
calculates the estimated time of

arrival at each schedule point -- the
runway, final approach gate, IF, and
FF -- based on a nominal path., The

estimated time at the runway (ETAR) is
then used to determine a landing
sequence. Proper 'anding time
intervals (LTI) are then calculated to
determine the delay recessary.
Finally, that delay is applied to the
estimatecd time at trhre schedule points
to define the scheduled times at those
poirts,

Using the four inputs previously
descrihed, the command generation
function is ahle to determine
appropriate control actions for each
of the MLS aircraft. The primary
ohiective of the command generation
function is to control each aircraft
such that the schedule times are
satisfied,

The MLS program provides two levels of
FF control. The first level of
control is performed by the metering
function., After the schedules based
on FP data have stabilized, the
metering function will generate a
proposed time of departure from the FF
for each M&S controlled aircraft which
requires relay of more than six
minutes (a path depencdent parameter).

Tre second level nf FF control is
previded by the command generation
functinn when the aircraft is two
minutes (parameter) from the FF, If
not availahle, an updated ETA from the
ARTCC {s used. If no updated ETA is
availahle. ‘he initial ETA is assumed
to be accurate.

When the afrcraft is determined to be
within two minutes from the FF, the
command generation function will
examine the schedule relative to the
ETA. A recommended hold shall he
generated if:

Y. The delay to he absorbed exceeds
some portion (y) of tnhe avaflable
controllahflity (where (y) is a path
dependent parameter), and

2. Holding 1s permitted at the
assignment logical FF,

3. The scheduled delay exceeds three
minutes, or if,

4. The preceding afrcraft through
that logical FF was scheduled to hold
and is not scheduled to depart that
fix before nne minute prior to this
afrcraft's estimated time of arrival
at the FF.

It is helieved that an effective
metering contro) capability will
negate the need for holding at the FF,

The Command Generation function
controls all scheduling ocperations.
Gross scheduling of all Denver
arrivals is performed when the Flight
Data is first received. That schedule
data is used to perform the metering
function and to determine FF holding
requirements. Rescheduling is
requested when any new data is
received, e.qg., FP updates pertaining
to ETA or aircraft type, or track
activation, which permit computation
of ETA. Command generation then
requests tentative scheduling when
each aircraft has penetrated the FF
and s inbound to the IF. Thereafter,
only schedule deletion or adiustments
are requested. No "firm" scheduling
is required.

Scheduling

The obiective of the scheduling
function is to determine an acceptable
landing sequence and, hased on that
sequence, to determine schedule times
at various points within the approach
path, The schedule points are the
runway, ocate, inner fix, and feeder
fix.

Scheduling fs performed in support of
the command generation functfion, i.e.,
command generation, based on aircraft
performance, requests the
establishment of schedules, schedule
adjustments, and rescheduling. Like
the command generation function,
scheduling requires the geometry
information, profile data and aircraft
performance measures. Normally, the
afrcraft performance measures are
anticipated values hased on the
profile and geometry data.

The scheduling function is divided
into seven tasks.

e e i e
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. Schedule Activation
Gross Scheduling
Tentative Scheduling
Rescheduling

. Schedule Adjustment
. Resequencing

. Schedule Deletion
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Schedule activation occurs when data
are recetved indicating an arrival to
the airport. That information is
normally received via flight plan data
from the En Route Center. It may also
be received via data entry. The
schedule activation task establishes a
new MLS file and then calls on a
scheduling task to establish schedule
data.

The objective of qross scheduling fis
to determine the landing sequence and,
based on that sequence, tn determine
estimated times at various schedule
points and the delay which must be
absorbed. The gross scheduling data
is used by the metering function to
determine a proposed time of departure
from the FF for transfer to the En
Route Center,

Generation of a gross schedule
consists of first calculating an
estimated time of arrival at the
runway (ETAR). This reqguires
calculating the time to fly (TTF), the
sequence, base and final areas. Those
times, together with the FP indicated
ETA are used to determine the ETA at
the runway (ETAR). The TTF
calculations use the afr:raft
performance measurements which fnclude
both minimum and maximum times to

fly. The times used for schedulin

are the minimum times to fly (TTFM?
plus a constant (the constant is an
approach path dependent parameter
which compensates for computationa)
errors and/or the “"desired® arrival
path as opposed to "minimum® path).

Calculations regarding the TTF the
sequence area TTfs) is perhaps the
most unpredictable segment since
current ATC practices differ widely
and are dependent upon load. Thus, if
the aircraft is in active status
(tracking), actual track speed is also
considered, f.e., the lower of nominal
or actual is used.

The calculated ETAR is then merged
with the ETARs of all other scheduled
afrcraft. The merging process (an
ordering by time) defines the gross
landing sequence, i.e.,
*first-come-first-served at runway"
criterfon is used tc define the
arrival sequence.

After the landing sequence f{s
established, a landing time interval
(LT1) between the new aircraft (n) and
the preceding afrcraft (p) is

computed. LTI is used to assure that
sufficient separation is maintained
between each pair of aircraft on final.

LT!l is determined by computing four
time intervals, the larger of which is
used as the LTI. The four intervals
are:

1. A minimum finterval at the the
gate, when the velocity of a aircraft
p exceeds n.

2. A minimum interval at the runway,
when the velocity of aircraft n
exceeds p.

3. A minimum interval based on the
runway occupancy time of aircraft p
‘profile data).

4, A minimum interval based on a
controller keyboard entered gap
request.

Computations 1 and 2 above consider
the small/large/heavy class aircraft
in addition to the keyboard entered
minimum separation criteria, i.e., the
LTI is the greater of the separations
required to satisfy the runway
occupancy time, the keyboard entered
gap requested, the keyboard entered
minimum separation, or the minimum
separation determined from the
separation matrix shown below:

Separation Minima (nm)

Leading aircraft: Small Large Heavy
Trailing afrcraft:

Smal) 3 4 6
Large 3 3 5
Heavy 3 3 4

Where aircraft classes are:

Small less than 12,500 1bs. or
less

Large 12,500 -
300,000 1ibs.

Heavy more than 300,000 1bs.
or more

The LTI computation must provide for
separation at the gate in cases where
a slower aircraft is sequenced behind
a faster aircraft. In this case, it
may be assumed that (when the classes
of afrcraft are different) the high
performance gate is outside of, or
co-located with, the Yow performance
gate, and the LTI shall be based on
segaration at the preceding aircraft's
gate.
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After the LTI is computed, the
scheduled time at the runway (STAR),
and the anticipated delay (if any) is
calculated.

Figure 4 depicts the relationships of
values to establish the Landing Time
Interval (LTI).

Tentative scheduling is performed when
each M&S aircraft is inbound from the
FF. This is detected by the command
generation function. Generally, the
objectives of Tentative and Gross
scheduling are identical; however,
there are several significant
differences since gross schedules are
already established, the holding
capability has been lost, and more
precise data will be required by
command generation,

Tentative scheduling must adjust the
scheduled data based on the time out
of the FF. Tentative scheduling must
also adjust the landing sequence,
where desirable, to incorporate
approach path priorities, and identify
exact schedule times at the IF and
gate, for subsequent use by command
generation,

Tentative scheduling first computes
the minimum and maximum times to fly
the sequence area /TTFsm and TTFsx)
and establishes a new ETA at the Inner
Fix. Using options exist: 1) the new
ETAR could be used to determine a new
sequence, or 2) the initial sequence
could be used to determine a new value
of delay. The second approach
preserves the first come first served
sequence fto the extent possible) even
where there exists significant
differences bhetween the proposed time
to depart the FF and the actual time
through the FF and the actual time
through the FF. The first approach
would effect a priority relative to
the time through the FF and permit a
smoother arrival flow. A combination
of these approaches, wherein a new
sequence {s assigned only when the
current sequence cannet be attained
even using the maximum times to fly,

is incorporated into the design.

After the new delavy has been defined,
that delay is allocated to the
sequence and base area.

Schedule adiustments consist of 2
forward or hackward schedule

sVippage. These are requested by the
command generation function when
current afircraft performance measures
indicate the aircraft will bhe early at
the next schedule point, or when the
afircraft will be late, hy more than n
seconds (parameter, based on the
afrcraft status), even when taking the
minimum path.

The automatic resequence capability is
provided to adjust the landing
sequence when:

a. The first-come-first served
criterion is undesirable because of
differences in approach paths
(approach paths may be assigned
priority), or

b. Errors in the predicted aircraft
performance resulted in a schedule
which cannot be attained.

A manual resequence may also he
requested via keyboard entry. In this
case, one aircraft is specified, and
that aircraft wi'l interchange in
sequence with the preceding afrcraft.
No resequence criteria used for the
automatic resequence are applied. The
new schedules for the identified
aircraft and all affected subsequent
aircraft are (re)established and, to
assure that the manual action is not
automatically reversed, the fdentified
aircraft is flagged to inhibit any
subsequent automatic resequence
action., A manual resequence could
result in unattainable schedules.

This conditfion is indicated in the
Alert Display vhen the aircraft is on
the base leg, and prior to that, by
Yarge DICE values.

The schedule deletion is normally
associated with the termination of M&S
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control for a specific aircraft.
Schedule deletion is also performed
whenever a rescheduling action
requires that the current data be
dropped and the new schedule

inserted. In either case, the task is
the same; i.e., all schedule data will
he erased from the sequence list and
from the aircraft's data file. If the
deletion is accompanied by a gap
request, a qap will be provided
(following the preceding aircraft),
and no further schedule adjustments
are required. If no qgap is requested,
the deletion action will effect a
forward slip for all following
atrcraft. If any command is pending
for the aircraft being dropped from
the sequence, the command(s) will also
be dropped. Note that this is the
only condition in which a command¢ can
be automatically dropped.

METERINCG

Metering is defined as the precess of
adjustira the arrival! flow to the
airport acceptance rate. Many
techniques are available to perform
this function, including holding in
the termiral area or at the handoff
fixes. Tn most instances, however,
the most desirable technique is to
absorb delay in the En Route Center
airspace. The M&S program prevides
the capahility to aid in this metering
process, using the existing ARTS/En
Route digital interface.

MLS metering is accomplished in two
parts: First, MLS will automatically
issue oropnsed FF departure times
(PTD) to the ARTCF, for individual
aircraft, hased or anticipated traffic
loade; and second, M&S will issue
recnmmended Holds to the terminal
controllier, for individual aircraft,
based on the anticipated delays
required, and on the recommendations
for preceding 2ircraft through the
same FF.

The first part of meterina attempts to
eliminate holding at the FF by
allowing the en route controller to
absorb the necessary delays withir the
en ronute afirspace. The mechanism of
holding a‘rcraft at the feeder fixes
is the final filter for a smooth
meterina of aircraft past the feecder
fixee at the existing airpoart
acceptance rate. The two parts of
metering are cdescribed in the
following paraaraphs,

Flight plans for arrivals will he
recefived by ARTS, from the APTCC, 20
(ARTRC parameter) minutes prior to the
anticipated arrival nf its feeder

fix. TYen t1apprcach path dependent
parameter) minutes prior to the ETA,

it is assumed that all flight plans
for aircraft which could tand ahead of
this aircraft have been received.
Accordingly, the schedule computed for
this afrcraft should be fairly
accurate. At this time, a PTD message
will be automatically transmitted to
the ARTCC if the scheduled PTD exceeds
the ETA by more than three (parameter)
minutes. The PTD may be used by the
ARTCC controller to "burn-off"
anticipated FF delays in en route
airspace.

In case the ARTCC controller is unahle
to eliminate a FF delay while the
aircraft is en route, or if for some
other reason the scheduling algorithm
determines that the aircraft must hold
at its feeder fix, then a proposed
departure time for the aircraft will
be displayed together with a hold
indicator. The ARTS controller may
then verbally notify the ARTCC
controller nf the need for holding the
aircraft at the feeder fix, or, the
ARTS controller may absorb the delay
if the aircraft is under terminal
control.

Display Output - The M&S Display
Output function is integrated inta the
ARTS II! operational program and will
add seven cateaories of display output
data:

fommand data
Sequence Data

FF Nata

Wind Data

. Parameter Data

. Display of DICE
Separation Alert

NNV D WD) —
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MLS commands consist of recommended
headings, speeds and altitudes for all
MLS controlled aircraft. A single
command for any aircraft may consist
of one or more of these components,
e.qg., Heading, Altitude and Speed.

A reading component is presented as an
L or R (left or right) followed hy
three rumerics (005-3f0) indicating
the magnetic heading to the nearest
five degrees. An altitude component
is presented as an A followed by three
numerics indicating a “procedural”
assianed altitude in hundreds of

feet. A speed component is presented
as an S followed by three numerics
representing indicated afrspeed,
rounded to the nearest ten knots.

Command data is presented in the third
line of the afrcraft's Full Data Block
(FDB) format. VWhen more than one




component is presented, all shall be
contained in line three with a
presentation priority, from the left,
of: Heading, Altitude and Speed.
Commands are presented at the
controller's display and, like ARTS
FDB data, the commands may be viewed
at other displays only when that track
is in handoff to, just accepted from,
Juick looked, or readout by another
display.

Sequence data consists of an M&S
generated landing sequence number, the
assigned runway, and the required
separation, in nautical miles, hetween
this and the preceding aircraft.

The landing sequence indicator shall
be a single numeric presentecd in place
of the FDB position symbol. Sequence
numbers are assigned on a system
basis, -9, then 0 for the first ten
aircraft in sequence, then Y for the
eleventh, etc.

Runway assignment consists of two
numerics or two numerics and an L or R
(e.a., 08 or 26L), and is presented in
place of the scratch pad cdata in field
two of the FDB format. The runway is
automatically a-cigned (based on the
selected geometry - 26L or 17L or
manually modified via keyboard entry.

The minimum separation is a single
number (1-9nm), obtained from the LTI
computation, i.e., the minima
separation matrix or the keyboard
requested gap or the automatically
generated gap., If the separation is
greater than nine, 9 is presented.
The separation is presented in field
three of the FDBR format, replacing the
asterisk, and is timeshared with the
handoff indicator. The separation
pertains to the interval between this
and the preceding aircraft and is
presented for all M&S aircraft.

Feeder fix data is provided for all
M&S controlled aircraft outside of the
FF and within two minutes {(parameter)
of the ETA at the FF., The data
consists of a time, in minutes after
the hour, at which the aircraft is to
depart the FF and hold indicator
(HOLD) implying M&S has recommended a
Hold. ’

For all MgS aircraft scheduled to
hold, the FF data blinks for ten
seconds (parameter), one minute
(parameter) prior to the scheduled FF
departure time. FF data {is presented
two minutes prior to the anticfipated
atrcraft arrival at the FF and is
dropped when the aircraft is detected
as inbound from the FF,

FF data is continuously updated except
that, for aircraft in Hold, changes to
FF departure times will not be made
after one minute prior to the
scheduled departure time.

A tabular readout of the M&S wind data
is provided. The readout is avaflable
only at the supervisory position. The
data presented indicates wind Heading
and Speed for both averaged National
Heather Service and Adapted winds in
each of the twelve wind collection
areas. The number of updates (up to
six) which were used to attain the
adapted data is also shown.

A tabular list of miscellaneous M&S
information is provided. Like wind
data, the presentation is available
only at the supervisory position. The
1ist includes an updated count of M&S
controlled aircraft, current geometry
type, the separation criteria, the
keyboard selected location of the high
and low performance gates, and the
runway occupancy times in seconds.

M&S provides the display of DICE in
line 2ero of the FDB format. The DICE
value consists of three characters
(000-999) representing seconds. If
negative DICE is presented as two
charac*ers preceded by an N, e.g., N32.

The presentation of DICE may be
jnhibited (on a display basis) via
keyboard entry. DICE is not presented
at other displays via quick look,
readout, etc. If MSAW or Conflict
Alert (CA) data is active for any
aircraft, DICE data is inhibited until
the MSAW or CA presentation is
terminated. The display of DICE is
also inhibited during all
MLS-anticipated turns.

In addition to the Conflict Alert
furction already resident in the
ARTS-I11 program, M&S provides an
automatic visual alert whenever the
program predicts that a violation of
the computed minimum separation
between the aircraft in process and
the preceding aircraft will occur when
the preceding aircraft is between the
outer marker and the runway
threshold. (Two facts should be
stressed at this point: 1) the M&S
separation alert might not be used
when the program is operatfonally
implemented due to the existence of
the CA function and 2) M&S and CA are
integrated into the ARTS-III software
entirely independent of each other.
In other words, the CA loqic is not
privy to aircraft intent as commanded
by M&S, nor does the MRS logfc attempt
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to provide separation except for final
spacing when it issues a command.
Determining the “"compatibility"
between these two functions is one of
the goals of the current round of
testing described in the

Introduction. The M&S generated
separation alert might result from a
manually requested gap or resequence
action which could not be accommodated
within the M&S control capabilities,
or it could result from M&S errors in
predicting the aircraft performance.
In any case, the presentation is the
same. It is provided only for
afrcraft which are on base leg or
beyond, and consists of a single
character (M or T) followed by the
predicted separation in nautical miles
and tenths of nautical miles. The
character indicates whether the
violation will occur at the outer
marker (M) or at the runwayv threshold
(T). Because message is displayed in
character positions four through seven
of line zero of the FDB, it fis
overridden by an MSAW or CA message
and is not presented via quick 1look,
handoff or readout actions.

Adaptive Wind

The M&S control geometry is, of
course, fixed and based on navigation
afids and physical airport features
such as runway location and

alignment. In order to issue a
command to vector an aircraft from
point A to point B and have the
ajrcraft arrive at point B when
desired, the major external forces
acting on the aircraft must be
understood. The major external force
acting on arrival aircraft is that of
winds aloft. The M&S program, through
its winds aloft logic, attempts to
vector the afrcraft so that the
integrated effects of winds as the
afrcraft passes through space will
place it at the correct altitude ahove
the desired point on the around at the
correct time.

In other words, M&S must issue a
heading and airspeed command corrected
for the effects of winds such that the
true ground path and ground speed will
be as desired.

In order to do this, knowledge of the
winds through which the afrcraft will
pass 1s essential, Because there is
no means of measuring this quantity
through ground hased equipment, M&LS
uses & combination of National Weather
Services estimates updated
perfodically and updates provided by
monftoring a vectored aircraft's
actua) performance (heading and speed)
versus commanded, and attributing the

difference to winds. Obviously,
considering the volume of terminal
airspace, and the dynamic nature of
the quantity, we are attempting to
measure, it is an imperfect measure at
best. The sections on Performance
Goals and Current Efforts provide more

Tnformation on winds aloft and M&S.

In addition to the above six M&S
functions, other ARTS-I1I functions
have bheen modified for M&S
integration. These include Keyboard
Inputs, Tracking, and Data Reduction
and Analysis. We shall not delineate
these changes in this paper because
they are not essential to the
understanding of M&S.

System Performance

The M&S performance has heen analyzed
in a series of tests at NAFEC
simulating (in real time) the terminal
area operational environment at
Denver. ARTS-III equipment in the
Terminal Automation Test Facility
(TATF) was used to perform the data
nrocessing and display functions. The
ATC Simulation Facility (ATCSF) was
used to simulate the air situation and
the data acquisition system, i.e.,
compute aircraft movement and generate
scan-to-scan radar/beacon target
reports,

The simulation scenarios were hased on
actual extracted data from Denver with
realistic aircraft IDs, mix of
aircraft weight classes, Feeder Fix
assignments, and arrival rates.

Two different ILS runway approaches
geometries were simulated. By
changing the Estimated Time of Arrival
(ETA) of the aircraft in the
scenarios, two different scenarios
were available for each of the two ILS
approaches.

The simulation pilots in the ATCSF
flew according to scenarios unti?
overridden by controller commands
(generated manually or by M&S as a
function of the particular test).

For the manual (non M&S) runs, the
controllers were actuyal active Denver
controllers. For the M&S runs, the
controllers were NAFEC employees with
controller backgrounds.

The error environment was simulated by
adding radar position noise (in range
and azimuth) and response time delays
on the part of controllers and
simulator pilots.

Eight test runs were planned - four
under manual cortrol, four under M&S
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control for comparison. Determination
of potential operational performance
was based on several key performance
measures. The one measure considered
most critical to increasing runway
capacity is the landing time interval
error:

Landing Time Interval (LTI) Error:
rror Vs e erence between
the actual landing time interval and
an after-the-fact determination of the
optimum interval that could have
occurred given the landing sequence

emploved, the actual aircraft
performance as reflected by their
track histories, and the restraints
imposed by spacing minima criteria.
The standard deviation of LTI error is
the basic measure of performance. It
is also the most critical measure
because a large dispersion in LTI
error indicates that the average time
separation hetween aircraft provided
by the M&S program must be increased
in order to provide a buffer, o¢(a
multiplicative function of LTI error
} for contro! of the separation
violation rate. Minimizing the LTI
error O” (for a given average LT! and
violation rate) provides for maximum
theoretical safe runway landing rate
{in a‘rcraft per hour}:

Landing Rate = 3600

fave ITT) + < (LYY errore’ )
where o is the multiplicative factor
allowing control of the separation
violation rates. For example, ifeX =
2, we woulr expect a vinlation rate of
2.28 percent (Figure 5).

The NAFEC tests produced the following
results:

No of LTI Error
Intervals Mean SD
Manual 128 8.03 17.04
MLS 117 3.76 10.07

These results are considered
encouraging - they indicate a
potential for runway capacity benefits
via M&S, In spite of the encouraging
results, a note of caution is in
order. The above results do not
indicate that we are ready to
implement the MLS program immediately
because of the following limitations.

1. LTI error, although a critical
performance measure, is only one
performance measure. Other important
measures, independent of LTI error,
include actual measured throughput
(i.e., number of aircraft landed per
unit time), percentage and severity of
separation violations, delay imposed
by the system and total time in the
svstem. In addition, there exist more
subjective, but equally important
performance indicators such as
equitahle distribution of delay,
sequence acceptability to controllers,
data entry and display acceptability,
etc.

Before a terminal M&S Program can be
implemented, all these system
performance measures (plus numerous
specific measures for M&S component
performance) must be analyzed.

2. The results of the testing already
performed cannot he directly compared
from simulation run to run, nor
extrapolated to predict performance <n
the field because of limitations in
simulation capability, lack of firm
knowledge of the field environment and
performance, and inherent inability to
directly compare successive simulation
runs without imposina unrealistic
constraints in testing.

In order to make future testing more
useful in predicting the
implementation viability of the
pragram, we are adding previously
unavailable simulation realism. In

LTI ERROR DISTRIBUTION

SEPARATION
VIOLATIONS

AVE. REQUIRED LTI

BUFFER
 LTlor

Figure 5. Separation Violation Relationships
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the current round of testing,
non-unity blip/scan ratios and errors
in pilot/aircraft performance will be
available. These errors include
speed, heading and altitude errors
plus errors in the nominal rates of
change for the three quantities.
Errors in arrival time, speed,
position and altitude at the feeder
fixes will also be provided. To
support future testing, a field data
collection and analysis exercise is
being planned at two or three
candidate sites in order to determine
the current field environments and
performance of current elements
(aircraft and avionics, pilot,
controller and ground equipment).

The inherent limitations of directly
comparing one MRS simulation run with
another stem from the dynamic nature
of the M&S program. As various
program and environmental factors such
as winds, errors, parameters,
geometries, etc., are changed, the
landirg sequence of the aircraft will
change. This makes it very difficult
to compare runs without attempting to
compensate for sequence differences.
Other factors which are difficult to
compare are percentage and severity of
separation or controllahility area
violations. In order to avoid the
imprecision of attempting to compare
runs, in the future, the tests will
concentrate on comparing performance
with predetermined performance goals
hased on existing {(and as yet to be

obtained) information on current
*manual® field performance as well as
theoretical potentfal performance (see
next sectiong.

Performance Criteria and Destgn goals

The previous section described some
key M&4S performance measures. A goal
of MLS from the start of the
development effort in 1974 was to
perform to a specific level under
simulated environmental) conditions.
These performance goals are listed in
Table 1. Table 2 specifies some of
the environmental conditions being
used in the current NAFEC simulation
testing efforts. Following the
current test, a field data collection
and analysis effort will be undertaken
to enlarge the list of errors
simulated and to improve the modeling
capability of those already simulated.

Current Efforts

M&S is currently undergoing another
T&E cycle at NAFEC. The objectives of
this effort are to obtain under more
realistic simulation conditjons,
qualitative and quantitative
operational and technical apprafsal of:

. M&S/Conflict Alert "Compatibility"
{(i.e., is MLS likely to induce a
substantia) number of alerts - false
or otherwise, and if so, what are the
alert characteristics)? The results
will indicate whether a software
interface allowing communication of

MiS System Dasign Goals
Performance Measure! i:t:::::)
Error System
Free Errors
System Performance
Inter-arrival Gap Accuracy 8 sec
Arrival Rate (3 nm sep & 38/hr ;;I;:c
uin gate)
Item Performance
Tracking - Straight Flight
Heading Errors 5° Bo
Speed Errors 10 kts
Metering Performance 10 kes
PTDFF Accuracy 4+ 1 min max +1nt
Command Generation-Av/Aircraft 6.5 <6.5 "
Adsptive Wind Accuracy :
Speed 15 _kts
Heading 15° :g°kt'

Table 1, M&S Design Goals




ERROR SOURCE

Data Acquisition (ETG) Errors
Azimuth
Range
Target Declaration
Straight flight
Turning flight

Aircraft Performance Errors
Reading - Navigating A/C
Heading - ¥ectored aircraft
Heading change rate
Initial Speeds - Scenario Scripted
Speed
Speed change rate
Altitude - Initial alt. scripted
Altitude change rate
Percent non profile arrivals (pop up)
FP errors in a/c type, FF, etc.
Time @ FF relative to FP ETA

Commnand Execution Errors
Percent of M&S Command Executed
Command execution delay time

Wind Aloft (M&S Imput vs. ETG) Errors
Speed

Heading

variable by altitude

23ACPs (2°)
0.25%/sec.
script + speed error

1~ 4

1+1+ -

1+

4kts 1o

+ 3.75 or + 7.5 kts/min,
+ 150'

+ 375" / min

scripted ~ 57,
scripted - @7

4+ 1 min max

1007
12 +4 sec uniform distribution

<30kts

<40

Table 2. M&S Simulation Error Environment

intentions and determination of
tactical responses to possible
conflicts might be in order.

. Performance of M&S Winds Aloft
Estimation Logic. This series of

tests will determine the response of
the wind estimation logic to simulated
winds and the sensitivity of the
program to errors in the wind
estimation algorithm, The results

will indicate if a more sophisticated
means of determining winds is required.

. M&S Performance as a Function of
Geometry. Two geometries will be
observed: the "Trombone" Approach to
Runway 26L and the modifded "TALL"
approach to the same runway. The
results of this test will be used to
determine if the theoretical
performance improvements promised by
the "fan" shaped base area delay
absorbing paths of the TALL geometry
can be demonstrated in a simulation
environment.

. In addition to the technical
evaluation of the various aspects of
the program, an operational appraisal
of the program will be performed.
These tests will address questions
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such as acceptability of: sequencing
logic, commands generated, display
techniques, geometry constraints,
M&S/CA compatibility, keyhoard inputs,
contrnller workload, etc.

Future Plans

Immediately upon completion of the
current testing effort, we will hegin
the work required to fefine the
operational requirements for an M&S
capahility integrated into selected
automated terminal facilities. This
will be a five part effort:

1. Site Data Collection/Analysis. -

The current M&S program is designed to 1
handle single airport, arrivals eonly, ;
single runway operations at Denver,

Although this is sufficient to

demonstrate concept feasibility, it

will not suffice in many operaticna’

facility without added functional

capabilities. We need a program

flexible enough to bhe readily adapted

to conform to any operational or

grographic situation encountered.

Accordingly, one of the first steps

toward implementation is a data

gathering effort at several (2 or 3)

candidate ARTS-II! sites. The sites




will be selected to include all major
operational and physical! constraints
we are likely to encounter.

At the sites visited we will chtain
data on:

. Facility operations

- arrival/departure route
structures, fix locations, etc.

- procedures for runway assignment,
holdina, missed approaches, absorption
of delay

- special procedures {if any) hased
on: high/low performance class {e.qg.,
runway assignment/restrictions, route,
etc.); IFR/VFR corditions; ARTS
configuration selection; runway(s) in
use; and satellite airport traffic.

- terminal/en route procedures for
flow control, holding, handoff, etc.

. Envirormental conditions

- traffic loads (peak demand in IFP
and VFR conditions)

- traffic distribution by gate,
performance class, arrival/departure
status and, for arrivals in a
multi-airport facility, arrival airport

- variations in anticipated vs.
actual speed on final, descent,
deceleration and turn rates, and
indicated air speed.

- performance of en route flow
control and radar/beacon coverage

- performance of current system
with regard to M&S performance
measures

- physical restrictions in runways,
arrival routes, etc. as well as
possible flexibility in procedural
changes

- meteorological forecast
accuracies (forecast wind estimate
accuracy)

. Implementation Impact
- adaptability of current M&S to
the facility requirements

- identification and definition of
all new capabilities required, e.a.,
multi-runway

- potential (or desirable)
capahilities and their impact on
performance, memory, schedule and test
requirements

The data gathered will be used in the
preparation of design and functional
specifications and as the basis for
improved fast and real time simulation
tools,

This effort is expected to begin in
January 1980, and the Site Analysis
Report will be completed in Augqust,
1980.

2. Analyze and Design Integration of
M&S Function into ARTS-TTTA System. -
The current M&S program resides in the
pasic ARTS-III Svstem. By the time
M&S is ready for implement, the
ARTS-IITA system will have replaced
the hasic system. Because of maior
differences between ARTS-III and IIIA
(particularly in terms of executive
control design and data base
organization), a major study of
required changes will be performed
prior to preparing detailed design
specifications. The first step in the
analysis is to determine whick of
three alternatives is best for
executive control of MRS:

. Full segmentation of all M&S tasks
in accordance with the ARTS-TIIA
Multiprocessor Executive (MPE). This
will allow maximum parallel task
execution,

. Retention of serial (possibly
dedicated, as is done in current M&LS)
pracessing philasophy with MPE
Modification for processor assianment,
failure recovery, etc.

. Some compromise philasophy employing
optimum benefits of each of the above
techniques.

After choosing the preferred MPE
integration approach, further analysis
will be performed on the mutual impact
of MPE AND M&S, failure recovery, and
data recording and reduction
requirements.

This task will begin in January, 1980
and the detailed requirements will be
issued in November, 1980,

3. M&S Diagonal Slice Group (DSG). -
A diagonal slice group is a concept
for decision making in complex
human/machine systems. Implementable
MLS clearly falls into this category.
The DSG is so named because it is a
group of individuals with a common
goal but with diverse backgrounds,
responsibilities, and areas of
specifality. When applied to M&S, this
means that the group might be compesed
of individuals from service director
to technician and backgrounds from any




FAA discipline. The group will be
charged with tackling a number of
critical, sensitive and even
controversial issues which are as
important and as difficult to solve as
any technical problem remaining. It
is felt that such a group, if properly
utilized, will be able to anticipate
and pose solutions to problems which
would later surface and destroy or
severly set back the M&S program at a
huge cost in time and dollars.

The issues to be addressed by the DSG
include:

. Controller/machine interactions and
responsibilities

. Impact of M&S on maintaining
controller proficiency

. Should revolutionary procedural
changes optimized for automation be

introduced initially or will it be a
less abrupt, evolutionally transition?

Displav requirements and opticns
. Handling departures
VFR versus IFR operations

Criteria for determining which sites
will be ~ligible for M&S

. Pilnt/controller
performance/sensitivity to M&S derived
procedures

The DPSE will meet periodically
throughout 1980.

4, Future Technology and Cost/Benefit

ey e

Analysis. - This task 1s planned tr be
performed by the Office of System
Engireering Management (OSEM). The
task involves definition of M&S's role
in and interaction with future new
systems and technology to be
introduced over the near and long
term. The system which must be
addressed include Wake Vortex
Avoidance System (WVAS), Microwave
Landing System (MLS), Area Navigation
(RNAV), Discrete Address Beacon System
(DABS)/Data Link, Cockpit Display of
Tactical Information (CDIN), etc. A
cost benefit study would consider FAA
training and workload impacts,
potential full savings, and delay
savings to afrcraft (afr carrier and
other} and passengers.

5. Implementable M&S. - The above
four tasks will provide the basis for
a decisfion regarding the development
of an implementable M&S program. If
the development §s approved, the
implementable M&S wil) be designed,

st . e Bt

coded and thoroughly tested at NAFEC
using improved fast time and real time
simulation capabitities for modular
and system testing. When the program
has been sufficiently tested at NAFEC,
it wil1l he taken to the field for lead
site implementation. Following a
thorough field evaluation, the program
and documentation, including site
adaptation procedures will be provided
to the FAA operating services for
implementation at the remaining sites

selected. This activity should be
complete in 1985,

Summary

The Terminal Metering and Spacing
Program is designed to automate a
complex human thought process
requiring assimilation of large
amounts of data in an error filled
environment, and issuing strategic and
tactical commands to insure that
airport runways are used in an equally
safe and more efficient manner than is
done by today's controller. Clearly,
it is a monumental task to automate
such a complex function. The
technical challenge in some instances
are overshadowed by human and
environmental issues. In spite of
these obstacles, progress is being
made that will lead to the decision
regarding implementation of this
capability at selected high density
airports by the mid 1980s. The
program promises sizable payoffs in
terms of fuel savings, delay
reduction, capacity increases,
increased utilization of sophisticated
airborne and around hased equipment
and controller productivity.
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ABSTRACT

This paper describes the Electronic Tabular
Display Subsystem (ETABS) development
program. The objective of the ETABS program
is to apply computer and electronic display
technology in the replacement of the flight
strip printers and paper flight progress
strips now in use at all Air Route Traffic
Contro) Centers (ARTCCs). Through the use
of electronic displays, processors, and
touch entry devices, ETABS will
automatically provide non-radar flight and
control data to the Data ("D") Controller at
each en route control sector.

BACKGROUND

Since the inception of the Air Traffie
Control system, the method of poating flight
data information to the air traffic
controller has been the paper flight strip.
Before the introduction of the present NAS
Stage A ATC System, flight data informatior
was entered and updated manually by pencil
on the flight strip. The present system
uses electro-mechanical flight strip
printers which, under computer control,
print initial and updated flight data on
paper strips and distribute the strips to
the proper sectors. This system requires
mounting ("stuffing") of the strip by hand
in the flight strip holders, placing the
holders in the desired position in the
flight strip bay, updating the flight data
by pencil, and entering update information

into the computer by means of a manually
operated keyboard device. This is a
cumbersome operation which consumes much of
"D" Controller's and "A" Controller's time.

The existing sector in an Air Route Traffic
Control Center is normally staffed by a
two-person team comprising a Radar ("R")
Controller and a Data ("D") Controller.
Although this two-person team is the normal
mode of staffing a sector, three-person
teams are sometimes employed at certain
sectors during periods of high traffic
activity. In the three-person team an
additional Tracker ("T") Controller performs
manual operations and flight strip
processing while the "D" Controller performs
interphone communications and assists the
7T Controller. The two or three-person
sector team is supported by an "A"
Controller who mounts and delivers flight
strips to each sector team. One "A"
Controller typically services two sectors.

At the current air traffic level,
approximately 8,000 controllers are required
to staff the existing sectors in the Air
Route Traffic Control Centers. A recent
study (Reference 1) indicates that with the
forecasted growth in air traffic the
controller staff will need to be increased
significantly with the creation of new
sectors (sector-splitting) which will be
necessary to meet future traffic demands.
The study shows that the implementation of




ETABS will result in an increase in
controller productivity with a consequent
reduction in sector staffing growth rates.
Based upon an ETABS implementation in the
1984-1985 period, present value cost savings

through 1999 are estimated at $433.7 million.

To achieve the objectives of ETABS, the FAA
prepared an Engineering Requirement
{Reference 2) and jssued a Request for
Proposals for System development in March
1978. Proposals were received from industry
in May and a contract was awarded to Sanders
Associates, Inc. on January 30, 1979,

PROGRAM PRODUCTS

The ETABS engineering model will be
installed at the FAA National Aviation
Facilities Experimental Center (NAFEC) by
the contractor. This system will consist of
two interface processors to provide a high
speed, redundant interface with the NAS En
Route Central Computer Complex (CCC) and six
sector positions, each consisting of an
electronic tabular display, touch entry
device, keyboard, and display processor to
interface the sector with the interface
processor. See Figure 1.

The ETABS Engineering Model will be designed
to replace the present "D" sector position
equipment at 6 of the 24 sectors in the NAS
En Route Laboratory in the NAFEC System
Support Facility and will perform all the
functions of a full-scale ETABS system.

The ETABS Engineering Model will be

evaluated and used to determine the
effectiveness of:

1. The interface with the NAS En Route
Central Computer Complex; that is, the
integrity of the mutually interdependent
hardware and software designs of ETABS and
the Central Computer Complex.

2. The display formats on the electronic
displays which will present flight plan data
to the "D" and "R" Controllers.

3. The ease of controller data entry to the
flight data base, primarily through the use
of touch entry devices (activated by
touching the display with a finger) and
software controlled display selection lists
to guide the controller,

4. The methods of transitioning into a

facility operational state from the present

¢§ngg1 flight progress strip methods in the
ield.

5. The fail-safe, fail-soft design with a
non-volatile flight data display system in
providing for continued operation during
equipment failures.

The products resulting from the ETABS
evaluation will include a comprehensive
evaluation report and a validation of the
ETABS Cost Analysis (Reference 1).

The final product will be a technical data
package that will contain the information
and documents required by the FAA Airway
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Facilities Service to prepare specifications
for competitive procurement and
implementation of a production version of
ETABS.

TECHNICAL APPROACH

ETABS consists of the computers, displays,
and message entry resources necessary to
support the en route sector positions. A
distributed processing network concept is
used to accept, process, and distribute
flight plamning data to recipient sector
positions and to accept, process, and
transmit controller originated messages to
?he gAS En Route Central Computer Complex
cce).

The primary ETABS computer resources are two
Interface Processors interfacing directly
with the CCC and with smaller display
processors located at each sector position.
Figure 2 illustrates the ETABS

configuration consisting of redundant

e clstngiug e e -y v i A T

equipment within a Common Equipment Group
and Sector Equipment Groups, one for each
sector position. Reference 2 contains a
detailed description of each ETABS component.

ETABS hardware interface devices connected
to the Interface Processors provide
communication paths to the CCC Input/ Output
Control Elements (IOCE's) and respond to
commands from the CCC,

a. Common Equipment Group:

The common equipment group will perform the
following functions while on-line:

1.

2. Provide redundant storage of all
operational flight and adaptation data,

3. Distribute data to and accept data from
the Sector Equipment Groups.

Provide communications with the CCC.
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4, Service requests from the Sector
Equipment Groups, such as:

a. Program load requests.
b. Data base regeneration requests.
c. Supplemental data requests.

5. Multiplex air traffic controller input
Tﬁssg gs from the Sector Equipment Groups to
e .

6. Provide intersector communications.

7. Generate hard-copy data via the line
printers,

8. Provide configuration management of
ETABS components including automatic
reconfiguration of equipment following a
system component failure.

9. Record performance and operational data
on magnetic tape for later analysis.

10. Communicate with system operator through
the Input/Output terminals.

The Common Equipment Group will perform the
following functions while off-line:

1. Perform computer program compilations
and assemblies for both the Interface and
Display processors.

2. Run maintenance programs to diagnose
faults in both the Common Equipment Group
and the Sector Equipment Group.

3. Process simulation data from on off-line
CCC configuration.

4. Perform assemblies of adaptation data
and output adaptation sub-sets for use in
the operational program.

b. Common Equipment Group Hardware:

The Common Equipment Group (CEG) is
comprised of the following components,
configured as a fully redundant fail-safe
system. See Figure 3.

1. Interface Processor - Each Interface
Processor is a Perkin-Elmér Mode! 3220, a
general purpose 32 bit mini-computer that is
software compatible with the Interdata
(Perkin-Emer) Models 7/32 and 8/32.

The Model 3220 Processor is configured with
512K bytes of Metal Oxide Semiconductor
(MOS) memory with a seven bit code appended
to each 32 bit word, which allows for
correction of all single-bit errors and
detection of all double-bit and many
muitiple-bit errors. Battery backup to
maintain the contents of memory for 6
minutes after loss of power is provided.
Memory may be expanded in 256K byte
inCrements up to a maximum of 4 million
bytes. All memory is directly addressable.
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The Model 3220 Processor meets all immediate
ETABS processing requirements plus
sufficient excess capacity to accommodate
additional future operational requirements.
The unit has the capability to support
several multiprocessor systems such as
interprocessor communications links and
shared memory banks. The Model 3220 has
sufficient capability to allow at least a
100% expansion in the number of magnetic
tape units, card readers, printers, and I1/0
terminals,

Failure isolation and repair is enhanced
through extensive maintenance features which
include a memory error logger, self-test and
a multi-media diagnostics package which
provides diagnostics for the processor,
memory and all peripherals. A cathode-ray
tube display at the system console
facilitates operator interaction with the
computer system.

2. Selector Channel Interface - The
Selector Channel Tnterface is a standard
off-the-shelf Interdata product which plugs
into the Model 3220 Processor chassis and
provides for direct communiations with the
En Route Central Computer Complex. The
Interface is capable of 500,000 bytes per
second transfer rates. Six Selector Channel
Interfaces are required to provide redundant
interfacing for the two Interface Processors
with the three I0CEs of the En Route Central
Computer Complex.

The interface hardware is programmable to
permit loading parameters for control of
interface sequences. This relieves the
Interface Processor from considerable
overhead requirements while allowing timely
responses to the channel and status
monitoring of the Interface Processors.
Another feature of this interface is the
built-in resident off-line test capability
for each of the six interfaces. The tester
is completely isolated from the channel when
off-line and assures electrical isolation

from the channel when in the test mode.
While in test, problems may be isolated by
exercising a full range of interface
functions in conjunction with the Interface
Test Program Package. The test status and
cond}tions are monitored on a maintenance
panel.

The Selector Channel interface consists of
three 15-inch modules which plug into the
Model 3220 Processor chassis, a 5.25 inch
hi?h Bus and Tag Cable Entry Panel, and a
5-inch by 5-inch Interface Maintenance Panel.

3. Input/Output Bus Switch - Sixteen 1/0
Bus Switches are used to control the
configuration of the Interface Processor
peripherals. Two switches are required for
each set of peripherals which may be
switched under program control or with a
manual override. A Light Emitting Diode
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(LED) indicator on the switch lights when
that switch is selected. Each Bus Switch i
contained on a 7-inch module which plugs

FIGURE 3

S

into an expansion chassis, The Bus Switches

are powered from sources in a configuration
which allows power down and removal of one
bus switch of a pair without disrupting
normal operation of the peripheral. The
manual override for three pairs of 1/0 Bus
Switches 1s contained on a 1 3/4-inch
panel. The three switches allow for power
off, program mode, and selected processor
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mode. The switch panel provides for
flexibility in maintenance.

4. Disc Storage Unit - The Disc Storage
Unit TncTudes a fully formatted removable
disc cartridge, the drive mechanism, a disc
control unit, and power supplies. Each disc
control unit is configurable to each
Interface Processor under software and
manual control. Each disc has a capacity of
10 million bytes with an average seek time
of 33 milliseconds. The data transfer rate
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is 312,500 bytes per second. Each disc unit
tan be expanded to over 40 million bytes.

The disc unit features zero spindle speed
sensing, a variable frequency oscillator,
fault detection logic, end of travel
interlock, automatic gain control and an
optical transducer for reliability and fault
detection. The disc unit is modularly
designed with forced air cleaning and disc
cleaning brushes to reduce maintenance.

Each disc unit has high-speed parallel
access to the processor selector channel
through the I/0 Bus Switch., Data integrity
is assured by extensive error detection
circuitry. The disc unit has error rates of
one soft error for each 10 to the 10th bits,
and one hard error for each 10 to the 12th
bits, after 3000 complete disc processes.

Maintenance is aided through a diagnostic
package which tests the disc unit both
individually and in conjunction with the
system configuration. The disc unit will be
mounted in an equipment rack.

5. Magnetic Tape Unit - The Magnetic Tape
Unit includes the tape drive, operator
controls, a tape control unit, and power
supplies. The tape recording formats are
fully compatible with those of the IBM Type
2401-03, 9-track tape unit used in the En
Route Central Computer Complex. The tape
control unit can be switched to either
Interface Processor manually or by software
control. The Magnetic Tape Unit uses an 800
bit-per-inch format and operates at
45-inches per second.

Extensive error checking is included with
condition checks for write overflow, read
after write error, cyclic redundancy check,
longitudinal redundancy check, and vertical
parity errors, The magnetic tape unit is
connected to the 1/0 Bus as a parallel byte
oriented input/output.

Front access is provided for easy access to
test points. Self-loading vacuum chambers
use a long-life brushless blower motor.
With quick release reel hold-down knobs,
straightline tape threading, and automatic
on-line operation, the unit offers high
operator convenience.

The Magnetic Tape Unit, designed to produce
minimum noise levels, is mounted in an
equipment rack. A1l major subassemblies are
packaged for rapid replacement to provide
maximum serviceability. Maintenance is
further aided by a diagnostic package which
tests the units individually and in
conjunction with the system configuration.

6. Line Printer - The Line Printer

incly printer mechanism, operating
controls, control unit, and power supplies.
The chain type printer prints at a speed of
430 1ines per minute with 132 character per
1ine, The printer has a full numeric and
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alphabetic (upper and lower case) plus all

ETABS special characters. The printer
prints from 1 to 6 part forms compatible
with forms used in the IBM 1403 printer.
Each line printer control unit may be
switched manually and under software control
to either Interface Processor. The line
printers are connected to the processors
using a parallel byte oriented technique
with a parity bit for error checking.

The printer is housed in a free-standing
sound-deadening cabinet with locking
casters. A built-in self-test maintenance
panel provides the means to exercise all
printer functions in an off-line mode,
Additionally, a software diagnostic package
will test the printer’'s interaction with the
system configuration.

7. Input/Qutput Terminal - The 1/0
Terminal incTudes an Tntegral keyboard,
printer mechanism, operator controls,

control unit, and power supplies. The
terminal permits input and output of 128
different printable and control characters
at a rate of thirty characters per second.
Each terminal is switchable manually and
under program control to either Interface
Processor.

The 1/0 Terminal features easily
interchangeable print caps for a variety of
fonts, It is interfaced with the standard
teletype 20 milliamp current circuit using
the eleven bit serial protocol of one start,
eight ASCII, and two stop codes.

The terminal is a compact self-contained
package which is pedestal mounted.
Maintenance is aided by a diagnostic package
which tests each terminal individually and
in a system configuration.

8. Card Reader - The Card Reader includes
the reading mechanism, operator controls,
control unit, and power supply. The unit
reads standard eighty-column,
twelve-position cards in ANSI-X3.26-1970
card format at a minimum rate of 400 cards
per minute. The Card Reader may be switched
manually or under software control to either
Interface Processor. A 1500 card stacker
and a Hollerith to ASCII hardware converter
are provided.

The reader has a fiber optic self-cleaning
read station and utilizes data verification
techniques to prevent loss of data.
Throughout the read operation, a "light
test", "dark test," and card motion test are
continuously performed to verify the
operation of the reader.

The Card Reader is a compact, lightweight,
free-standing unit which has easily
accessible switch controls and a full range
of function indicators to ease operation
interface and monitoring.

9. Sector Equipment Group




Interface - Two Sector Equipment Group
InterTace modules are included in each
Interface Processor. Each of the redundant
Programmable Line Interface Modules (PLIM)
is capable of driving up to 128 Sector
Equipment Group Display Processors using a
high speed serial multidrop technique. The
capability of adding any number of Sector
Equipment groups, up to a total of 128, to
the ETABS system is resident in the basic
hardware. The one megabaud data rate is
sufficient to handle initial requirements
with expansion capability.

The simplicity of the multi-drop technique
gives high reliability and reduces
maintenance problems. The output from the
Interface Processor PLIM is connected to the
Display Processors over standard RG 59 cable
using BNC connectors. At each display
processor, the connection is made with a “T"
connector to the high impedance line

_interface module and is terminated into a 75

ohm load at the final connection. With this
technique, a PLIM may be easily disconnected
from an on-line cable without disturbing
other units operating on the line.

Each PLIM consists of the modem for cable
driving, the transceiver for line protocol,
and the 1/0 controller for high level
protocol; all contained on a single 15-inch
printed circuit module which plugs into the
Interface Processor selector channel, There
are four BNC connectors located on the modem
components which have the same buffered
signal at each output. Each output signal
is capable of driving 32 loads on the
multidrop in half-duplex communications.

A failure or power off condition in any PLIM
will not affect data to the other PLIMs. To
ensure this, logic has been designed for
failsafe conditions and, for added
assurance, a disconnect relay is contained
on the card. Extensive error checking is
inherent in the communications protocol
which provides efficient transparent data
transfer on the multidrop bus. The data is
checked with a Cycle Redundancy Check (CRC)
code and the sequencing of protocol is
checked for errors.

TO COMMON
EQUIPMENT GROUP

GRAPHIC 7

In addition to the connection to the Sector
Equipment Groups, cross coupling to the
opposite Interface Processor gives a means
for status communications between the
processors. This important 1ink may also be
used for 1ine monitoring and test data
generation to aid in equipment maintenance.

c. Sector Equipment Group:

The Sector Equipment Group will be capable
of performing the following functions:

1. Provide storage of air traffic control
sector-related data base.

2. Format and display required portions of
the data base.

3. Provide an interactive data entry
capability.

4. Manage communications with the Interface
Processor.

d. Sector Equipment Group Hardware:

The sector Equipment Group Subsystem
includes (See Figure 4):

A Tabular Display consisting
of two 25-inch indicators.

A 12-inch Interactive
Display with a touch entry
parel.

A Keyboard.
A Sanders GRAPHIC 7 display

processor with a self-
contained memory unit.

MEMORY KEYSOARD

Figure 4 SEG Configuration
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The equipment is housed in a console
conforming to the space allowance defined by
the Console Turret Lower Assembly presently
in use. The GRAPHIC 7 display processor and
associated memory are mounted below the
shelf, and are also accessible from the
front.

The Sector Equipment Group redundantly
interfaces with the Common Equipment Group
through two high speed intelligent
Progranmable Line Interface Modules (PLIM),
to gain a high degree of isolation and
redundant buffering from processors in both
the Common Equipment Group and other Sector
Equipment Groups. Each programmable line
interface module, connected to a
multi-dropped serial data link, has the
ability to receive data in a high-speed
broadcast mode for increased system response
time.

1. Tabular Display and Processor - The
GRAPHIT 7 DispTlay ;rocessor with two large
cathode ray tubes provide a high performance
refreshed display system., [t features a
programmable display system to present the
required data in a 96 symbol per line by 84
line format on its display surface while
maintaining the high image quality required
by the air traffic controller. These two
display surfaces are mounted vertically, and
are separated by less than 3 inches,

The presentation on the cathode-ray tube
display surface consists of stroke written
characters which are defined electrically to
the horizontal and vertical inputs of :he
indicator. The indicator unit consists of a
25-inch rectangular cathode-ray tube,
identical horizontal and vertical deflection
system assemblies, a low voltage power
supply, a high voltage power supply and
function modules containing signal line
jsolation, linearity correction,
amplifier/tube protection, and video
amplification,

2. Interactive Display - The Interactive
DispTay consists of a 12-inch random access
indicator unit and an associated Sanders
developed touch entry panel which is a
modular assembly that mounts on the front of
the 12-inch display.

The indicator unit utilizes proven
off-the-shelf electronic designs identical
to that found in the Tabular Display
indicators, thus enhancing the
maintainability and logistics aspects of the
Sector Equipment Group. A 12-inch display
surface provides the required symbol
quantity while minimizing the viewer
inteference with the Tabular Display that
would be present if a larger display surface
were used.

The Touch Entry Device is a Sanders
development which has solved the problems
common to touch entry systems by minimizing
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the parallax problem while providing a glass
surface as the man/machine interface. The
Sanders approach uses light beams that emit
in the infrared zone and are invisible to
the eye, while two sets of light beams
approximate the curvature of the cathode-ray
tube and form light planes that are
tangential to the tube, thus minimizing the
parallax problem,

The Touch Entry Device is impervious to
noise and has an ambient light detection
feature which compensates for extreme
ambient light conditions. The Device has a
RS232 interface format which is the standard
for GRAPHIC 7 Display Processor peripherals.

The Interactive Display will be positioned
on a swivel mount so that the Sector
controllers can select the most efficient
positioning of the Interactive Display.

The Interactive Display which is removable
for maintenance purposes, is mounted on the
shelf assembly.

3. Ke¥goard - The keyboard, which is
presentTy being used in an Air Traffic
Control environment, contains the standard
upper case alphabet, a numeric pad, and
special keys for the support of Air Traffic
controller operations. Each key depression
will generate an ASCII code which is passed
to the Display Processor through a R5232
interface link.

The keyboard contains solid state contact
keys to ensure precise and long lasting
operation. Individual backlighting is
provided with adjustable intensity
capability.

Liquid spill protection is also provided for
this self-contained assembly which mounts
into the shelf assembly of the consola.

e. System Cables:

The primary system level cables for the
ETABS system are the Central Computer

Complex (CCC) to Common Equipment Group
gCEGg cabling and the Sector Equipment Group
SEG) to Common Equipment Group Cable.

1. CCC to CEG Cable - The CCC and CEG
cable wiTl be the standard Bus and Tag Cable
procured from I18M, There will be multiple
sets of Bus and Tag Cables to accommodate
the redundant CCC selector channel
interfaces.

The cables are directly compatible with both
the 9020 channel and the Perkin Elmer
Selector Channel Interface: no modifications
to any hardware are rec.ired.

2. CEG to SEG Cable - The hardware
resident in the Common Equipment Group is
capable of driving 128 Sector Equipment
Groups without modification. Each Interface




Processor has two (one redundant)
Programmable Line Interface Modules (PLIM'S)
which drive the 128 Sector Equipment Groups
and also provide intercommunication with the
other Interface Processor for status
transfer and test.

The physical cable will be the standard
RG-59 B/U 75 ohm coaxial cable which will be
terminated in BNC type connectors. Various
cable lengths will be available to
interconnect the SEG with the CEG; the
design will accommodate distances of 300
feet from the Common Equipment Group to the
Sector Equipment Group.

d. Software Architecture:
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1. CEG Software Architecture The CE6
Software architecture 1s based on the use of
Perkin Elmer's Dynamic 0S/32 MT real-time
multi-tasking operating system. ETABS
processing functions will be performed by
event driven application programs, using the
executive task-scheduling and 1/0 services
of 0S/32MT. Program module {interfaces
include core-resident buffers, message
queues, and parameter 1ists. In general,
operatfonal messages will be formatted as
ASCII character strings. Information flow
in the CEG is 11lustrated in

Figure 5. Error detection is performed at
all levels, including link-level protocol,
processor instruction traps, memory parity,
data validity and interprocessor
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monitoring.

Contingency mechanisms include

automatic peripheral and Interface Processor
reconfiguration, emulation of an unavailable
CCC, and resectorization.

2. SEG Software Architecture - The SEG
Software architecture s based on the use of
a modified graphic Operating System
developed for the GRAPHIC 7. Termed the SEG
Monitor, the modified graphic Operating
System contains standard features plus
special display management functions. SEG
processing functions will be performed by
event driven application programs, using
task-scheduling and 1/0 services of the
Monitor. Program module interfaces include
memory buffers, message queues and parameter
lists. Operational messages will be, in
general, formatted as ASCII character
strings. Display refresh code will be
formatted ASCII character strings with
special characters for display refresh
control and character size intensity, and
blink control. Information flow in the SEG
is illustrated in Figure 6. Error detection
is performed at all levels, including
1ink-level protocol, data validity, memory
parity and hardware function monitoring.
Contingency mechanisms include

reconfiguration around certain hardware
failures and failure mode processing in the
event of a CEG/SEG communications failure.

SUMMARY OF PROGRAM STATUS

The current schedule for ETABS development
is depicted in Figure 7. The Contract with
Sanders Associates, Inc., was initiated in
January 1979 and design has progressed
through the Preliminary Design Review and
the Critical Design Review phases.

Delivery of the Engineering Model to NAFEC
for test and evaluation is expected in

July 1980. Testing and evaluation is
scheduled to be completed in July 1981,

Final results of tests and evaluation with
ETABS technical design data will be
documented in the form of a Technical Data
Package which will be sent to the FAA
Airways Facilities Service in November 1981
for use in procurement of production systems.
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ABSTRACT

The En Route Minimum Safe Altitude Warning
(E-MSAW) function will provide in the NAS En
Route Computer System an automated aid to Air
Traffic controllers, alerting them to
situations when tracked aircraft are below or
will soon be below predetermined minimum safe
altitudes. The current E-MSAW development
effort evolved from a Terrain Avoidance
project developed by SRDS for feasibility
testing at the Albuquerque ARTCC in 1976.

This paper describes the development products

and activities as well as the technical
approach followed by the E-MSAW project.

1977

Development, evaluation, and demonstration
activities have been completed at the National
Aviation Facility Experimental Center (NAFEC),
Atlantic City, New Jersey. Following this,
the E-MSAW computer program was integrated
with the latest En Route Operational Computer
Program (Version 3d2.8) in preparation for the
field evaluations at the Memphis and
Albuquerque Air Route Traffic Control

Centers as shown in Figure 1.
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ACRONYMS

ACES Adaptation Control Environment
System

ARTCC Air Route Traffic Control Center

ATC Air Traffic Control

E-MSAW En Route Minimum Safe Altitude
Warning

EWA E-MSAW Warning Altitude

HGFA High Gross Filter Altitude

MEA Minimum En Route Altitude

MGFA Middle Gross Filter Altitude

MTA Minimum Track Altitude

MVA Minimum Vectoring Altitude

MWA Maximum Warning Altitude

NAS National Airspace System

NAS 3d2.8 Version 8 of the National
Computer Program

RSB Radar Sort Box

TAV-05 Terrain Avoidance, fifth version

VFR Visual Flight Rules

ups Universal Data Set

VLAT Vector Lookahead Time

BACKGROUND

This paper contains a discussion of the
objectives and design of an En Route
automation enhancement called En Route -
Minimum Safe Altitude Warning (E-MSAW).

The current E-MSAW development effort has
evolved from a Terrain Avoidance (TAV-05)
project developed by SRDS and tested at the
Albuquerque ARTCC in 1976. TAV-05 was
basically a feasibility study and provided the
background and foundation for operational

requirements upon which the current effort is
based.

The E-MSAW function as currently designed will
provide alerts to air traffic controllers of
violations and impending violations of
alrspace defined as hazardous for Air Traffic
Control (ATC) operations (Reference 1).

E-MSAW airspace will be adapted directly from
the En Route Minimum IFR Altitude Sector
charts prepared by the facility's operations
staff.

The Minimum IFR Sector Altitudes are derived
from considerations of the terrain,
obstructions, traffic flow, and operational
considerations.

E-MSAW airspace is defined subject to the
following constraints:

1. Each ARTCC will have the capability of
adapting a maximum of 200 E-MSAW areas,
bounded by closed polygons.

2. Each E-MSAW area will be defined by at
least three but not more than ten line
segments. End points will be defined by
latitude and longitude. An E-MSAW area may be
defined within another E-MSAW area.
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3. Each E-MSAW area will have a safe altitude
associated with it, defined to the nearest 100
feet.

4. Each E-MSAW area may have up to ten
airports associated with it. The provision is
made in the initial implementation to allow
definition of airspace to eliminate departure
and arrival flights near airports and airport
complexes.

TECHNICAL APPROACH

The baseline system used for developing the
test, evaluation and demonstration of the
E-MSAW function at NAFEC was NAS model 3d42.4.
The E-MSAW function uses, as primary input,
radar tracking data as computed and stored by
the Automatic Tracking function (X,Y tracking)
and the Altitude Tracking (Z tracking)
function. E-MSAW processing sequences on a
subcycle basis to operate after the tracking
function has been completed, thus avoiding
destructive interference in accessing the
tracking tables. The main body of the E-MSAW
prograa is required in core during each
tracking subcycle (6 seconds) and is
dynamically buffered.

a. Filter Design

A major technical problem addressed in
computer program design relates to the
efficient comparison of extrapolated flight
paths for all eligible tracks with upwards of
2000 line segments defining the horizontal
cross sections of E-MSAW areas. In dealing
with this problem, the technique employed is
to apply filters of increasingly finer mesh.
The E-MSAW function operates periodically,
inspecting the complete track file on a cyclic
basis.

An adaptable High Gross Filter Altitude (HGFA)
is specified. This is an altitude high enough
so that level, climbing and descending
aircraft above it would not be projected to
enter any E-MSAW airspace within the filter
processing time interval. At this first
filter, VFR flights are also screened out; .
i.e., flights with no assigned altitude and no
filed rlight plan. There will, however, be
E~-MSAW processing of VFR tracks which have a
Mode-C reported or a controller-entered
altitude, when the controller specifically
requested it.

A middle gross filter altitude is utilized,
similar to the high gross altitude filter, to
further reduce the E-MSAW processing load.

The Middle Gross Filter Altitude (MGFA) is set
at a lower level to screen out aircraft above
this altitude for climbing and level flights
and inspects them on the same periodic basis
as indicated above for flights above the High
Gross Filter Altitude (HGFA). Within this
level, however, descending flights could
conceivably project into E-MSAW airspace
before the next periodic inspection of flights
above MGFA, and therefore, are candidates for
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further E-MSAVW processing. (See Figure 2).
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FIGURE 2, GROSS ALTITUDE FILTERS

To facilitate the comparison of track position
and velocity with E-MSAW airspace, each 3-10
sided polygon, capped by a E-MSAW Warning
Altitude (EWA) describing the airspace, is
related to the Radar Sort Box (RSB) grid by
the off-line processing of the adaptation
assembler. (See Figure 3).

Since the center area is completely covered
with EWA assignments, each RSB, the 16x16
nautical mile dbox used in radar/track
correlation, must contain a minimum altitude,
below which track projections may generate an
E-MSAW alert. If, however, the aircraft's
departure or destination point can be matched
to an airport adapted to the E-MSAW area
(i.e., the EWA), the alert is inhibited. A
RSB can either be totally encompassed by one
E-MSAW area, or be intersected by one or more
E-MSAW area boundaries, implying that several

MVA CONTAINS AIRWAY WITH LOWER MEA

minimum altitudes prevail within the RSB.
adapted minimum altitude, in the simplest
case, is a single EWA which is identical to
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the MVA. There are situations where the EWA
could be lower than the MVA due to the Minimum
En Route Altitude (MEA) of an intersecting
airway being lower than the prevailing MVA of
the airspace encompassing the airway. In this
case, the E-MSAW airspace would be adapted so
that the EWA would reflect the dimensions of
the Minimum En Route Altitude (MEA)

A more complex situation prevails when more
than one E-MSAW area intersects within an RSB,
meaning more than one EWA is associated with
the RSB. This implies employment of a Maximum
Warning Altitude (MWA) based on the higher
EWA, for the sort box and some additional
processing to detect the boundary where the
EWA altitude changes and which EWA altitude
applies to the current projected position of
the candidate track. This additional process-
ing is called area violation detection (Fig. 4).

b. Processing Sequence

The total number of tracks are logically
divided into subsets based upon an adaptable
parameter, the High Gross Filter Interval
(HGFI). Subsets are formed by considering
only every HGFI (e.g., if HGFIz3, then every
third) track and incrementing the first track
on each execution by the HGFI filter. This
results in examining 1/HGFI of all tracks
every HGFI subcycle.

The gross filters described above are followed
by an additional, finer filter known as the
E-MSAW Sort Box filter. This filter serves to
limit the number of E-MSAW areas, which must
be examined for possible violations, to those
areas which overlap the RSBs along the track's

DEFINED BY THREE E~MSAW AREAS

MVA 5000 1. ABCOl AT 5000
AIRWAY MEA 2000 2. ABCO2 AT 5000
3. ABCO3 AT 2000
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FIGURE 3, E-MSAW AREAS
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FIGURE 4, SORT BOX FILTER

projected route of flight. The Minimum Track
Altitudes (MTA) achieved by the altitude track
for each sort box traversed in the lookahead
time interval (VLAT, a parameter) are computed
and compared to the maximum warning altitude
stored by adaptation for each Radar Sort Box.
If the MTA's are above these maxima for all
RSBs traversed, the track is rejected from
further processing. Otherwise, the polygons
associated with the RSBs are examined for

penetration by the track over the VLAT time
interval. (See Figure 5).

finally, if the' track becomes eligible for an
alert with an E-MSAW aresa that as an
associated E-MSAW adapted airport list, then
this list is searched for a match with the
associated arrival/departure points. If a
match is found, then the alert is inhibited
for the given E-MSAW area.

¢. COMPOOL Table Desi

Processing efficiency is the main
consideration in a table design that maps the
polygons and their associated altitudes and
airports into Radar Sort Boxes (RSB's). The
tables contain pointers and are chained to
permit rapid retrieval of polygon boundaries
and to access switches which control the
selection of three distinct violation
detection algorithmas designed to service
specific RSB/polygon configurations:

1. Polygons with only convex angles in the
RSB. (See Figure 6).

2. Polygons with only concave angles in the

!

High Gross Filter Frequency HGFF =1 Subcycle
High Gross Filter Internal HGFI = 3

1st Third 2nd Third Last Third 1st Third
6 12 18 24 30 36 42 48
| L ] | 1 | 1 )

GROSS FILTER PROCESSING

Candidate Retest Filter Frequency CRFF = 2 Subcycles

24

t

36

RSB FILTER PROCESSING

FIGURE 5, E-MSAW PROCESSING SEQUENCE
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3. Polygons with mixed concave and convex
angles in the RSB.

Adaptation tables are constructed off-line by
the Adaptation Control Environment System
(ACES) to represent E-MSAW airspace mapped
into RSB's by the following stored information:

7. The total number of the polygon line
segaents that intersect the RSB.

2. The polygon vertices which make up the
line segments that intersect the RSB - defined
in clockwise direction.

3. An indication whether the entire polygon
is completely within the RSB.

8. The altitude associated with the polygon.

S. An indication of which algorithm applies

N3

Ny

/ CONVEX ONLY
N1

TOTALLY WITHIN RSB

Ny

to this polygon in this RSB.

If the maximum capability to adapt 200
polygons, each with ten vertices, is required,
then a maximum of 15,000 words will be needed
to map the polygons into the Radar Sort

Boxes. These data are stored on disk and
buffered only when required by execution of
the violation detection algorithms,

Information from the adapted tables can be
rapidly retrieved by an initial, simple
calculation to determine the RSB's intersected
by the ground track of the aircraft.
Determination of whether the ground track will
penetrate the E-MSAW polygon is facilitated by
the definition of a basic procedure called
ORIENT which defines the orientation of a
point to a line, (See Figure 6).

CONCAVE ONLY

CONCAVE/ CONVEX

N4

FIGURE 6. VIOLATION DETECTION ALGORITHMS
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d. Console Inputs and Display Outputs

Many of the console inputs, display routing
and control parallel those of the En Route
Conflict Alert function.

An alert is normally not displayed on its
first detection occurrence. An alert
situation must be detected in two of three
consecutive computation cycles to qualify for
display. An Alert Redetection Validation Mask
(ARVM) is the parameter which controls the-
display of alerts.

E-MSAW alerts are displayed on the
Controller's PVD by displaying the letters
"MSAW® blinking in field E of the full data
block. The letters "MSAW" blink during the
occupancy interval.

A double-written line is displayed from the
track position to the E-MSAW point of
violation, at the end of which the altitude
violated is displayed.

When the conditions for alert are satisfied,
the E-MSAW alert is routed to the controlling
sector and if the track is in HANDOFF status,
also routed to the receiving sector.

AAl6
90 127, ,
140 MSAW =
riins
E-MSAW
PENETRATION

& N

A

“J\

Projected Position Alert

I 7
\ -~
1102

It is possible by supervisory inputs to turn
the E-MSAW function off for the entire Center

or to turn off the display of alerts for an
individual sector.

The controller is provided with two types of
suppression of individual alerts enterable
from his console:

1. Alert Suppression suppresses diaplay of an
alert on a specific flight relative to a
specific E-MSAW area. The letters MOFF would
appear in field E of the data block. The
suppression is discontinued on termination of
the alert situation.

2. Indefinite Suppression inhibits alerts on
a given flight center-wide and indefinitely.
The letters MIFF will appear in field E of the
data block to remind the controllers of the
action taken,

The Alert Suppression and Indefinite
Suppression are reversible actions. (See
Figure 7).
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Current Position Alert
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Specific Alert Suppressed
Display
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A

Indefinite Alert Suppressed
Display

FIGURE 7, CONTROLLERS DISPLAY FORMAT OF ALERT
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PROGRAM STATUS

Coding of the E-MSAW function into the NAFEC
version of NAS 3d2.Y4 with its Universal Data
Set (UDS) commenced in March 1978 following
approval of the Computer Program Functional
Specifications (Reference 2) and the Program
Design Specifications (Reference 3). An
extensive test program followed delivery of
the computer program. NAS 3d2.4 is a
duplicate of the NAS ATC Operational Computer
Program that was in field use froam March 1977
through March 1978.

Three series of tests were conducted at
NAFEC: Acceptance (Product Assessment) Tests
by Computer Sciences Corporation, Design
Evaluation Tests by the MITRE Corporation and
ATC Application Tests by NAFEC.

Acceptance (Product Assessment) tests verified
the technical integrity of the E~MSAW function
and its compliance with design data contained
in the approved Computer Program Functional
Specifications.

Design Evaluation tests measured the
performance of significant elements of logic
which constitute the E-MSAW function,
including a parametric performance analysis.

The parametric performance analysis was a
aritical part of the Design Evaluation tests
due to the effects these parameter settings
have on alert processing delays, filter
effectiveness, processor utilization and the
number of false alarms. Key parameters and
their recommended values are as follows:

High Gross Filter Increment - This
parameter as set will logically divide the

total number of tracks into subsets.

Processor utilization can bde effectively
managed through this parameter selection with
each subset being processed in accordance with
the selected subcycle. This parameter can be
set at intervals of 1 through 4 and will
initially be set at 3. This means that
initially one third of all the tracks in the
system will be processed through the filter
design each subcycle frequency.

High Gross Filter Frequency - This
parameter although independent of the one

above is related. This parameter can be set
from 1 through 4 subcycles ( 1 subcycle is 6
seconds) and will determine at what time and
frequency the selected subsets will be
processed. Initially the High Gross Filter
Frequency will be set to 1 subeycle.

Vector Lookahead Time - This parameter
can be set at a maximum of 180 seconds at 1
second intervals. 1Initially it will de set at
90 seconds and will provide the projected
interval for determining whether the ground
track will intersect an E-MSAW polygon. This
setting is crucial in that too large a setting
may result in excessive false alarms.
Convarsgely, this parameter must be high enough

to perait oontroller/pilot comsunication of
the E-MSAN warning and the pilot's reaction to
it.

Candidate Retest Filter Frequency -
Tracks passing the gross E-MSAW filtering

process become candidates for detailed
violation detection. Detailed violation
detection is performed every Candidate Retest
Filter Frequency tracking subcycles. This
parameter can be set from 1 through &
subcycles and will initially be set at 2
subcycles., All tracks, identified as
candidates will be considered for detailed
detection of violation against E-MSAW areas
every 2 subcycles.

These and other parameters were evaluated
using a gross model of E-MSAW and system
analysis recordings from the AlbuqQuerque and
Memphis ARTCCs. Although these recording
samples were small, results were satisfactory
leading to the selection of these initial
parameter settings for the field tests at
these two centers.

The Design Evaluation also analyzed central
processor utilization. This was accomplished
by determining the instruction mix timing for
the filtering and detection software, the
processing time for processing one track and
then obtaining the utilization from a track
load. Under a 222 track load, the Memphis
ARTCC would utilize .9 percent of a 9020A and
the Albuquerque ARTCC would utilize 1.3
percent of a 9020A for processing E-MSAW
software modules. Both of these 9020A
locations are triplex systeams.

The 9020D central processor utilization was
not evaluated during the design evaluations
but measurements were made at the completion
of the development cycle. The 9020D was
measured using the development software and a
universal data set at NAFEC driven by standard
simulation load tapes., At a 222 track load,
E-MSAW software modules will utilize .5
percent of a 9020D computer configuraton.
This was based on an average number of nine
alerts which is considered to be high for the
en route system,

In susmary, with careful E-MSAW area
adaptation and selection of filter parameters,
impact of E-MSAW on the en route system should
be minimal.

ATC application tests evaluated the
controller-computer interface. Simulated
operational tesats were also used to gain
additional insight into the response time
distribution for the computer-controller-pilot
system when E-MSAW advisories were provided.
The controllers in this test environment were
able to work effectively with the E-MSAW
capability, and they recommended only minor
changes to the system,

Following successful completion of the
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evaluation tests at NAFEC, the E-MSAW computer
was integrated into system tape
(NAS 3d2.8) and turned over to the Air Traffic
1 Service for their field evaluation at the key
;. sites (Albuquerque and Memphis).

The E-MSAW development has required the skill,
knowledge and participation of the Air Traffic
Service, The MITRE Corporation, Computer
Soiences Corporation, and NAFEC along with
other eleaents of SRDS.

In the preparation of this paper, the
assistance of Mr. Anthony Severino of ARD-140
and Mr. Stephen J. Hauser, Jr., of The MITRE
Corporation is gratefully acknowledged.

1. Request for R, D, and E effort
9550-AAT-300-23, "Operational En Route Minimums
Safe Altitude Warning System (E-MSAW)",
Pebruary 1977.

2. Preliminary Computer Program Functional
Specification (CPFS) for En Route Minimum Safe
‘ Altg;.udo Warning (E-MSAW), (Revised March

] 1978).

3. Preliminary Program Design Specification
(PDS) for En Route Minimum Safe Altitude
Warning (E-MSAW), May 1978.
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Service, ATC Systems Division.

Riverdale, Maryland.

ABSTRACT

The ability to record and later replay what
had been seen on a controller's display has
always been looked upon as a desirable
goal. A number of experiments had been
conducted in the past 10-15 years with this
goal in view, but the equipment was usually
unreliable, expensive, and the results of
questionable value. Techniques previously
used most often were either photographic
film or analog TV video recording.
Recently, however, technology has advanced
to the point where equipment reliability is
no longer a significant problem and high
speed digital recording methods are able to
produce acceptable results. A breadboard
recording/playback system was designed and
built by the FAA at the National Aviation
Facilities Experimental Center (NAFEC). It
had the ability to record and playback one
. display at a time. The breadboard model was
; highly successful and resulted in the FAA
initiating the design and fabrication of an
Engineering Model. The field or production
version of this system wil' be modular and
able to record 36 displays per module.

List of Acronyms

NAFEC National Aviation Facilities
Experimental Center

ATC Afr Traffic Control

] SAR System Analysis Recording

AFS Airway Facilities Service

SRDS Systems Research & Development
Service

ATS Air Traffic Service

R&D Research & Development

ARTCC Air Route Traffic Control Center

HDOR High Density Digital Recorder
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EPIC En Route Playback Interface Console
RIB Record Interface Buffer
DCVG Display Control & Vector Generator

DG Display Generator

D61/0 Display Generator Input/Output

PVD Plan View Display (controllers
display)

VAD Valid Address

vCo Voltage Controlled Oscillator

LPF Low Pass Filter

D/A Digital to Analog

S0D Start of Display

EQD End of Display

MUX Multiplexer

BACKSROUND

Voice communication recordings have been
employed for some time in the Air Traffic
Control (ATC) system, and have proven to be
a valuable tool in analyzing ATC events that
have occurred in the system. As the current
en route automation system has evolved, it
has become evident that it would be useful
to have additional recording of data within
the automation system. At the present time
much of the data contained in the automated
system are being recorded via the System
Analysis Recording (SAR) program. Although
the statistical data collected by the SAR
program are extensive, these recordings
cannot be played back through a controller's
display to provide a reprcsentation of data
formatted in the same way that it had been
displayed to a controller, including
weather, display off-set, etc.

Development of a capability for recording of
data in the en route display subsystem was
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requested by the Air Traffic Service (ATS)
to enable them to re-create the data that
had been presented to all en route
controllers during their daily operations.
A playback capability was also required so
the recordings could be replayed to give a
visual presentation of the air traffic
situation as it appeared on a controller's
display at any given instant. When combined
with SAR data and voice recordings this
would provide a more complete reconstruction
of a qiven traffic situation. Some of

the benefits that would be expected from
this type of recording subsystem would be
the ability to study and evaluate in detail
air traffic conditions leading to ATC
related situations. It could also be used
as a maintenance tool to analyze reported
discrepancies. Workloads and causes of
traffic delays could be analyzed. Also, it
could be used to aid in directing rescue
operations,

In response to this request, SRDS began
development in 1975 of a breadboard model to
demonstrate feasibility of the display
recording concept. The breadboard model was
successfully demonstrated in May 1977.

Based on the success of the breadboard
model, a decision was made in June 1977, to
proceed with the development of an
Engineering Model to be designed and
fabricated by in-house engineers. The
functional requirements for the engineering
model were completed in January 1978 and
development of the engineering model was
begun. The current schedule for the project
is as follows:

Design Data completed
Engineering Model Fabrication 3/80
Operational Demonstration 4/80

Test and Evaluation Completed 4/80
Technical Data Package To
Airway Facilities Service  4/80

After the development is complete, it is
expected that a production procurement will
be initiated by the Airway Facility Service
to install this type of display recording
subsystem at all ARTCCs.

TECHNICAL APPROACH

a. Design Requirements

The following design requirements for the
recorder were established as a result of
coordination between the FAA Services.

1. Synchronize display recorder with
voice recordings during playback.

2. High speed search of recorded tape
in relation to a given time of day.

3. Simultaneous playback of two
separate displays, without need for
the ARTCC computer complex.

4. Duplicate the recorded tape for
playback at other locations.

5. Record all data presented on the
display.

6. Record al1 displays continuously in
any ARTCC. (Engineering Model will
record all displays at NAFEC.)

7. Freeze mode available during
playback.

8. Monitor any on-line display while
recording.

9. Transparent to existing automation
and display equipment and operation.

10. Operate with any of the ARTCC
display channel configurations.

11. Oual recorders will be required to
operate in a sequential mode for
continuous recordings.

12. Each recorder will operate a
minimum of four hours on a single
reel of tape.

b. General System Description

The engineering model is designed to meet
the requirements for continuous recording of
all displays interfaced with the en route
display channel equipment and replay this
data through the same type display from
which the recordings were made. The
subsystem has the following characteristics:

The display data from each display is
sampled approximately once each second by a
Record Interface Buffer (RIB) and is
recorded on one of two High Density Digital
(HDD) Recorders. These record data for 4
hours each in an alternating mode.
Presentation of recorded data is
accomp)ished by operating the recorders in a
playback mode, through the En Route Playback
Interface (EPI) to a standard display. A
block diagram is shown in Figure 1.

The En Route displays are normally
refreshed 55 times a second, and there is
nominally one second between updates to the
refresh data base. Most of the displayed
data is redundant from a recording
standpoint. Therefore, the design approach
consists of storing on tape only one of the
55 identical display refresh frames which
occur each second. The playback of the data
requires a playback buffer EPI, a Display
Control and Vector Generator (DCVG) and a
display. A single refresh frame is
transferred from tape to one of two
semiconductor memories in the EPI. The
frame stored in this memory is used to
refresh a display at 55 frames per second.
During this time, the next frame is
transferred from tape to a second memory.
Approximately every second, the two
memories alternate between the modes of
receiving data from tape and being used as a
source of data for the display. This
provides a playback presentation which is
updated at the same rate as the original
recorded data,

c. Record Function

1. DGI/O - DCVG Interface
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FIGURE 1, BLOCK DIAGRAM

Each Display Generator {DG) consists of a
Display Generator Input/Output (DGI/O)
assembly and six DCVGs. Each DCVG drives
one display. The DGI/O contains data
reclocking logic, a DCVG address decoder, a
blink clock generator, and the DCVG output
multiplexers. A 16-line parallel data bus
from the DGI/O is common to all six DCVG
drivers. Valid Address (VAD) signals sent
to each DCVG indicates which data words a
DCVG may receive. The DCVG input data word
is a 64 bit word consisting of four 16-bit
bytes which is received by the DCVG at a
data rate of 4,444 megabytes per second.
The RIB, Figure 2, will obtain the necessary

data and control signals from this interface.

2. RIB Input

The RIB samples data for each of the six
DCVGs in a cyclical sequence starting with
DCVG~1. The sampling procedure consists of
storing a single display refresh frame in
the main memory of the RIB, The data stored
in the memory is subsequently transferred to
the recorder. When a complete frame has
been sent to the recorder, the RIB goes on
to sample the data from the next DCVG in the
sequence. The sample interval is dependent

upon the amount of data to be recorded.
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PIGURE 2, RECORD INTERFACE BUFFER (RIB) LOGIC




Preliminary experiments indicate that the
average sample interval will be well under 1
second. Address bits in the sync words sent
to the recorder indicate from which DCVG the
data was taken.

The main memory operates on a first-in,
first-out basis. The first data word
written into memory is the first word out
during the read sequence. In this manner,
the DCVG data words of the sampled refresh
frame are written on to tape in the same
sequence as they were sent to the on-line
DCVG and display. To accomplish this, two
13-stage binary address counters are used;
one for the write address and the other for
the read address. The appropriate counter
is incremented for each byte written into or
read out of memory. A multiplexer between
the address counters and the memory,
controlled by the input logic, determines
which set of addresses are being used to
access the memory. Both counters are reset
prior to acquiring each refresh frame.
Prior to reset, both counters are at the
address of the last data byte.

3. RIB Qutput

The 64-bit DCVG data words, which are stored
in the RIB memory as four 16-bit bytes, are
turned 90 degrees by four parallel-in,
serial-out registers called the output
registers. The 90-degree terminology is
used to designate the process of converting
the DCVG data words from a 16-bit parallel,
4-byte serial format to a 4-byte parallel,
16-bit serial format. A 16-bit sync word is
inserted between the data words sent to the
recorder to enable the playback element to
separate the data words and to provide
display address information and parity
information. These sync words are organized
in four 4-bit bytes with each byte being
recorded serially with a data byte on a
separate track, Figure 3,

d. Playback Function

Tape Data Format

1.

Equipment

The playback equipment consists of the
following:

a. One High Density Digital Recorder
(HDDR)

b. Two Off-line Plan View Displays
(PVD)

c. {wg §n Route Playback Interfaces
EPI

d. One En Route Playback Interface

Console (EPIC)

There are two basic modes of operation for
the playback element. The first is the
playback mode in which the playback element
is used to review or duplicate recorded
tapes. The second is the monitor mode in
which the playback element is used to
visually monitor on a PVD the data as it is
being recorded by the system. In the
playback mode, it may be necessary to
playback data from two displays
simultaneously, as in the case of examining
a hand-off situation.

An operator is able to control the
o?erat1ons of any recorder used in the
playback mode. These operations include
forward, fast forward, reverse, time code
search, speed changes, and stop.

2. Time Synchronization of Recorders

Time synchronization of the digital
recorders and the voice recorder on playback
are accomplished using a time code reader
(Figure 4) to decode time which is recorded
on a single track on each tape. One
recorder is used as a master unit with its
speed controlled by its internal

oscillator. A1l other recorders that are to
be synchronized with this master unit are
set to ignore their internal oscillators on
playback and to use an external reference
signal to control their speed.

3. Data Format

The EPI is designed to allow the operator to
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FIGURE 3, TAPE DATA FORMAT
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FIGURE 4, TIME CODE SYNCHRONIZATION LOGIC

designate the address of the display to be
reviewed. The EPI compares the incoming
address with the selected address and accept
data only when the addresses are equal.

This address information is used to
designate one of the DCVGs within a DG. The
DG is designated by seiecting the proper
port using the multiplexing scheme
previously described. Each port corresponds
to one DG.

The data received from tape by the EPI is
stored in one of two semiconductor memories
(Figure 5). When this memory has received a
complete frame of data, the EPI uses the
data to refresh the playback PVD via a

DCVG. While the EPI is refreshing the
display with data from the first memory
(M1), it simultaneously stores the next
frame of data from tape in the second memory
(M2). When M2 has received a complete frame
of data, the EPI switches over to M2 for
refreshing the display, while it proceeds to
load the next frame into M1. The EPI
alternates between M1 and M2 in this manner
as long as data is being received from the
recorder or until operator intervention. A
memory is considered full when it has
received a complete frame of data, even
though the memory may not be physically
filled to capacity. The EPI alternates
between memories (and between frames) at a
rate which is equal to the sample rate used
by the record element.

4. Playback Update Modes

The EPI is designed to operate in three
modes: real-time, freeze, and
twice-real-time, In the real-time mode, the
playback tape speed is the same as the
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FIGURE 5, EN ROUTE PLAYBACK INTERFACE

record tape speed, and the data is read from
tape at the same rate at which it was
recorded. Therefore, the playback display
will be updated at the same rate as the data
was sampled by the RIB. In the freeze mode
the EPI continuously refreshes the display
from a single memory without alternating.
When the operator initiates the freeze mode,
the EPI freezes the frame that is currently
being used to refresh the display while it
continues to load the other memory with the
next frame sent by the recorder. Once an
EP! is placed in the freeze mode, the
operator may manually switch between the two
memories and view each of the two frames
stored for any length of time. When
released from the freeze mode, the EPI
switches to refresh the display from the
alternate memory. It then proceeds to load
the next frame of data coming from the
recorder into the memory from which it has
been refreshing prior to the release. 1In
order to place the EPI at twice-real-time,
the tape speed is changed to twice the speed
of the real-time mode. At this speed the
data is received by the EPI at twice the
rate at which the data was sampled. When a
speed change is made to place one EPI in the
twice-real-time mode, the other EPI is
automatically placed in the twice-real-time
mode if it is receiving data from the same
recorder.

SUMMARY

Recent developments in high speed memories




and high density digital recorders have made
practical the design of display recording
systems. Design concepts were tested and
proven through the fabrication and testing
of a breadboard model, which though limited
in capacity, used the same techniques being
incorporated in the engineering model.
Following evaluation of the engineering
model, procurement specifications will be
written and production recording systems
will be procured for installation at all en
route centers. With the installation of
this equipment the FAA will be in a better
position to analyze and document various
events occurring in the en route air traffic
control system.

The author would like to acknowledge the
design efforts of Mr. Edwin A. Mack and
Stephen D. Stratoti, ANA-140, who designed
the breadboard model and provided much of
the data contained in this report.
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ABSTRACT
1 The key factor necessary for Airport airport surface surveillance radar, ASDE-3,
Surface Traffic Control is adequate is currently being developed by the Federal
- surveillance capability for the Control Tower Aviation Administration (FAA) to satisfy the
under all operating weather conditions. ASDE Control Tower requirements.
is the solution for providing the
survelllance capability under poor visibility The paper develops the critical surveillance
conditions at most airports when the primary and design requirements that the new ASDE-3
visual surveillance mode through the Control radar has to meet.

Tower's windows cannot be used. A new




ASDE DESIGN CONSIDERATIONS

Weather Penetration, a Primary Requirement

The role of an ASDE is to provide the
alternative means of airport surveillance for
the Control Tower when visibility through the
tower windows is restricted. The most
persistent complaint of Controllers regarding
the present ASDE-2 has been that it works
best when they do not need it, and works
worst when they need it the most. Since
visibility restrictions are caused by
weather, weather penetration is a primary
ASDE requirement. The ASDE-3 weather
penetration (rainfall rate) requirement is
based on several factors including climatic
data for candidate airports, visibility
effects of weather, the operational
availability needed for reliable
surveillance, and the performance which can
reasonably be achieved by an ASDE radar.

Over 30 airports have been identified as
ASDE-3 candidates using the FAA ASDE
establishment criteria. Availablc climatice
data for 21 airports slated to receive ASDE-3
were analyzed to determine the rainfall rate
capability required at each airport to assure
ASDE surveillance availability for the
Control Tower 85 percent of the time when
visibility is under 1 mile.

Fig. 1. shows the rainfall rate
capability required for each site plotted
against the maximum range required at each
site. The data plotted establish the
limits of weather penetration required for
ASDE-3 as a function of range. Also
plotted on the same figure is the result of
a radar detection analysis of a 16 GHz
ASDE-3 using reasonable and achievable
parameters. A constant-detection criterion
was assumed, using a probability of

Figure 1}

Rainfall rate requirement
for 21 U.S. airports
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detection (Py) of 0.9 and a probability

of false alarm (Ppy) of 10-° for a non-
fluctuating 3m? target, without
integration. Note that the ASDE-3 radar as
plotted satisfies all sites except 2; i.e.,
Dallas Fort Worth (DFW) and New Orleans
(MSY), which would be satisfied if 90
instead of 95 percent availability were
used. Thus, an ASDE-3 radar with
characteristics similar to those assumed
adequately satisfies the weather
penetration requirements.

Achieving weather penetration is an
important ASDE design consideration;
however, equally important is the
presentation of a good surveillance picture
on the Control Tower display.

Providing the Surveillance Information on
the ASDE Control Tower Display

The Control Tower, to perform its
traffic management functions, requires the
ASDE display to provide target-imaging and
target-to-target resolution to:

a. Discern any active runway traffic.

b. Discern the position of
aircraft/vehicle relative to runway and
taxiway intersections.

¢, Track traffic on runways and
taxiways, and discriminate closely spaced
targets.

d. Recognize aircraft by shape and
size.

e. Recognize airport runwcy and
taxiway background.

These functions require a radar resolution
about 15 to 20 feet in range and 0.25
degree in azimuth, and an antenna rotation
rate of once per second. The rotation rate
is based on long experience with ASDE-2,
and on simulation studies done by the
Transportation Systems Center (TSC).2

The ASDE-3 will use the ASDE NUBRITE
display system developed by TSC for FAA and
built by ITT, Fort Wayne. This TV-vidicon
scan-conversion display system, based on
the Airport Surveillance Radar (ASR) BRITE
technology, was specifically developed for
the ASDE application, and is currently
installed and successfully operating at
three ASDE-2 sites. The NUBRITE uses a
high-brightness, high-contrast TV
compatible with Control Tower ambient light
conditions, and has a 15-foot resolution
capability on the 6000 feet per diameter
scale.

Another important factor related to the
presentation of surface surveillance
information to the Control Tower is the




ability of the display to allow the
controller quickly to acquire and track
targets of interest. ASDE radar returns
provide near photographic-quality data from
the entire airport surface display,
including grass areas, buildings, and other
surface features outside of the traffic
movement areas of interest. Displaying
extraneous information from outside of the
taxiway/runway movement areas limits the
ability of the display to present clearly
the surveillance information normally
needed. (Surveillance of other parts of
the airport outside of the movement areas
may be necessary under certain emergency
conditions.) To provide the best possible
presentation of the taxiway/runway movement
areas, ASDE-3 will include a unit similar
to a mapper, calleld a Display Enhancement
Unit (DEU). The DEU, as illustrated in
Fig. 2, allows the controller
proportionally to adjust the contrast
between movement and non-movement areas,
and also the intensity of map lines
defining the movement areas.

Experiments conducted by TSC at Dallas,
Love Field, Texas, using a DEU breadboard
developed by Texas Instruments, indicated a
25 to 40 percent improvement in "quick
look" aircraft-detection capability when
compared with a normal ASDE presentation.

Airport Site Factors

Since the ASDE is to provide surface
surveillance for the Tower Controllers, the
radar must be located in a position
providing line-of-sight to all parts of the
airport surface. For most airports, the
ideal location would be the Control Tower
roof. However, at many airports, the
Control Tower structure is very limited in
the ability to support additional loads on

the roof. Consequently, the weight and
size of the ASDE-3 antenna/radome assembly
should be as small as possible for the
radar to be compatible with as many Towers
as possible. Considering Control Tower
roof dimensions, the horizontal extent of
the ASDE-3 antenna/radome is limited to 18
feet.

If because of structural problems or
siting considerations the antenna cannot be
located on the Control Tower, the ASDE-3
must be able to be configured to allow
remoting from a separate ASDE tower to the
Control Tower. A review of potential
remote tower sites indicates a remoting
distance of 8000 feet is needed.

The range-coverage requirements for the
ASDE-3 are also dictated by the needs of
the candidate airports. Coverage is
required from a minimum range of 500 feet
to a maximum range of 18,000 feet to
satisfy all airports, with the antenna
mounted on towers ranging from 40 to 300
feet in height.

ASDE-3 DESIGN SUMMARY

In the process of transforming ASTC
operational requirements into equipment
design requirements, several tradeoff areas
were considered. The chosen design
approach represents the maximum weather
penetration performance possible for a
given antenna enclosure size constrained by
wind-induced overturning movement
considerations. The most interesting
features of the resulting design are the
integral antenna/rotodome, antenna variable
focus, cosecant (CSC) elevation beam-
shaping, and pulse-to-pulse frequency
agility.

Los Angeles Airport ASDE without and with a Display Enhancement Unit (DEU)




The engineering model ASDE-3 consists
of the radar transmitter/receiver and its
associated electronics, the antenna/
rotodome, the DEU and a test data
acquisition system (DAS). The DEU-gated
video output interfaces with the NUBRITE
video-scan-converted tower cab display
(Fig. 3).

The Antenna, Determinant of System
Performance

The antenna is the most critical
determinant of system performance. It is
the predominant factor in the detection of
signals in precipitation clutter and noise
and in establishing azimuth resclution.
Gain, azimuth beamwidth, and elevation
beam-shape optimization are limited by the
18-foot rooftop maximum horizontal
dimension. The design takes advantage of
the lower rainfall attenuation and
backscatter coefficients at 16 GHz
(compared with the 2l GHz which was used
for ASDE-2), and achieves maximum packaging
efficiency by using an integral antenna/
radome (or rotodome) shown in Figures 4a
and 4b.

ANTENNA

CHANNEL A CHANNEL B*

TRANSMITTER/RECEIVER TRANSMITTER/RECEIVER
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ASDE-3 block diagram

The choice of the 16 GHz band® was
based on a comparison of signal-to-
noise-plus-clutter performance in heavy
rainfall for 16 and 24 GHz. This

®Actual assignment received for development
work is 15.7 to 16.2 GHz.
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Rotodome configuration

comparison showed the lower frequency band
clearly superior even for equal physical
antenna sizes.

Frequency selection. The radar
precipitation backscatter coefficient at 24
GHz, the current ASDE-2 assignment, is
considerably greater than the value at 16
GHz for heavy rainfall (about 7 db greater
for a 16 mm/hr rainfall rate).3 Two-way
attenuation in heavy rainfall is over 6 db
greater per nautical mile at 24 GHz.3»%,5
Sixteen GHz also has the benefit of
considerably reduced RF attenuation through
water film on the radome exterior. The
increased antenna performance at 24 GHz,
both in gain and in precipitation clutter
cell reduction, is more than offset by the
reduced rainfall attentuation and
backscatter cross section at 16 GHz.

Integral Rotodome. An overall system
azimuth resolution of 40 feet for targets
at 6000 feet in range is required to
prevent smearing of extended targets and to
resolve small point targets on the airport
surface. To resolve 40 feet on the NUBRITE
display requires an antenna 3 db azimuth
beamwidth of 0.25 degree.® The resulting

#The convolution of the effective azimuth
beamwidth at 6000 feet (26 feet) and the
display response (30 feet) gives 40 feet.
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horizontal aperture giving a 0.25 degree 3
db beamwidth at 16 GHz is 17 feet, nearly
the 18-foot maximum set for the horizontal
rooftop dimension. A 17-foot rotating
antenna enclosed in a stationary 18-foot
radome would result in (1) excessive shear

forces due to the proximity of the antenna
tips to the fixed radome, and (2)
variations of radome RF transmission
characteristics with antenna rotation. The
first problem greatly increased drive
horsepower and antenna stiffness require-
ments, and therefore weight and size. The
second problem is particularly critical as
the angles of incidence through the radome
are very non-uniform across the aperture;
i.e., considerable radome curvature near
the reflector edges. An integral radome
(or rotodome) allows more care in the
control of an RF window which maintains a
constant relationship to the antenna with
rotation. Beside making the maximum use of
the available enclosure dimensions and
optimizing the RF window performance, the
rotodome also has a rainshedding
advantage. The centrifugal force prevents
the formation of a highly attenuating thin
film of water over the RF window.

Because of these considerations, the
rotodome design is being used for ASDE-3
(Fig. Ya). The shape of the rotodome is a
modified ellipsoid, an optimum shape to
reduce aerodynamic drag and overturning
moment. Comparing the ellipsoid with a
spherical radome of the same diameter
indicates a 2:1 improvement in overturning
moment when measured on a ground plane.

Figure 4b Rotodome Configuration (Actual cutaway photograph)

Vertical aperture size and cosecant
elevation beamshape. Once the horizontal
aperture was established at 17 feet, the
vertical aperture was dictated by the
required peak gain and vertical directivity
set by the system rainfall-performance
requirements. The approximate 5-foot
vertical aperture of the chosen design
provides a 1.6 degree elevation beamwidth
(at the 3db points), maintaining the aspect
ratio below 4:1 held critical for a point-
source fed reflector.* The resulting peak
gain of U5 dbi provides the basis for the 3
mile performance capability of ASDE-3.

The elevation beamshape optimizes the
tradeoff between peak gain on elevation
boresight (affecting target returns at
maximum range) and gain at high-depression
angles (corresponding to targets at close
range). In clear weather, receiver noise
is the limiting factor in detection. A
perfect CSC-squared elevation pattern
exactly compensates for the fourth-power
range dependence of a surface-target
return. Because noise is constant with
range, the CSC-squared pattern gives a
constant signal-to-noise ratio.

Precipitation clutter returns, however,
are range-dependent in the same fashion as

sBeyond that aspect ratio, a line-source
feed-cylindrical reflector design must be
considered, with attendant problems in
obtaining adequate dynamic beamshape,
weight, and cost.




the target (Fig. 5a). The use of a
cosecant-squared pattern in heavy rainfall
results in severely diminishing the
signal-to-clutter ratio at close range
(Fig. 5b) because the clutter power,
contributed largely from the elevation
boresight region, is increasing (lower
solid line on Fig. 5a) while signal power
is constant (upper solid line on Fig. 5a).
By comparison, the cosecant pattern
maintains a relatively constant
signal-to-clutter ratio for the ranges of
interest. The elevation beamshape chosen
for ASDE-3 is CSC for depression angles
from ~4 to -31 degrees, achieving the
desired S/N+C effect, and is shaped CSC to
the 1.5 power from -4 to -1.6 degrees for
slightly increased gain. Coverage to a 31
degree depression angle accommodates a
minimum range of 500 feet for the tallest
control tower.
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Figure 5a

Signal, clutter and range for
cosecant and cosecant-squared
beamshapes
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Figure 5b

ASDE signal-to-noise-plus
clutter performance:
cosecant and cosecant-squared
elevation beamshapes
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The approach used for the ASDE-3 system

is a variable focus antenna whose reflector
consists of a series of elliptical
horizontal contours whose eccentricity
varies with depression angle. (See Fig.
6). In this technique, the feed horn is
located at the primary foci of these
ellipses. The major axes are the slant
ranges from the tower so that the conjugate
foei, as illustrated by Fy, Fp, and
F3, lie on the runway surface. In this
manner, the spot size remains essentially
constant with surface range.
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ASDE-3 antenna focus variation
as a function of target range

Improvement in signal-to-noise plus
clutter is expected from the variable-focu:
feature since the target on the airport
surface will always be in focus while the
clutter volume, which extends up from the
surface, will be defocused because it is a
different elevation angle for that range
cell. Defocusing the clutter volume
reduces the net backscatter as follows.

For ranges within the 4900-foot near-field
point, the azimuth clutter cell becomes
constant at the horizontal aperture width,
having the same effect as incresing the
clutter echo power by an inverse-range
factor relative to the converging azimuth
beam far-field case. The antenna gain in
the defocused boresight region decreases
commensurate with the azimuth beam-
broadening. Because the square of the gain
function appears in the radar equation, the
net-gain dependence is proportional to the
square of range. The combined effect
results in an added range dependence in the




to eliminate the brute-force storage of
every quantized-line segment, reducing
memory requirements from 160,000 to 8,000
words (20:1),

numerator of the clutter power ternm,
causing the signal-to-clutter ratio to be
better by 3 db per octave for decreasing
range than the case where clutter and

target are both in the far field.

Frequency Agile Transmitter/Receiver

Another significant departure of the -
ASDE-3 from its predecessors is the use of
a2 multiple-step frequency-agile traveling
wave tube (TWT) transmitter. Benefits from
frequency agility are expected in three
areas; (a) precipitation-~-clutter
pulse-to-pulse decorrelation, (b)
improvement in target-imaging, and (c)
elimination of multiple-time-around targets.

Display Enhancement Unit

An all-digital DEU is part of the
ASDE-3 engineering model. In addition to
providing the digitally generated map of
the airport, and separating areas of
interest from suppressed areas (Fig. 2) the
DEU provides adaptive receiver-gain
control, frequency-agile control, and
test-data-collection control functions for
the radar system.

The DEU takes rho-theta analog radar
video and mixes it with map data in real
time, outputting the mixed video to the
NUBRITE display system. Map information is
stored in and read out of a random access
memory (RAM) by radar range and azimuth.
Depending upon the setting of an
enhance/suppress bit in each accessed
memory location, the DEU output is either
enabled for critical airport areas or
variably suppressed for background areas.
The intensity of map lines, background
airport-surface feature video, and critical
area video are all independently controlled
from the tower-cab display-control head.

The creation of the DEU map information
is accomplished at the airport site by an
interactive process utilizing software
residing in the desk top controller. The
map data are stored on magnetic tape,
automatically loading into the DEU RAM at
power up. Range information is quantized
into 2048 cells (11 bits giving an 8.8-foot
range cell for an 18,000-foot radius.
Azimuth is quantized to 8192 values (13
bits), resulting in an azimuth cell of 1
feet at 18,000-foot range. Map line-width
variation is held to 22.5 + 7.5 feet (15 to
30 feet). Hardware (clock stability and
synchronization, and azimuth pulse
generator stability) and software
(algorithm for data compression) errors and
range/azimuth precision are budgeted such
that positioning of the map line and
boundary relative to the critical area can
be maintained between 0 and 30 feet. A
line-segment computation algorithm is used

Schedule

The ASDE-3 contract was awarded in May
1977. Test and evaluation at NAFEC is
scheduled to be completed in early CY-
1980. This schedule supports an FY-81
production procurement.

Conclusion

The ASDE-3 will provide a significant
improvement over the ASDE-2. Aside from
advances in the state-of-the-art, the
improvements are primarily attributable to
the use of a lower frequency (16 vs. 2i
GH;) and a unique antenna design coupled
with the use of frequency agility.

A concern for properly documented user
requirements and a top-down systems
approach have dominated the selection of
ASDE-3 parameters. Parameter optimization
against requirements has been central to
the design process. The results will be a
radar which, while representing a major
improvement over the best equipment now
available, avoids advanced technologies
which were not necessary to meet system
needs.
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Abstract

The Tampa/Sarasota Remote Radar
Processing Program is an extension to
the ARTS-IIIA ATC system that will
increase safety and reduce controller
workloads at satellite ajrports.
Through the use of state-of-the-art
radar digitizers, radar data from
remotely located radars is transmitted
over telephone lines to a central
ARTS-IIIA facility. The radar data is
processed and distributed to the
TRACON and to all towers under the
coverage of one of the facility's
radars for display in the tower cab on
new high contrast digital displays.
The benefits of this system will be
the availability of radar and
automation services at airports
without an on-site radar and better
coordination between the TRACON and
all towers within the coverage of the
radars.

Introduction

As computer and radar technology has
become more sophisticated, the ATC
Automation Division has continued to
seek ways to increase ATC safety and
to economically expand service to
smaller airports. The Tampa/Sarasota
Radar Remoting project, now
commissioned and undergoing
evaluation, has accomplished both
these goals.

Radar data from both the Tampa and
Sarasota radars, which are separated
by 35 miles, is first digitized by the
Sensor Receiver and Processor (SRAP)
and transmitted to the Tampa TRACON
over telephone lines. The ARTS-I1I11IA
Data Processing System (DPS) at Tampa
recefves this radar data, tracks it,
and distributes it to displays in the
Tampa TRACON for Arrival/Departure
control of the entire Tampa and
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Sarasota airspace. The Tampa TRACON
contains displays for both the Tampa
and Sarasota radars. The Tampa

displays are standard ARTS-JI1 DEDS

displays which receive and display
analog broadband video from the Tampa
radar. The Sarasota displays in the
Tampa TRACON are all~digital displays
that receive and display digital data
from the Sarasota radar which has been
processed through the Tampa DPS. The
tracking data is also distributed to
the Remote Display Buffer Memories
(RDBM) located in tower cabs at Tampa,
Sarasota, St. Petersburg, and MacDill
AFB, for display on the Tower Cab
Digital Displays (TCDD).

The expected benefits of this system
are:

1. Economical methods for
providing expanded radar and
automation service to the
satellite airports within the
coverage of the Tampa and Sarasota
radars.

controller workload due to the
ease of coordinating traffic flow
between the Tampa TRACON and the
satellite towers,

This paper presents a summary review
of the system design, a description of
the system test program and a summary
of the system modifications necessary
before commissioning could take place.

ARTS IIIA Radar Remoting System - The
ARTS-IIIA Radar Remoting System is an
ARTS-IIIA system with the addition of
radar remoting and remote display
capabilities. In addition to the
standard ARTS-IIIA systems, remoting
requires: a Communications Multiplexer
Controller (CMC) to interface the data
eircuits with the ARTS-IIIA
Input/Output Processors (IOP), Sensor
Receiver and Processors (SRAP) to
digitize the primary and secondary
radar videos, Tower Cab Digital
Displays (TCDD) and Remote Display
Buffer Memories (RDBM). The RDBM
receives the digital display data from

the host ARTS-IIIA system, stores the
2. Enhanced safety and reduced data and refreshes the TCDD, Figure 1
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Figure 1. ARTS-IIIA Radar Remoting System Block Diagram.
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is a block diagram of the ARTS-IIIA
remoting system. Table 1 identifies
all the abbreviations used on the
block diagram.

Table I ABBREVIATIONS

MM - 16K (30 bit word) Memory
Module
CMA - Central Memory Access, a

buffer driver between the
I0Ps and memories

RFDU - Reconfiguration Fault
Detection Unit, provides for
automatic and manual
partitioning of memories and

processors

10P - Input/Output Processor, main
computing element for the
ARTS-1I1IA

ICA - Interfacility Communications

Adapter for 2400 bit/second
communications link to air
route traffic control center

IMT - Integral Magnetic Tape
Adapter for 7 track Potter
tape drive

17T - Teletype adapter for ASR-37
console typewriter

PSM - Peripheral Switch Module
provides for switching ICA,
IMT and TTY betweer two IOPs

MDBM - Multiplexed Display Buffer
Memory provides display
refresh memory for the DEDS

F/D DEDS - Full Digital Data Entry Dis-
play subsystem, keyboard and
full digital display for ATC
controlier use

T/S DEDS - Time shared DEDS, keyboard
and dual mode display for ATC
controller use (broadband
video and alphanumerics
during radar dead time)

BANS - Brite Alphanumeric System, A
TV mode display bright enough
for tower cab use and has
full alphanumeric capability
with keyboard

CMC - Communications Multiplexer
Controller, provides modem
link interface for up to 16
full duplex devices with
speeds up to 9600 bits/second

SRAPA - Sensor Receiver and Processor
Adapter interfaces the modems
to the CMC for receipt of
data in SRAP format

CIOIN - Common ICAO Data Interchange
Network is the international
standard data communications
protocol for ATC systems

CTA/CRA - Communications Transmit
Adapter/Communications
Receive Adapter, interfaces
the modems to the CMC or RDEM
for transmission and

reception of digital data
over telephone lines

MSP - Medium Speed Printer, a 300
line per minute printer

DCU - Disc Control Unit controls up
to 16 disc drives

DDy - Disc Drive Unit, a 100

Megabyte per disc pack unit
that will be used to store
recovery module, backup
program library, on call
programs, critical data and
continuous data for ATC
history

RDBM - Remote Display Buffer Memory,
a remote interface unit
between the IOP and TCODD.
Refreshes the TCDD and
formats keyboard messages for
return to the I0QP

TCDD - Tower Cab Digital Display, a
bright full digital display
for tower cab use

SRAP - Sensor Receiver and
Processor, a primary and
secondary radar digitizer and
target detection unit

Five of the hardware devices used in
the ARTS-IIIA Radar Remoting system
are somewhat unique. They include the
SRAP, RDBM, TCDD, MDBM and CMC. A
brief summary of their main
characteristics follows:

Sensor Receiver and Processor {SRAP) -
The SRAP is comprised of three
distinct units, the Radar Data
Acquisition Subsystem (RDAS), the
Beacon Data Acgquisition Subsystem
(BDAS) and the Common Processing
Subsystem (CPS). Figure 2 illustrates
the system configuration.

The function of the RDAS is to detect
and transfer aircraft target and
weather data derived from search radar
video returns. The BDAS provides
detection and transfer of aircraft
target data derived from beacon
transponder replies. The CPS
provides, target quality filtering,
radar only threshold control,
correlation and merging of radar and
beacon target reports and outputs
target and weather data to the IOP or
modems.

Communications Multiplexer Controller
§CHC2 - The CMC is a communications
ront end processor designed to
simplify the job of interfacing a
variety of different communication
channels to the ARTS-IIIA DPS. The
CMC can multiplex any combination of
up to 32 plug-in simplex transmit or
receive peripheral interface adapters
with either of two ARTS-III
Input/Output Processors (IOPs). The _
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Figure 2. SRAP System Configuration

CMC consists of a multiplexer,
standardized plug-in facilities to
accommodate a variety of interface
adapters, and a self-contained power
supply. Maintenance is simplified by
the inclusion of built-in diagnostics.

Two interface adapters are currently
used in the CMC. The SRAPA for
simplex serial operation, up to 9600
bps is used to receive SRAP data. The
CTA/CRA adapter is used for full
duplex communication, up to 9600 bps,
with the RDBM. It provides complete
error control using the FAA standard
CIDIN communications protocol.

Multiplexed Display Buffer Memory
(MDBM) ~ The MDBM functions in either
the time shared or all digital ATC
system by receiving lists of display
commands from one of two processor
output channels, storing them for
sequential read out to a display, or
for the readback of data to the
processor input channel upon request.

The MDBM enables the display to
continue to present alphanumerics data
to the DEDS in event of a primary
processor failure. Thus, the visual
information available to the
controller at the time of the failure
is not lost during either manual or
automatic reconfiguration and restart
of the system.

Remote Display Buffer Memory (RDBM) -
The RDBM provides the interface
between the TCDD and the ARTS IIIA DPS
via telephone data communication
circuits. The RDBM is a firmware
controlled device which receives
display commands and ATC data from the
ARTS-I11A DPS and refreshes the TCDD.
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The RDBM also processes local keyboard
and trackball data and formats it for
transmission to the DPS. A
sophisticated error control procedure
using the CMC type CIDIN Protocol
assures correctness of diplayed ATC
data. For ease of maintenance, the
RDBM has built in diagnostics both for
itself and the TCDD.

Tower Cab Digital Display (TCDD) - The
TCDD is a computer driven, all digital
display subsystem incorporating all
elements necessary for stand alone
operation in tower cab environment.

It features a random positioned, high
speed display monitor that produces
high brightness imagery of both
alphanumeric and graphical data. The
data presented consists of digitized
radar, data blocks, tabular lists,
range rings, maps and weather. A full
complement of data entry devices,
including two keyboard and trackball
modules and one control panel is
included, permitting easy operator
interaction with the ARTS-IITA DPS.

System Reliability and Maintainability
- The reliability and maintainability
of the basic ARTS-III equipments has
been demonstrated in several tests and
extensive field experiences. The
ARTS-11IA remoting system makes use of
both proven ARTS-III equipments and
new system components. The new
devices basically include the SRAP,
RDBM, TCDD and CMC modules. These
devices have had their designs
influenced greatly by reliability and
maintainability considerations. The
SRAP, RDBM and CMC employ
microprocessors in their design and
built-in test hardware and software.
The Mean Time To Repair (MTTR) goals

aatakitte.




for each of these devices
minutes. The SRAP, CMC,

is 10
Modems,
Phone Lines make up the radar remoting

and

link to Sarasota. Since dual SRAP
units are provided and the Modem/Phone
Line problems can be quickly isolated
through the use of patch panels, fault
isolation to a specific element should
be fast and definite. The same basic
redundancy exists at the remote tower
sites with dual phone lines, modems,
RDBMs and TCDDs. This, in conjunction
with the excellent MTTRs of the
individual system elements and system
redundancy, should provide excellent
system maintainability equal to or
better than the basic ARTS-III system.

System Software - The system software
consists of four distinct types: 1)
Operational, 2) On-Call, 3) Off-Line,
and 4) Recovery. The Operational Soft-
ware consists of 1) Executive, 2) Task
Elements, and 3) Data Base Elements.
A1l portions of the Operational Soft-
ware will be resident in computer
memory. The operational software is
responsible for providing the
real-time ATC functions of the

system. The On-Call Software consists
of software tasks or modules which
will be loaded from the disc into an
area of operational computer memory
reserved for this purpose. The
On-Call capability is used for modules
which require use of operational
peripherals or access to the
operational program but are not
required as part of the operational
program.

0ff-Line Software is the collection of
support, utility, and diagnostic
software which operates independently
of the operational program, except
that the off-line and operational

program will share the disc subsystem.

Recovery Software is executed
following a scatter interrupt which
may be initiated manually at the
Reconfiguration and Fault Detection
Unit (RFDU) or automatically after a
failure within the computer system.
Recovery software consists of two
parts, 1) Non Destructive Read Only
Memory (NDRO), and 2) Recovery
Module. The NDRO module is contained
in read only memory within each
processor. The NDRO module will
determine the initial processor and
memory resources and load the recovery
module from disc to the lowest
operational numbered original memory
unit. The recovery module consists of
processor and memory diagnostics.
These diagnostics refine the list of
initial resources. After final
evaluation is complete, the recovery
module loads the operational program
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consistent with the available
resources, loads the last good
recorded data base and restarts.

Operational Software - The software
function is divided into eight major
areas:

1. Myltiprocessing Executive (MPE)

2. SRAP Input Processing (Loca) and

Remote)

Tracking

Display Output Processing (includ-

ing Remote TCDOD)

5. Keyboard Input Processing (includ-
ing Remote TCDD)

6. Interfacility Flight Plan Process-
ing

7. Minimum Safe Altitude Warning
(MSAW)

8. Continuous Data Recording

£ w
« .

The MPE provides overall control of
the system resources for efficient ATC
operational program execution.

The SRAP Input processing accepts
declared targets and passes them to
tracking.

The tracking function performs a
scan-to-scan correlation of the
declared targets to provide positional
and informational data for display
output processing. The positional
data is the XY Position in radar
coordinates. The informational data
is the ground speed and altitude,
which is contained in the full data
block. The tracking function operates
separately on the t.o subystems. It
has an automatic track start and
acquisition feature. It maintains
track files on all declared tracks.

The MSAW function includes altitude
tracking and general terrain and ;
approach path warning logic. J

The keyboard input processing function
accepts data from the DEDS and TCDD
keyboards and performs the desired
function. r

The display output function gathers
data from the tracking function,
keyboard input function, MSAW
function, and the interfacility
processing and prepares it for output
to the displays. This function will
output to the DEDS through an MDBM and
to the TCDD via the CMC and RDBM.

The interfacility flight plan
processing communicates with the ARTCC
computer. This function accepts
flight plan information and passes
this data to the tracking and display
output functions.




The continuous data recording function
controls the recording of ATC data on
the disc.

In the event of a hardware failure in
the data processing elements, the
system has first level backup, and
second level backup programs to match
the available hardware resources.
Reduced levels are attained by
reducing the data base and by
eliminating some tasks. To simplify
the assembling and building of
operational systems, backup levels are
created by eliminating entire tasks
while retaining the full capability of
the remaining tasks. This method of
reduction provides a manageable number
of task configurations.

The reduction from one level to the
next shall be accomplished by the
Recovery Module. C(Critical data
previously recorded is used to
establish a data base for the reduced
version.

Data Base - The ARTS-IIIA data base
includes all data used by any task.
Data used by more than one task shall
be defined as system data. Data used
exclusively by any one task are
defined as local data for that task.
Task interface and communication are
accomplished through the data base.

System Modifications - Several design
deficiencies in the SRAP and CMA were
discovered during system development
that had to be resolved before
operational cutover. These
modifications have been made and both
the CMA and SRAP are performing to
specification.

SRAP Modifications - During SOST and

pre-commissioning flight checks,
several problems became evident in the
performance of the RDAS part of the
SRAP that required both hardware and
software modifications to resolve.

The modifications have been made and
evaluated and the SRAP is now at a
point that is considered
state-of-the-art for non-Moving Target
Detector (MTD) radar digitizers.

SRAP Quality Filter Modifications -

N A

During normal operation, the SRAP will
use radar normal video for declaring
target reports. However, radar Moving
Target Indicator (MTI) video is used
instead of normal video in those areas
containing ground clutter. MTI video
will contain clutter residue which
will be declared as target reports
which can cause the ARTS-IIIA to be
overloaded. In order to regulate the
number of radar target reports, a
quality filter was designed to
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regulate by desensitizing within zones
where persisitent returns occur.
Filtering is performed only on
radar-only reports, i.e., those left
over after attempted correlation with
beacon reports. The quality filter fis
based on a partitioning of the
surveillance area into 32 sectors,
each containing 344 cells. The cells
vary in size as indicated below:

Range 0 to 16 miles - 128 ACPs by 1 nm
8 to 16 miles - 64 ACPs by 1 nm
16 to 32 miles - 32 ACPs by 1 nm
32 to 64 miles - 16 ACPs by 1 nm

NOTE: ACPs = Azimuth Change Pulses

A numbering system uniquely defines
the position of each cell within a
sector.

A clutter cell scan file is
maintained, containing one 16 bit word
for each active clutter cell. Data
stored consists of a cell number,
quality threshold and a hit

indicator. The file contains space
for approximately 1500 active clutter
cells.

Each radar-only report is subjected to
a quality test if an active clutter
cell exists containing the position of
the report. If the quality of the
radar report is greater than the
quality threshold of the clutter cell,
it is declared a true target. If a
target is declared a true target, the
hit indicator for that clutter cell is
incremented. The hit indicator is
then used to increment or decrement
the quality threshold.

SRAP Amplitude Threshold Regulation
Modification - In order to avoid
ground clutter residue present in MTI
video from generting active clutter
cells in the quality filter, MTI radar
reports are subjected to an amplitude
threshold control prior to the quality
filter but after the rank order
quantizer. This threshold provides
regulation of false clutter reports
due to low level MTI breakthrough.

The threshold level is based on a
count of the number of radar-only
reports each scan. This count is fed
back to the RDAS from the CPS after
Radar/Beacon correlation.

SRAP Weather Modifications - The
Sensor Receiver and Processor {(SRAP)
provides a two-level weather map,
light and heavy, with an area
resolution of 32 range cells by 32
ACPs. The weather level, tight or
heavy, is measured independently
within each weather resolution cell
and is presented on the display by
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means of textured radial line segments
(solid for heavy weather and dashed
for light weather). Both light and
heavy weather maps utilize radar
normal video for measurement. The
video characteristic measured is
azimuth correlation and video
amplitude. The light weather map is
based solely on correlation, and the
heavy map is based on both amplitude
and correlation. Normal radar video
from an Airport Surveillance Radar
contains ground clutter out to
approximately 20 miles depending on
the radar antenna tilt. The SRAP
cannot distinguish between radar
returns from ground clutter and
weather.

Therefore, the SRAP will declare heavy
weather out to approximately 20 miles
since ground clutter will pass the
SRAPs amplitude and correlation

tests. To correct this problem, a
ground clutter (GC) region is defined
within which MTI video is utilized for
weather measurement. When a weather
resolution cell lies within the GC
region, the MTI isolated hit count is
utilized for weather declaration. A
single threshold is employed in this
region and threshold crossings are

jnterpreted as heavy weather.
Consequently, the light weather map in
this region will be identical to the
heavy.

CMA Modifications - During final
software development leading up to
SOST when the entire DPS resources
were being used, it became evident
that a hardware problem somewhere in
the 10P, CMA, Memory Module interface
was causing numerous memory address
parity errors. In a modern high speed
DPS where the occurrence of a memory
parity error is unusual, a frequency
of one error every minute or so is
clearly intolerable. After a time of
treating the errors as a maintenance
problem, it became obvious that an
extensive investigation into the
design of the IOP, CMA, MM interface
was needed. This was done and covered
every possible aspect of the designs
and finally centered on the CMA. The
problem was determined to be caused by
excessive crosstalk between parallel
1ines in the CMA backplane. A
contributing factor to the excessive
noise was the existence of a ground-
loop problem on several CMA address
driver Printed Circuit Boards (PCBs)
that caused noise spikes on switching
at high current loads.

To solve the CMA backplane problem, a
new backplane was designed and
constructed using twisted pair
interconnections for the address and

data lines. 1In addition, the
production CMAs were modified to use a
backplane motherboard to avoid the
production problems inevitable in the
twisted pair approach. The address
driver cards were also modified with
wire jumpers to eliminate the ground
loop problems. Production address
driver cards were redesigned to
eliminate these problems.

These fixes eliminated the address
parity problems.

System Testing - The Tampa/Sarasota
Radar Remoting system has undergone a
complete series of acceptance tests
designed to assure compliance of the
new and modified hardware, test
software and the operational program
with the requirements of the system
design data. The testing included
hardware unit testing, subsystem
testing, and operational testing.

Unit Testing - The purpose of unit
testing is to demonstrate that each

separate hardware device conforms to
the specifications to which it was
designed. This includes measuring and
recording various system parameters,
and verifying unit operation by using
test software and standard diagnostics.

Subsystem Testing - The purpose of
subsystem testing is to verify that
the subsystems that comprise the total
system are properly interfaced. This
is accomplished by the use of computer
programs specifically designed to
check all the functions of the
interfaces, such as data transmiscion,
command code recognition, interrupt
handling, etc. Interfaces tested this
way include the IOP and the CMA/Memory
Modules, the RDBM/TCDD, CMC, MDBM,
SRAP and MSP.

System Testing - The purpose of system
testing is to verify that the system
is ready to be commissioned as an ATC
facility, and that it performs all ATC
functions specified in the system
design data. The system operation is
verified by performing a system
baseline procedure. This is the
standard ATC functional test has been
developed over several years of ARTS
operational experience. Modifications
to the baseline procedure were made to
reflect the changes and additions in
the ARTS-IITA Radar Remoting System.
This test includes legal and illegal
keyboard entries, ARTCC interface,
Display functions, Tracking, Flight
Plan processing, CDR Extractor and
Editor, Remote Displays, Remote Radar
Processing, Failure Modes, and System
Capacity. After al11 ATC functions are




verified, the system is run for a
period of 72 hours while being
exercised in a simulated ATC
environment using live traffic. This
test must be completed before system
cutover. Pass/fail criteria are
established beforehand that defines
how many, if any, failures are allowed
in any unit or subsystem before the
test must be restarted.

System Cutover - After the completion
of system testing, all outstanding
known hardware and software
discrepancies were resolved in
preparation for cutover.

Certification procedures prepared
specifically for the Tampa/Sarasota
Radar Remoting system by the Airways
Facilities Service were completed.
The system was then certified by the
Airways Facilities Sector at Tampa as
ready for operational use by air
traffic controllers.

On May 26, 1979, cables were exchanged
between the old ARTS-III and the new
ARTS-IITA Radar Remoting systems. The
system was commissioned by Tampa Air
Traffic operations and put into daily
ATC service.

Cutover of the remote towers was
scheduled to begin two weeks after the
Tampa system cutover and proceed at a
one site per week rate until all three
remote sites and the Tampa Tower were
in operation.

System Evaluation - After all remote
sites were operational, an evaluation
period of six months began. The
evaluation is only for the remote all
digital display of ATC data on the
TCDD. This will include TCDD
capability and controls, new digital
display symbology, digital weather
presentation, digital map presenta-
tions, radar only tracking and key-
board functions.

Data for the evaluaton is gathered by
d dquestionnaire completed by all
journeymen controllers after a two
month familiarization period. A
second questionaire is completed four
months after the start of the
evaluation to confirm the first
evaluation and to determine what
effect an additional two months of
experience had on controller
attitudes. An evaluation report will
be prepared and delivered six months
after the start of the evaluation so
that it may be included in the Remote
Radar Processing Technical Data
Package.

Conclusion

This FAA project is another major step
forward in the evolutionay growth to a
full digital terminal operation.
Expected benefits are: wider use of
available radar information, fewer
siting restrictions for terminal
radars, improved ATC coordination
between IFR rooms and remote towers
and Tower communication costs due to
the substitution of digital circuits
for the more expensive radar microwave
1inks (RML) now used to transmit radar
information.
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ABSTRACT

The DABS Data Link Applications Development
Program has as its principal objective the
development, evaluation and demonstration of the
benefits and methods of using the digital data
1ink capability inherent in the signal structure
of the DABS sensor to transfer air-ground
aviation related messages of many types. The
program will define the ground-side interfaces
and information sources necessary, the means of
formatting the information on the air-ground
link and the required pilot or flight cre and
controller interactions, if any.

Maximum flexibility will be permitted on the
aircraft side so that the user can select from a
wide variety of display output techniques which
are appropriate to the data link services he
desires and the price he can afford.

Many applications of data link have been
identified which will be implemented as ATC and
Flight Advisory services in an evolutionary
manner over a period of years, Current emphasis

in the program is the detailed definition and
development of a near-term package of services
that could be implemented in the same time-frame
as the DABS sensors, i.e., the mid 1980's. A
series of early experiments and demonstrations
were conducted during
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December 1978, January and May 1979 on the most
promising near-term services. Formal test and
evaluation of these near-term service candidates
will begin in late 1980 at NAFEC, using the DABS
sensors which have been installed there.

BACKGROUND

The notion of using an automatic data link
to connect the ground ATC automation system and
other data sources and sinks to the aircraft has
captured the imagination of ATC system planners
for several decades. As a result of continued
user interest, coupled with technology
availability, the FAA has launched an R&D
program specifically designed to bring data link
services into being for a wide variety of users
within the next 5 to 7 years. The introduction
of these air-ground data link services is
visualized to be evolutionary over a period of
years, starting with an early mixture of a
limited number of ATC automation, weather
delivery and terminal information services
provided to both general aviation and air
carrier users of the airspace. These will be
followed by enhanced and new services which will
be defined in greater detail as the program
progresses.




Data link services are currently being
developed as a supplement to voice
communications. At first, ATC services will be
largely confirmation ones; i.e., a data linked
equivalent to an already accomplished voice
transaction. Eventually data link may replace
some voice transactions, thereby lowering
communication workloads. It is extremely
doubtful that voice will ever be completely
replaced by data link communications. There are
many times when an interactive conversation is
necessary between pilot and controller. Data
1ink (requiring manual inputs of some type) is
not the right way to do this.

The objective of the DABS Data Link
Applications Development Program is to develop,
evaluate, and demonstrate the benefits and
methods of using the DABS digital data link
capability to provide services in an
evolutionary manner. The program will define
the ground-side interfaces and information
sources necessary, the means of formatting the
information on the air-ground link and the
required pilot or flight crew and controller
interaction, if any. Maximum flexibility will
be permitted on the aircraft side so that a user
can select from a wide variety of display output
techniques which are appropriate to the data
1ink services he desires as well as the price he
can afford.

The Tink design will specifically allow for
the interface with a full range of avionics.
This will give industry wide Tatitude to
innovate and develop low cost avionics for the
full spectrum of users. A National Standard
will be necessary only to define the services
available and how the information is contained
in the link transmission.

The initial package of services is being
developed to minimize controller and pilot
manual interaction with the data link, and
reasonable success has been achieved in the
initial designs.

The DABS Data Link Applications Development
Program is a recent addition to the RE&D
Program. Preliminary work was begun in 1977
when an ad hoc committee was formed in the FAA
for the purpose of examining the potential for
enhanced safety, productivity, and capacity
offered by DABS data link and defining the most
promising near term applications. FAA offices
which participated included Systems Research and
Development Service (SRDS), Office of Systems
Engineering Management (0OSEM), Air Traffic
Service (AAT), Flight Standards Service (AFS),
National Aviation Facilities Experimental Center
(NAFEC), and the Department’'s Transportation
Systems Center (TSC). The committee developed a
comprehensive 1ist of data link services and
ranked them according to priority and ease of
implementation.

The work done by the committee (Reference 1)
demonstrated that sufficient potential existed

in the near-term applications to serve as the
basis for a research and development program.

The applications identified were subjected
to further analysis and review by SRDS, the FAA
operating services, potential users of the
services, and industry representatives. The
near-term services identified for development,
demonstration, test and evaluation are discussed
in the next section.

The test and demonstration program, together
with expanded avionics development, will more
fully define the operational aspects of these
data link services. This will take place over
the next year and lead to formal test and
evaluation activity at NAFEC beginning in late
1980. At the same time, the program will study
additional enhancement candidates for longer
range implementation.

PRODUCTS/EXPECTED RESULTS

Near-Term Data Link Services

Two fundamental criteria were used in
selecting the development candidates for the
near-term DABS data link test and demonstration
program:

a. The services had to have the potential of
contributing to the safety, capacity or
productivity of the system from the perspective
of the operators and users.

b. Each of the services had to be capable of
implementation in the near-term (by the mid
1980's).

The implications of the former criteria are
obvious: It requires concentration on those
aspects of the system where the data link can
provide some degree of operational improvement.
Current operations require human delivery of ATC
services, which is often an inefficient use of
resources, can contribute to the occurance of
system errors, and is sometimes detrimental to
the performance of the primary responsibilities
of the controller and pilot. The limitations of
current equipment often preclude a data link
from improving the service currently being
provided.

The major implications of the latter
criteria are:

a. Test and Evaluation activity must be
completed in the early 1980's to permit
implementation by the mid-1980s.

b. The services to be provided must be
coordinated with other FAA programs which
provide the basic data sources and information
sinks.




c. Controller interaction with the data link
must be minimal. Optimum controller terminal
devices are under development (References 2 and
3), but are not scheduled to be available for
test and evaluation in time to support the
demonstration program for the near-term
services. Longer range enhancements and new
services will be developed to use these new
terminal devices.

d. Data link usage of the ground ATC automation
capability must be based on current field
functions or those enhancements which a 2 well
along in development and within the capability
of the current computers to provide. Future
enhanced data link services will be designed to
include the automation features currently being
studied by FAA's advanced planners.

A final point should be made before
discussing the services selected as near-term
candidates. None of the services can be made
available to the airspace users unless they are
equipped with DABS transponders and minimum
input/output devices. On the other hand, the
users will not be motivated to so equip unless
the services are available or are demonstrated
to be imminent. Therefore, any program designed
to provide high utilization of data link
services must be implemented on the ground
first, and the necessary standard issued. The
innovation by industry necessary to develop the
low cost avionics will follow.

The data link services which have been
identified as candidates for near-term
implementation are:

a. Automatic Traffic Advisory and Resolution
Service (ATARS)- ATARS is an automatic traffic
advisory and conflict resolution service
provided by a totally automated ground computer
system (Ref. 4). It is an outgrowth of the IPC
concept which was described and recommended for
development by the Air Traffic Control Advisory
Committee (ATCAC) in 1969. Aircraft separation
assurance is achieved by continuously providing
pilots with traffic advisory information on the
location of proximate and threatening aircraft
and by issuing resolution advisories on an "as
needed" basis. In this way the safety of civil
air traffic is improved while maintaining
freedom of flight for the VFR community to the
maximum extent possible.

b. Takeoff Clearance Confirmation - Takeoff
clearance 1s presently transmitted from the
controller to the flight crew by voice link. A
data linked takeoff clearance confirmation,
provided in a manner that would allow the flight
crew to confirm that clearance exists at a
glance, would prevent any possibility of
misunderstanding between the crew and the
controtier,

¢. Minimum Safe Altitude Warning (MSAW)

Advisory - In all 63 ARTS-IIT terminals, the
approac% controller is provided a warning if the
approaching aircraft is in danger of descending
below the minimum safe altitude programmed into
the computer. The controller must then relay
this warning to the flight crew. This warning
could be sent directly to the crew via data
Tink, thus potentially reducing the delay
between detection and warning transmittal.

d. Altitude Assignment Confirmation - During en
route phases of flight, changes in altitude are
directed to the flight crew by a controller
using voice communication. Past occurences of
misunderstanding of an altitude assignment or
garbled transmission have led to altitude
clearance violations and indicate that changes
in the present system of altitude assignment
must be investigated. Providing a confirmation
of the altitude assignment information to the
flight crews via data link overcomes the
potential errors inherent in the voice system.
Any misunderstanding highlighted by the
confirmation would be resolved by voice
communications.

e, Selected Weather - En route weather
information is currently provided by voice
communication to the flight crews and general
aviation pilots. The Aviation Weather Systems
Program (Reference 5) will have a very large
weather data base available on line. The
delivery of this information on request to the
cockpit without controller or flight service
specialist involvement not only makes the needed
information available to the pilot, but reduces
the human workload as well., Hardcopy for future
reference can also be obtained easily, if the
aircraft is suitably equipped.

Weather products currently included as
candidates are:

- Surface Observations
Weather Radar Summary
Terminal Forecasts

- Alert Weather Watch
Winds Aloft Forecasts
- Convective SIGMETS

- PIREPS

These products will be delivered on request
to the cockpit for pilot-specified location
(using a LOCID) and time. In the case of winds
aloft forecasts the pilot also specifies
altitude and the report provides the requested
altitude forecast and also forecasts at 4000
feet below and 4000 feet above that altitude.
Other products related to providing hazardous
weather avisories in the cockpit are being
investigated for the next phase of services.
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f. Enhanced Terminal Information Services
{ETIS) - At many airports, terminal departure
and arrival information for the pilot is
currently provided by the Airport Terminal
Information Service {ATIS), a broadcast voice
recording transmitted on a frequency separate
from departure and arrival controller position
frequencies. The program is developing an
enhanced terminal service whereby this type of
information will be provided to the cockpit via
the DABS Data Link signal, This concept under
development is called the Enhanced Terminal
Information Service (ETIS). ETIS will enhance
the current ATIS system which has some of the
following limitations:

1. A controller or flight service
specialist must record the information at
prescribed intervals, such as one hour, or when
weather or other conditions change
significantly. This involves operational
workload and means that the information is
sometimes out of date, especially if the
workload is heavy.

2. The line of sight characteristic of VHF
transmission and lack of ground information
netting 1imits the range from the airport over
which a pilot can receive ATIS.

3. Because ATIS is a broadcast service, a
pilot cannot selectively choose or continuously
monitor one or more items of interest and ignore
the rest. He must listen to the entire
broadcast.

4, Hardcopy (a record) cannot be obtained
easily. If the pilot desires a record, he must
write it himself.

5. The tape recorders currently in use are
aging and have been identified as a source of
maintenance problems.

The ETIS concept (Reference 6) being
developed will eliminate many of these
shortcomings and provide several additional
benefits to both the controller and pilot. The
arrival ETIS concept (as it will be implemented
at NAFEC for the early T&E) provides the
terminal conditions to a pilot on request. This
data can be largely derived fom automated
sensors and requires only a minimal controller
input. This full ETIS message will include in
addition to runway(s) and approach(es) in use,
pertinent weather information such as cloud
height and coverage, visibility, runway visual
range (RVR) if below minimum, runway winds. (if
the runways are equipped), temperature, dewpoint,
altimeter settings, and any weather alerts
available such as windshear. Thunderstorm
alerts can also be included when adequate
detection systems are available. The full ETIS
message is flexible enough to add other
information at a later time.

As the aircraft proceeds into the terminal
area, makes its approach, and lands, additional
pertinent data and changes in data are
automatically dispatched to the aircraft at the
appropriate points in the flight and depending
upon the local conditions. Such data may
include RVR, significant parameter changes such
as altimeter setting, wind shear alert, etc. On
a calm, VMC day, it is conceivable that the only
ETIS message dispatched after the initial
arrival message may be wind on final approach.

In addition to this full ETIS, the concept
provides that the pilot will have the option of
requesting ETIS information without updates for
any suitably equipped airport at any point in
his flight, as long as the aircraft is within
coverage of a DABS sensor. The netting
arrangements needed to provide this level of
sevice as well as automatic dispatch of the
arrival ETIS message described above will not be
implemented at NAFEC this fall but will be
considered in the enhancement phases of ETIS.

Program Milestones

The program to develop these candidates and
further select from among them for early
implementation is divided into three phases.

The first involved a period of early
demonstration and experimentation in late
CY-1978 and early 1979. This experimentation
used a general aviation type aircraft outfitted
with a set of experimental avionics {described
later in this paper). The ground system was the
DABS Experimental Facility {DABSEF) at Lincoln
Laboratory. Appropriate hardware and software
modifications were made to support
experimentation with the candidate services.
Sensors for some elements of the ETIS were
located on Hanscom Field. Test flights used
that airport. Limited functions of the
Applications Processor (AP) (described in the
next section) were implemented in the DABSEF
computer. An interface with the flight services
weather data base located at MITRE/METREK in
McLean, Virginia, was established to retrieve
the weather products to be provided. No ATC
automation interfaces existed, but these
functions were simulated in the DABSEF. The
alphanumeric information on the link was coded
using 6 bit truncated ASCII. This was an
expediant measure for the time being to permit
early experimentation. It is expected that
ultimately special encoding of the information
will be used to optimize link capacity. The
main purpose is to experiment with the candidate
services and obtain a first order assessment of
their utility and methods of providing the
services,

The second phase of development of the
candidate services will occur in 1980 when
further work will be done using the DABSEF. A




new generation of avionics will be available
which will have both alphanumeric and graphics
capability (for future services experimen-
tation). High efficiency link information
formats will be developed for the candidate
services and wi)l be used with this work phase.
A model of the Applications Processor will be
availabTe at this time to provide the necessary
interfaces and processing functions. ATC
functions will still be simulated in DABSEF
software and hardware and Hanscom Field will
sti11 be the base of flight operations.

Current plans are to move the program
activity to NAFEC for formal test and evaluation
of the candidate services during 1980, The DABS
equipment currently installed at NAFEC will be
used for this activity. An Applications
Processor will provide the necessary
interfaces. Appropriate sensors will be
installed at NAFEC or existing ones will be used
if possible. Test ATC software for the en route
and terminal automation interfaces will be
available in the System Simulation Facility and
the Terminal Automation Test Facility respec-
tively. Aircraft used will include NAFEC test
aircraft and hopefully some air carrier and
general aviation aircraft. The ouput from this
activity will be data to be included in a
Technical Data Package which will support
possible implementation of the finally selected
services.

TECHNICAL APPROACH

Air Ground Link

The technical approach is to use the
air-ground data message delivery and reception
capability of the DABS sensor (Reference 7) to
provide the fundamental air-ground data link.
These messages can be transferred as an integral
part of the transaction necessary to obtain
surveillance data for aircraft tracking as shown
in Figure 1. The aircraft, of course, must be
equipped with a DABS transponder and appropriate
input/output devices. Output devices could
include electronic and/or mechnical devices of
many kinds, depending on the type of aircraft
and the services desired.
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FIGURE 1

DABS NORMAL DATA BLOCK FORMAT
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Ground Environment

The DABS sensor has been designed to provide
all the necessary data link channel management
to ensure accurate delivery of a properly
formatted message to an aircraft within its
responsibility. Formul ting the message, routing
of downlink informatior requests, retrieval of
information on request and performing any
processing functions dependent on a particular
data link service are not the responsibilities
of the DABS sensor. Much of the source
information is available at the facility (the en
route center, the TRACON/tower and the flight
service station) and not the DABS site. There
is, therefore, a requirement €ar data link
processing capability at the faciiity. This is
provided by the Applications Processor (AP).

Figure 2 shows the overall system concept
being pursued in simplified form. The DABS site
has a surveillance line to each ATC facility
over which target tracking reports are sent.

The AP will have a drop on this surveillance
line. 1In addition, full duplex communication
lines will exist between each DABS site and each
ATC facility. One line will connect to each of
the facility automation computers to provide the
ATC message services (e.g., MSAW advisory and
altitude assignment confirmation). Others will
connect to an Applications Processor (AP) at
each facility which will perform the necessary
functions for all other services, including the
ground-ground netting via NADIN (Reference 8).
The AP will provide interfaces for all
information sources. The information source for
the weather services will be the Flight Services
Data Processing System (FSDPS) (Reference 5).
NADIN will be used to connect the AP with the
FSDPS, when necessary.

ATC FACILITY RADAR SITE

|
J_‘ SURVEILLANCE
arc automation] ¢ UNE |

DABS
COMPUTER ATC MESSAGE SITE
FOMMUNICATION
R LINE
— 1
FLIGHT
SERVICES

DATA =@—p-{ APPLICATIONS DATA LINK

PROCESSING | PROCESSOR [T COMMUNICATION
SYSTEM LINE
LocaL t_ NADIN .
SENSOR * (TO OTHER TERMINAL ONLY
SYSTEM a5 )
FIGURE 2

SIMPLIFIED DATA LINK SYSTEM CONCEPT
(INITIAL IMPLEMENTATION)

The AP will integrate all the inputs to and
formulate the ETIS report and provide the
retrieval and delivery capability. Any ground
filtering provided will be done in the AP. The
AP's at the various facilities will be netted
using NADIN. This will provide remote services
and ultimately will permit continuous data 1ink
coverage as the aircraft moves from sensor to
sensor,




The DABS site contains the logic to handle
the multiple inputs and resclve priorities. The
ATARS and ATC messages will be given priority
over others.

In the initia) implementation for test and
evaluation at NAFEC, the two communication lines
previously mentioned will be used (one for ATC
messages and one for all others). In the
enhancement program, the two lines may be
reduced to one (particularly for
en route situations) with the AP providing the
multiplexing function as well as any other
functions necessary such as code conversion and
priority resolution.

Avionics Development

A data 1ink airborne terminal was developed
during 1978 for use in the initial data link
demonstrations and experimentation conducted in
Jate 1978 and early 1979 at Lincoln Laboratory.
Because of the limited time available for the
procurement of the first generation airborne
terminal, maximum utilization was made of
off-the-shelf hardware. The first generation
terminal used a color CRT for the split screen
display of alphanumeric data plus an
alphanumeric keyboard with multi-function keys
(Figure 3). The top 4 lines x 21 characters of
the CRT display the downlink message. The
middle 4 lines x 32 characters display the
uplink message received as a result of a
downlinked request and the bottom 4 lines x 32
characters display an unrequested uplink
message. A printer was provided that, when
activated via the keyboard, printed the
information as displayed on the CRT. The
messages shown in Figure 3 are typical of those
which might appear. See SRDS's 1978 progress
report for more detail on this equipment
(Reference 9).

e

A second generation data link airborne
terminal is currently under development.
new unit will have capabilities which might be
representative of high end general aviation or

This

air carrier avionics of the mid-1980‘'s. The new
system is composed of 4 elements (Figure 4),
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SECOND GENERATION
DABS DATA LINK AIRBORNE TERMINAL

1. [Interface with DABS Transponder
2. Intelligence

3. OQutput devices

4. Input device

The airborne terminal will accept data from
both the standard message (SM) and extended
length message (ELM) interfaces of the DABS
transponder, Current thinking is that most ATC
messages can and will use DABS Comm A messages
(Reference 7) which emerge on the SM interface
of the developmental transponders available.
Weather services require longer messages and
will use the extended length message capability
of DABS. These messages emerge on the ELM

12827 11360

FIGURE 3

PHOTO OF FIRST GENERATION AVIONICS INPUT/OQUTPUT
DEVICES IN CESSNA 421 COCKPIT
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interface of the developmental transponders.

The data messages will be bit oriented and will
require a level of intelligence to recognize the
type of message, assign priorities, interpret the
weaning of the data, and format the message for
display along with prestored information as
required for that particular message type.
Finally the message will be displayed on the CRT
or hardcopy provided via the printer. The same
color CRT display will be shared by data link,
ATARS and conventional weather radar functions.
The information displayed at any given time will
depend on the existance of one or more data link
or ATARS message(s) and their assigned
priorities plus the mode of operation as
selected by the pilot using the control head.

The CRT display is divided into two display
areas (Figure 5). The upper 3 lines are
reserved for the display of tactical messages.
The tactical messages, listed in order of
decending priority, include:

} 3 lines

Teactical Message Area

General
Message

Ares r 10 lines

p
@ 32 chartcters ._ﬁ
FIGURE 5§

AIRBORNE TERMINAL DISPLAY

MESSAGE PRIORITY
o ATC Critical Messages 1
o ETIS Alerts 2
0 ATC General 3

The lower 10 lines of the display form
the ?enera1 display area. Messages to be

displayed in this area include:
MESSAGE PRIORITY
ATARS Threat Advisory 1
Keyboard Prompting 2

ATARS Proximate Advisory 2
Weather Messages 3
ETIS Messages 3

00000

When ATARS Threat Advisory (Priority 1) is
being displayed, the general display area will
be expanded to 12 lines if, and only if, the
additional 2 lines are required for the display
of the threat traffic., When this does occur,
ATC critical messages or message pending
information will be displayed on the single
remaining line. Conversely, if no ATARS
messages are current, the entire display is
available for other messages.

New Messages will displace existing messages
of lower priority on the display. Up to 6
messages can be stored in memory for later
recall, New messages of lower priority will go
directly into storage and a message pending
jndication will be displayed along with the
existing higher priority message. The system
employs time-outs to eliminate messages that no
longer are current.

An alphanumeric keyboard (Figure 6) is
provided for entering downlink messages (mostly
requests for weather products). The keyboard
will be used in conjunction with menus displayed
on the CRT to formulate a downlink request. The
menu will be used to select the data link
service desired, The pilot will then enter via
the keyboard the specific information required
for that particular service (i.e., Location ID).
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DATA - LINK KEYBOARD
(PRELIMINARY)

Our future avionics development plans
include a low cost general aviation data link
terminal. One concept under study is
microprocessor based with plug-in firmware
cartid%es used for expanding the avionics
capability to accommodate new data link services
as they became available.




The airborne terminals described represent
only a few implementations out of the many
possible and are not considered optimum or
standard. The FAA will implement both more
camplex and less camplex airborne terminals for
future tests. As previously stated, the
development of standard avionics is not an
objective of this program. We believe this is
best left to the avionics industry and their
wide range of customers, the air carrier and
general aviation users of the airspace. The
program will, however, define the services
available, how they are to be used and how the
information is sent over the link, The standard
which will result will be the basis for the
development by industry of the necessary
spectrum of avionics.

SUMMARY

The development of ATC applications for the
DABS data link which can be implemented by the
mid 1980's is proceeding. Our test bed is
nearly complete and test and evaluation of a
first package of data link services will begin
in 1980. 7The automation capabilities built into
other FAA R&D programs are being used as the
sources and destinations of many data link
messages in this initial service package. New
data link services are also being studied for
inclusion as enhancements in the future.

Several versions of possible avionics
equipment are being developed to support the
development and testing of the candidate
services. However, it is felt that operational
avionics of many kinds will eventually be
developed by industry once the services are
fully defined and the appropriate standard is
developed.
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