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FOREWORD

This report describes the principles and operation of a set

of four computer programs that are used to compute the flowfield

in two-dimensional mixed-compression high speed aircraft inlets.

The programs are written in Fortran IV, and have been successfully

operated on the CYBER 74 and CYBER 175 computers at the ASD Com-

puting Center, Wright-Patterson AFB, Ohio, and the IBM 370/168

computer at Rutgers University. It is assumed that the prospective

user is familiar with the operating system of the computer to be

utilized and the use of permanent or magnetic tape files.

This report was prepared by Prof. Doyle D. Knight, Department

of Mechanical Engineering, Rutgers University, New Brunswick, New

Jersey, for the Air Force Flight Dynamics Laboratory, Air Force

Systems Command, Wright-Patterson Air Force Base, Ohio. The study

was performed under Air Force Contract F33615-78-C-3008, "Analyti-

cal Investigation of Inlet Internal Flow." The work was performed

from April 1978 through September 1979, with Mr. Don Stava (AFFDL/

FXM) of the Air Force Flight Dynamics Laboratory as Project Engi-

neer. The report was submitted in September 1979.
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SECTION I

GENERAL DESCRIPTION

A. Overview

The purpose of this report is to document a series of four computer

programs that are used to compute the flowfield within a two-dimensional

mixed-compression high speed aircraft inlet. In Section 1, a brief

description is presented of the physical problem and the mathematical

model. The numerical methods are discussed in Section II, and the

limitations of the approach are indicated. A brief summary of the four

programs is presented, together with the general sequence of application.

In Section III, the coordinate system programs are discussed in detail,

with emphasis on the pertinent criteria for successful implementation.

In Section IV, the details of the Navier-Stokes code employed for

solution of the inlet flowfield are presented. Tn addition, the details

of a simple utility program used to interpolate flowfield data . are

discussed. In each section, examples of calculations performed on the

CYBER 74 and 175 computers at WPAFB are presented to illustrate application

of the numerical codes.

B. Description of Physical Problem

The basic problem is the computation of the steady flowfield Within a

two-dimensional high speed inlet. As indicated in Figure I, the incoming

supersonic flow is deflected by a pattern of obPlique shock waves formed bv

the general curvilinear shape of the ramp and cowl surfaces. The boundary

layers are turbulent over nearly the entire length of the inlet, owing to

the typically high Reynolds numbers. Boundary layer bleed is distributed

along the walls in order to prevent flr j separati on at thjt r t iom (if

......... .. .. ... .. .' -" -... Il lI I III



the shock waves and the boundary layers on the ramp and cowl. A terminal

shock may be positioned near the inlet throat.

The computer programs described herein determine the flowfield within

the inlet, including both inviscid and viscous regions, by integration

of the full mean compressible Navier-Stokes equations. Turbulence is

represented by an algebraic turbulent eddy viscosity.

C. Description of Mathematical Model

1. Coordinate Transformation

In order to handle the general curvilinear inlet geometry, a numerical

coordinate transformation is employed. The purpose of the transformation

is to provide a set of curvilinear coordinates c(x,y) and n(x,y) that

are contoured to the inlet shape. As indicated schematically in Figure 2,

the cowl and ramp surfaces are taken to be coincident with portions of

the coptours n(x,y) = 0 and n(x,y) = 1, respectively. The upstream and

downstream boundaries are defined by the lines C(x,y) = 0 and C(xy) = 1,

respectively. The n coordinate increases in a general cross-stream

direction across the inlet, while the coordinate increases basically in

the streamwise direction. The clear advantages of a genera' coordinate

transformation of this type are the simplicity of application of the fluid

dynamical boundary conditions (e.g., adiabatic wall, no slip, mass bleed)

for the ramp and cowl and the inherent accuracy of a surface-oriented

coordinate system in the boundary layers. By construction, the coordinate

transformation maps the desired domain of the inlet flowfield in the

physical or x-y plane into the unit square in the transformed or r-in

plane. For example, the portion of the ri = 0 line that corresponds to

the cowl surface is mapped into a segment of the lower boundary of tbe

I.



unit square in the transformed plane, where applicltion o1 the appropriate

boundary conditions is facilitated.

The coordinates t(x,y) and Ji(x,y) are obtained using the basic

1
approach of Thompson. They are taken to satisfy the follovin, equations:

22
,,,r)F~ I) + ()i(I

where 2 is the Laplacean operator 2 /?x + -2/ e. Che coord iates

F (x,v) and rI(x,y) are subject to Dirichlet hound irv asoditi ,oas

illustrated in Figure 2 (e.g., r = 0 on the upstream bouiniarv). The

coordinate transformation is generally non--orthcd.onal . "t0he sourc tCrerc

on the right-hand side of (2) are employed to control t!-e mo-lih in.:

in the n-direction in order to provide accurate reselution wi thin tle

boundary layers on the ramp and cowl. The expression 10olov.1 or

T(q,rp) is

-Cl/nl ,

1 1<, ) 1 ; • , ;

+C / 1- n2 : 
<

..

where C1 , C2 , t 1l and rl2 are slowly varying functions toe ~etrarmciso

variable r. As discussed later in Section tt1, these I t ii fis ars:

determined by the requirements of accurate reso! ci- iof th,. Iho ndarv

layers and controllable mesh spacing near the -,;;i it.. 'I " paI t i cii iv

simple form of the source term in (2) pro vides for -niub -ati a automatien

of the coordinate generation process. A diff-cieot tor,, itic:, for the

3



source terms has been employed by Thompson utilizing a series of

exponential functions. Although possessing greater generality than the

present technique, its operation typically requires a trial-and-error

procedure in order to generate a suitable coordinate system. In contrast,

the present technique permits direct generation of a suitable coordinate

transformation satisfying the necessary requirements of accurate resolution

and controllable mesh spacing within the boundary layers.

The governing fluid dynamic equations are solved in the transformed

C-n plane. From knowledge of the inverse transformation x( ,n) and

y( ,n), the flowfield within the inlet in the physical plane is obtained.

2. Navier-Stokes Equations

The governing equations are the full mean compressible Navier-Stokes

equations utilizing mass-averaged variables 2 for two-dimensional turbulent

flow. Written in strong conservation form utilizing the transformed

coordinates C(x,y) and n(x,y), the equations are
3'4

W + + = 0 (3)
3 t 3 T

where

P

pu

pv

pe

PU

1 puU + x(p- ) - yT
F x y xy (5)

pvU + y(p - ) - T
Y yy X xy

(pe + p)U + rx x y y

4



pV

S puV + nx(P - -T xx l (6)
pvV + nyp ( yy x Txy

(e + p)V + Ix x  + ry6y

where xdenotes DC/Dx, etc. The cartesian x- and y-velocity components

are denoted by u and v, respectively. The density is indicated by p and

the pressure by p. The gas is assumed to be calorically and thermally

perfect with the equation of state p = pRT, where T is thc absolute

temperature and R is the gas constant. The total energy per unit mass

e is given by e = e. + (1/2)(u 2 + v 2 ), where e. is the internal energy1 1

per unit mass and is equal to c T, with c denoting the specific heatV V

at constant volume. The fluid is assumed to be air, with c = 4290 ft 2/sec 2-R

and R = 1716 ft 2/sec 2-R, where 'R denotes degrees Rankine. The contravariant

velocity components U, V and Jacobian J are

U = xu + CyV

V rlxU + r v (7)

hy yx

Tx = AT divv + 2(vi + )----

rxy T + y 8

T = T divv + 2 (j: + )-Tyy T

where U is the molecular dynamic viscosity given bv Sutherland's relation,

5



E is the turbulent eddy viscosity, X = - (2/3)( j + c) and divv = u/x + 9v/y.

The partial derivatives in (8) are replaced by derivatives with respect to

the transformed variables and n by means of the chain rule (e.g.,

u/ax= zx(au/a) + n (u/hq). The quantities x and B y in (5) and (6)

are
U Q -ut -vT

x x xx xy
(9)

= -Ut - VT
y Qy UTxy YY

where Qx Qy are components of the heat flux given by

= P~r  Pr ix

(10)

Qy = -Y i1 r + I e .

where y c /c is the ratio of specific heats (taken to be 1.4) and Pr~p v

and Pr are the molecular and turbulent Prandtl numbers, respectively,
t

with values of 0.72 and 0.90. Although Prt is, in general, a function

of position within the boundary layer, numerical computations of high

speed turbulent boundary layers have shown only a weak dependence on

i 5
Pr variations.t

The turbulent eddy viscosity E: is given by the tv.o-layer equilibrium

eddy viscosity model of Cebeci-Smith 6- 8 (except as noted later) with the

transition model of Dhawan and Narasimha. 9 Within the inner region, the

equilibrium eddy viscosity ceq is given by

P (rnD) 21 '4, F
eq i  In )( )

whilo in the outer region

6



C = pk 2Uref i F(S) (12)

0

where n = distance normal to surface

s = distance along surface from leading edge

K = 0.40 (von Karman's constant)

k2 = 0.0168

F(s) = transition factor

Ure f = mean velocity outside boundary layer

u = component of velocity parallel to the surface

6.= f (1 - U/Uref) dn

0

= local boundary layer thickness

and D is the modified Van Driest damping factor given by

D = 1 - exp(- 26 N) (13)
26opw

where N a modification due to mass bleed:

N = exp[5.9 w (14)

In the above, the subscript w implies evaluation at the wall, with r

denoting the wall shear stress, and m is the normal mass flux at the

surface (i.e., n = Pv n, where ; is the outward normal at the wall,

pointing into the fluid). The above expression for the Van Driest

damping factor D differs from that of Cebeci-Smith 8 in two respects.

First, the density and dynamic viscosity in the Van Driest damping factor

7



D in (13) are evaluated at the wall, rather than locally, in agreement with

most studies of strong shock-boundary layer interaction. I 0- 1 3 Second, the

pressure gradient correction 8 to N has been omitted. Previous investigations

of flows with strong shock-boundary layer interaction have been performed

both with1 3 and without10 - 12 a pressure gradient correction. The present

code, however, employs the eddy viscosity relaxation model of Shang and

HankeyI0 (discussed below), which has been developed without inclusion of

a pressure gradient correction, and for this reason the pressure gradient

correction has been omitted.

The transition from the inner equilibrium eddy viscosity ceq i to the

outer eddy viscosity ceq° occurs at a distance nm at which ceqi = ceqo .

Thus, the full form of the equilibrium eddy viscosity is

( n n
eq. - m

£eq (15)

C n > neqom
Seq n n

The transition factor F(s), employed to allow a smooth development of

the eddy viscosity in the region of transition from laminar to turbulent

flow, is given by

F(s) = 1 - exp(-0.412s2)

(16)
s (s - si)/A, s< s < s

where si and sf denote initial and final locations of the transition

zone with

A slr=3/4 - Slr=i/4

8



As applied in the numerical code, the transition model requires only the

specification of si and s f. These values may be obtained by the method

of Deem and Murphy1 4 and the generally accepted criterion that the Reynolds

number based on the distance from the leading edge approximately doubles

9across the transition region.

In the vicinity of the interaction of a shock wave with a turbulent

boundary layer, a modification of the eddy viscosity is required in order

to incorporate the experimental observation that the turbulent shear

stress does not immediately react to an abrupt change in the flow. 15 This

10,16effect is modeled by the approach of Shang and Hankey, which employs

the follouing relaxation model for the eddy viscosity:

c(s,n) = teq (s on) + [ceq (s,n) - ceq (son)j[l - exp(-(s - so)/)] (17)

where s is a location approximately seven boundary layer thicknesses

upstream of the intersection of the shock wave and the wall, c is theeq

equilibrium eddy viscosity given by (11) to (15) and A is typically twenty

times the boundary layer thickness 6 at s . Tn the above, s is the distance
0 0

along the surface from the leading edge, and n is the distance normal to

the surf( ,. The above expression is employed for s > so, and provides

for a relaxation of i across the shock-boundary layer interaction region,

ultimatelv ipproaching the equilibrium expression given by (11) to (15)

for s - s much greater than 20 0

The relaxation model is important at shock-boundary laver interactions

10,16
when flow separation occurs. The model has not been thoroughly

investigated for boundary layers subject to repeated shock impingement

(particularly for those cases where the distance between shock impingerent

9



is less than the relaxation length X), and has therefore been incorporated

in the numerical code for use at one shock-boundary layer interaction

each on the ramp and cowl.

3. Computational Sublayer

A major factor governing the efficiency of the numerical algorithm

employed in the code to solve the Navier-Stokes equations is the requirement

of resolving all pertinent scales within the turbulent boundary layers on

the ramp and cowl. The exceedingly fine mesh spacing required to resolve

the viscous sublayer portion of the turbulent boundary layers would

ordinarily severely impair the efficiency of the numerical code. In order

to alleviate this difficulty, a separate and efficient treatment of the
,

region containing the viscous sublayer and transition portion of the

boundary layer is employed. Within this region, an approximate form of the

full equations of motion is utilized in agreement with previous studies

of turbulent boundary layers.7,17 The governing equations are

l +(18)

m _ y' =  x' 9y'

9 7 [mi(cpT + 1 u _2) Cp + c) T _ u' J = 0 (19)Dy' 2 u'2 T - TxTy

)Du'
Txy , = ( + 0 D (20)

where, in this case, x' and y' are local cartesian coordinates parallel and

normal to the surface, respectively; Txy, is the shear stress parallel to

This region is defined by 0 < n < 5 0vw./u*, where v = l /P and
w w

= Tw/w In this context, the expression transition region" refers
to the approximate domain lOvw/u* < n < 50vw/u* and is not to be confused
with the "transition zone" discussed in reference to (16).

10



the wall; and u' is the velocity component parallel to the wall. The

equations are applied within a narrow region 0 < y' < y' adjacent to the
mJ

walls denoted as the "computational sublayer." The applicability of the

above expressions (18) and (19) imposes an upper limit on the value of

y', which has been found to be roughly 60v /U , . 1 8 The achievement of
in w

maximum code efficiency implies that the value of y' should be as large
m

as possible within the above limit. In practice, th- value of ym is

determined by the mesh obtained from the coordinate transformation

program and the nature of the flowfield (e.g., vw Tw)' as discussed

in a later section. Precise control of ym at every location is not

afforded by the numerical codes. However, proper operation can limit

the typical range of y' from approximately 20)w/u , to 60v /u, thereby

achieving an efficient and accurate solution of the flow.

11



SECTION II

NUMERICAL ALGORITHMS

A. Coordinate Transformation

The function of the coordinate transformation program is to provide

a distributed mesh of points that can be used to accurately resolve all

pertinent features of the flow. The basic concept is indicated in Figure

3. The unit square in the transformed plane is covered by a uniform mesh

of points (i, 9j) where

i= (i - 1) Ar, i = i,"1 , IL

(21)

S= (j- ) An, j = 1, JL

where IL and JL are the number of points in the C-and I-directions,

respectively. By definition, A = l/(IL - 1) and An = 1/(JL - 1). The

values of AC and An are constant, although not necessarily equal. The

image of the points (i' n ) in the physical plane, obtained from equations

(1) and (2), is a general curvilinear mesh of points with corresponding

cartesian components (xj, yi,j ). The distribution of points (xij, yi,j)

is highly non-uniform in order to accurately resolve the features of the

flow. The governing fluid dynamic equations are solved in the transformed

plane, and the flowfield within the inlet is obtained directly from the

knowledge of the coordinate transformation.

In order to facilitate determination of the coordinate transformation,

the governing equations (1) and (2) are inverted. The resultant equations

are

12
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a2x 2x a2x ax
2 +Y-2+ -- = 0

ac 2 30n an an

(22)
2 2 a2y

C 2- 2I + Y r + y 0
2 3an an2  3n

where

ax2  a p 2

3IaNh + y a)Y

aC n ac an
(23)

ax2 ) 212
6 T( ,n)Y

where T(C,r) is given in (2). Equations (22) and (23) are solved in the

unit square in the transformed plane. The coordinates x(',n) and y(,,n)

are subject to Dirichlet boundary conditions on the boundaries of the

unit square, i.e.,

x = fl ( ) 1 o

S on 0O

y = g1 () J
x = f 2 () on

y = 2 J
} 1 on r = 0

y = g3 (n)

The symbols a, 6, y and 6 in (23) are used to represent different
quantities in sections other than the present (II.A).
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x =f 4 (n)

on =

y g 4 (n)

The above boundary conditions can be clearly interpreted as specifying the

location of the mesh points on the entire boundary of the computational

domain in the physical plane (e.g., the ramp, cowl, upstream and downstream

boundaries). As shall be discussed later, the specification of the boundary

mesh point distribution requires careful consideration of the nature of the

flowfield to be computed.

Equations (22) are solved numerically using an Accelerated Gauss-Seidel
19 1 1

Method.19 Beginning with an initial estimate (xi y I), an iterative

sequence of values (x nj, itY), n = 2,3, --- is obtained from

n+l n n

n+ln 
=  1,2,3, .- (24)

i,j i,j + 'i,j ij Yj

where

n n n+l n 22)/

x i'j  x x j _+ ai,j (X i+l + Xi-lj -2x j)/Ac

-2B (n n n+l + n+l )/4ArAn

i,j i+l,j+ i- l,j+l 1+l,j i-il,j-l

(25)

+ j(xi ,j+l + xi~ _ - 2xi n )/An
2

,'j ij+ i'j-l i'j

n n+l
i,j i,j+l i,jl-l

and a similar expression is employed for ij"

14



The coefficients aljj i,'J, and 5 ,] are obtained by straightforward

second-order accurate finite-difference expressions for the terms in (23),

e.g.,

c. [(x n l n+l ) 2 + (y n n+1 )2 1/4 A 2
i,j i -j+l i,j-1 i,j+l ij-l

The algorithm (24) is used to update the coordinates along lines of constant

rn (i.e., constant J) in the direction of increasing r (i.e., increasing i).

Thus, in forming x i. and yili' the most recent values of x and v on the

n+l n+l
j - 1 line (e.g., xin+ 1 , Yijl) are employed to facilita-to convergence

and reduce computer storage requirements.

The acceleration parameter wi, is employed to speed convergence of

the iteration sequence. Since equations (22) are non-linear, an optimum

value for w at each point cannot be found. A linearized stability analysis

of the highest-order terms yields the following criterion for stability of

the algorithm:

2 2
0 < Ar

ilj 2 2
An i'j + A( -y

Based on experience with the code, the following criterion is employed:

2

2 A An (26)
An ei,j + Ar i,J

The convergence of sequence (24) is monitored by computing the following

ratios at all interior points at selected values of n:

15



rxifx - xij(1 + x~l

(27)
nl+l nl, nf+1

rY i  /(l + y )Y ij i,.j ij

These quantities essentially represent the absolute relative change in

the values of (xi'j , Yi j) during the previous iteration, with an additional

additive unitary term in the denominator to prevent an undefined operation

when x. . or yi~ is zero. Iteration sequence (24) is considered to have

converged when

max r + max r < CONVER (28)
i'j xi,j i j ij

where, for example, max r. is the maximum value of rx over all1 j xi,j xi,j

interior points and CONVER is a small quantity, typically 10- 6 or smaller.

Further guidelines for the choice of CONVER are given in Sc-'ion III.C. (Table 5).

The function of the source term T( ,n) in (1) is to provide stretching

of the mesh in the n-direction within the boundary layers on the ramp and

cowl and approximately uniform spacing in between the boundary layers.

The effect of this term can be seen by considering an arbitrary streamwise

location given by C = Ci within the inlet. For typical inlet configurations,

the second equation in (22) may be approximated to lowest order by

2Sy+ T(4,n)-2 
- 0 (29)

n2

The solution to this equation can be written in the following form, noting

that j= (j - I)/(JL - 1):

16



Yijl + al[exp(Cln./nl) -1 0 < nj < 1 (30)

YY + al[exp(Cl) - + a-(ri - r) < q (311' y3 13-11
yi, - a3 [exp(a 4 (l n rj)) - 1], 2  r < (32)

where

YiJL - Yil
a = Il[exp(C 1 ) - 1]1CI + exp(Cl)[2 - I 

+ (i )(1 - exp(-C 2 ))/C9 ]

a1 = ao Ti/C

a2 = a exp(C ) (33)

a 3 = ao(exp(C1 - C 2))(1 - T 2 ) /C

a = C2/(-

Noting that the expressions a0 , a1 , a 2 , a 3 , a 4 and terrm CI, C), i and n2

are not functions of q, it is evident that the above approximate solution

for yi j is characterized by an exponentially stretched mesh hetween

n = 0 and rq = qI, a uniformly distributed mesh bet,ecn T I nd = n,2

and an exponentially stretched mesh between n = I and =  < I.

The application of the source term T(r,n) requires specification of

the quantities C, C2, T) and n at each value of r,,, i ,L.

In practice, this is accomplished in the following fish ion. First, values

for n and n are chosen that reflect the desired number of polints to be

stretched in the vicinity of the upper and lower surfaces. BY definition,

nl (j - 1)/(JL - 1), where j is the number of exponenti allv stretched

points near the lower boundary (includwing the point on the boundarv) , and

n12 - 1)!(JL - 1), where the nuther of exponentiallv stretched poi nts

17



near the upper boundary is JL - jl + 1. In conjunction with a separate

program (called BNDRY), which is discussed in a subsequent section, the

values of j and Jl are chosen in order to provide a sufficient number of

points within the boundary layers on the ramp and cowl. Although the

coordinate transformation program permits Jo and j1 to -ary with ,

satisfactory results have been obtained with judiciously chosen constant

values for jo and Jl"

Secondly, the values of CI( ) and C2(0 are determined by the requirement

that the height above the wall of the first row of points adjacent to the

upper and lower surfaces (i.e., n = An and r = 1 - rl, which correspond

to j = 2 and j = JL - 1, respectively) remains within the limits indicated

by the computational sublayer model (see Section III.A) at all streamwise

locations C. This is accomplished automatically by the coordinate trans-

formation code, using information specified by the user that relates the

approximate desired height of the rows 1 = Anl and n = 1 - An from the

lower and upper surfaces, respectively, as a function of streatmise position

r, (see Section III). From (30) the approximate height of the first row of

pcints above the lower surface is the following:

Yi,2 - YJ, = al[exp(CI An/nl) - 1] (34)

while the height of the row of points adjacent to the upper boundary is

YiJL - Yi,J2 = a3 [exp(a 4 An) - 1] (35)

The above expressions are non-linear equations for C and C , nd are solved

by Newton's method.1
9
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In solving the governing fluid dynamic equations (3) to (6), the

coordinate transformation derivatives x' ,y nY Ty are required. They

may be expressed as

3x J ' Th

1 3x
9y V rl

("36)

Dx J r

Tn _ 1 3x

3y J' 3r

where J' (9x1C)(3y/3q) - (qx/q)(ay/31). At all interior points, the

derivatives on the right-hand side of (36) are obtained using second-order

central differences, while on the boundaries of the domain second-order

one-sided differences are employed as required. In addition, the coordinate

transformation code permits the recognition of a finite number of

discontinuities in the slope of the upper and lower surfaces between

= 0 and c = 1, introducing additional second-order one-sided differences

to account for them.

B. Navier-Stokes Code

I. MacCormack's Method

The inlet flowfield is obtained by numerical integr;ation of the

Navier-Stokes equations (3) in time from an assumed initial condition until

a steady-state solution is obtained. The numerical algorithm employed is

MacCormack's method 20,21 which is an alternating-direction explicit

technique of Lax-Wendroff type. It has been applied to the solution of a

wide variety of problems in high speed flow involving strong viscous-inviscid

19



interactions. A representative sample of applications is indicated in

References 10, 16 and 20 through 30.

The numerical algorithm is applied on the finite-difference mesh in

the (c,n) transformed plane indicated in Figure 3. Denoting a sequence

of time levels t = nAt, n = 1,2,3, -- , where At is the time step, the

n tn ivector of dependent variables Unj at position (inj and time isn~t n

updated to time t n+  by the following expression:

Un+l = L(At)Ui (37)
i~j 1,j

where L(At) is a symmetric sequence (discussed below) of time-split

one-dimensional difference operators L (At ) and L (At ). The operator

L (At ) is a second-order accurate finite-difference algorithm for the

one-dimensional equation

_U + _- = 0
3t 4

Using the dummy time indices and with

Ui' j  L (At)Ui'j  (38)

the L operator is given by the following two-step predictor-corrector

me thod:

,- * At * *

Predictor Step: U. = Li - A-t(F - Fi )
i~j i ,j A4 i,.j i-1,j

SAt ++ -*)A
Corrector Step: Ui = 2 ij + Uij - 1 (Fi -,j F )

where Fi'j implies that the flux terms are evaluated using Ui. and so

forth. Further information regarding the differencing of the stress terms

20
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in F is given in References 21 and 25. The operator L (At) is a second-

order finite-difference algorithm for the one-dimensional equation

TU + _ n=G

Using a similar dummy index notation as in (38), the L operator is

given by the following two-step predictor-corrector method:

*-- At , *
Predictor Step: U = U - (Gi - Gi

ij i,j An lj ",j-l

** F*At -T
Corrector Step: U LUi + A((~,j. - G. )I

where, for example, i j implies that the flux term is evaluated using

Sij, etc.

The operator L(At) in (37) is constructed from a symmetric sequence

of the operators L (At ) and L (At ). In the numerical code, two
Ti 9i

particular forms are employed, specifically

L(At) = L (At/2)L (At)L (At!2) (4n)

and

L(At) = L (At/2)L (At)L (At/2) (41)

where the operators on the right-hand side are applied to U. .sequen tiallyi ,1

from right to left. Both sequences (40) and (41) provide a spatially and

temporally second-order accurate integration of the It] i Nair-Stokes

equations (3). The time step size indicated by the arj'ument Of each

operator L and L must not exceed the maiximum allowed I-or that operator.

An approximate linearized stability analysis yields the tollowin:
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At = min At1  (42)

i'j i'j

At TI= mi t2(43)
i'j i~j

where

As
At =(44)

IU~ + c +i As C + 2s /

As
At TI (452 Vr26 e

ij U +c+ 1 +~ "2

Ln As As, i'

where min denotes the minimum value of the right-haad side evaluated at
i~j

all points (r.,nj) within a given region of the flow, and

As, = AC/

2 2
As = Ai/ ytn+T

(46)

2 r2

u = (un + vn)/ T + Tj

C = lyR- R = c - c = gas constant

01 max [2(vi +c) +X+ C

0 2 = YI(11 + c:) T7
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In practice, the quantities (44) , (45) are multiplied by a factor (denoted

as CFL) that is slightly less than one.

2. Mesh Splitting

Due to the non-uniformity of the mesh spacing in the physical plane,

the values of Ati,j and At2ij vary substantially within the flow.

Specifically, the small mesh spacing in the q-direction within the boundary

layers (which implies large values of Iy and consequently small values of

As ) results in particularly small values of At2  . On the other hand,

the larger values of As occurring outside the bounddry layer imply larger

values of At2i . If the min in (43) were taken over all points in the
i,j

flow, the value of At would be controlled by the values of At2 *- in the

boundary layer, and hence for a large number of points outside the boundary

layers the L operator in (40) or (41) would be applied using a value of

At that is smaller than the maximum allowed locally by (45). This implies

that the algorithm is not being optimally applied.

A substantial improvement is realized by incorporation of the split

21
mesh technique. As utilized in the numerical code, the computational

domain is divided in the n-direction into five regions (see Figure 4)

given by

Region Extent

1 < j <JIl

2 JIl + I < j < J12

3 J12 4 1 < j < JT3

4 J13 + 1 < j < J14

5 J14 + 1 < j < .JL

where 1 < J1l < J12 < J13 < J14 < JL. Within each reginn the operator

sequence is
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Regions 1, 2, 4 and 5: L(At) = [L n(At/2m )L (At/m )L (At/2m ) ]  , k = 1, 2, 4, 5

(47)

Region 3: L(At) = L (At/2)L n(At) L (At/2) (48)

where m, Z = 1, 2, 4, 5 are Lntegers, and the exponent m Z implies that

the operator sequence within the brackets is applied m Z times. The

application of the stability requirements (42) to (45) within each region

yields the following:

Regions 1, 2, 4, 5: At/m < min (At 1  , 2At 2  ) (49)
iJ 2i,j

Region 3: At < min 3 (2At I  , At2  ) (50)
i,j i ,j

where minP.(Atl, j, 2At 2  ) implies the minimum value of At1  and

2At2i'j within the Z th region. A further requirement is that the ratios

ml/M 2 and m5 /m4 be integers, in order that adjacent regions may be

updated in time in a near-simultaneous fashion.

An automatic optimization algorithm is utilized in order to determine

the most efficient splitting of the five regions. At each time step,

the following ratio is computed for every set of values of J1l, J12,

J13 and J14:

At (51)
5

where P is the number of rows in region Z (e.g., P2 = J12 -- J11) and

m2 is defined in (47) with m 3 = I. This luantity is essentially
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proportional to the ratio of the time step At to the computer time required

to update the flowfield by the amount At, and hence is a direct measure of

the relative efficiency of a particular mesh splitting. The set of values

of Jll, J12, J13 and J14 that yields the largest value of the ratio (51)

while having integer values for m1 /m2 and m 5/m4 is then employed in

updating the solution by the amount At. The process is continually

repeated, thereby achieving maximum code efficiency at all times. To

the author's knowledge, this represents the first incorporation of a

completely automatic mesh-splitting algorithm with MacCormack's method.

Special consideration is required at the intermesh boundaries between

the five regions in order to conserve mass, momentum and energy. Details

of the intermesh conservation relations are given in Reference 21.

3. Mesh Overlapping

Due to limitations in computer core memory, it is often not feasible

to compute the entire flowfield of a high speed inlet using a single mesh.

In such cases, the technique of mesh overlapping is useful. The basic

concept is illustrated in Figure 5. The entire inlet flowfield is divided

into two or more overlapping regions denoted by A, B, etc. A steady-state

solution is obtained first in region A (defined by the boundary abcd). The

values of the flowfield variables at station a'd' are then used as the

upstream profile for region B (defined by the boundary a'b'c'd'). The

equations of motion are then integrated in time in region B until a

steady-state solution is achieved. Further downstream regions can be

computed in the same fashion.

The application of the mesh overlapping technique requires that two

conditions be satisfied. First, within each overlapping zone (e.g.,
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a'b c d'), the flowfield outside the boundary layers must be supersonic

in order that there be no downstream influence on the flow in this area.

Secondly, within the vicinity of the restart station (curve a'd'), the

boundary layers on the ramp and cowl must be developing smoothly. In

particular, the restart station must not coincide with any strong

viscous-inviscid interaction (e.g., shock-boundary layer interaction) or

abrupt change in conditions in the boundary layer (e.g., an abrupt change

in the bleed mass flux). This condition implies that the behavior of the

flow in the boundary layer in the vicinity of the restart station is

essentially governed hv the boundary layer equations with no strong

viscous-inviscid coupling, and hence mathematically there is no downstream

influence on the flow in the boundary layers near the restart station.

The technique of overlapping mesh regions has been widely used in

high speed flow calculations, including inlet flows.10,16,21,25,26 It has

been tested and proven in the present numerical code.

4. Boundary Conditions

The boundary conditions for the Navier-Stokes equations can be

categorized into four major types (see Figure 6a)--upstream, downstream,

wall and no reflection. On the upstream boundary, the flow variables are

held fixed at the appropriate freestream values. In the case of mesh

overlap, the variables at the restart station (a'd' in Figure 5) are

held fixed at their steady-state values. At the downstream boundary, the

conventional zero-gradient boundary condition is applied, i.e.,

_- = 0 (52)

On the ramp and inlet surfaces, the following boundary conditions are used:
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v • s = 0 (Zero tangential velocity

v • n = V (Boundary layer bleed)W

-- = 0 (Adiabatic wall)
an

- -- 0 (Approximate derived boundary condition
an for pressure)

+i

where s and n are tangential and normal unit vectors, respectively, at

the wall that can be expressed in terms of and y. Also, V wis the

normal velocity at the wall, obtained from the specified mass flux

along the boundaries. The approximate derived boundary condition for

the pressure has been successfully employed in a variety of flows

exhibiting strong viscous-inviscid interaction.2 3 ,28 ,31 The fourth

category of boundary conditions refers to curves AB and DE of Figure

6a. As the name suggests, these contours are assumed to be no-reflection

30
boundaries. The boundary conditions are

au 0

v
-- = 0

(54a)
DaT 

0

where the derivative a/aS  is taken along the outwards running characteristic

-1
at the boundary, which is oriented at the Mach angle ii = sin (I/M) with respect

-4.
to the velocity vector v as illustrated in Figure 6b. The velocity v may,

in general, be pointing in or out of the computational domain at either
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boundary. The utilization of the no-reflection boundary condition requires

that the following conditions be satisfied:

a) The local Mach number M = 1*I/c, where c is the local speed of

sound, must be greater than one.

b) The local normal Mach number Al -n/c must be less than one.

The first requirement implies that the characteristics exist (i.e., the

flow is locally supersonic), and the second requirement insures that there

is a single outwards running characteristic. The no-reflection boundary

condition permits the angle of attack of the inlet to be varied by

constructing the contours AB and DE to be parallel to the incoming flow,

with the cartesian x-axis aligned with AB and DE. In those instances where

the shock wave emanating from the ramp leading edge E intersects the lower

surface upstream of the cowl leading edge B, the contour between the

intersection point and B may have to be roughly aligned with the local

flow direction in order to satisfy condition b) above. If either condition

a) or b) is not satisfied locally, the numerical code assigns freestream

values to the flow variables according to

u-U

v n 0
(54b)

P= P_

T =T

and prints a warning message. Since the boundary conditions (54b) may

not be physically realistic under such circumstances, the user must take

appropriate steps to remedy the situation if the warning messages persist

throughout the calculation. If condition a) is being violated (e.g., a

28
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terminal shock is located upstream of the cowl lip, as occurs in fully

external compression inlets), it should be recognized that the boundary

conditions (54) are inappropriate and the flowfield cannot be computed

unless proper modifications are made to the boundary condition subroutine.

If condition b) is not satisfied (e.g., the ramp shock intersects the

curve AB upstream of the cowl leading edge, and the normal Mach number on

the segment between the intersection point and cowl leading edge is greater

than one), the user can realign the appropriate segment of the boundary as

discussed previously.

The boundary conditions are implemented in the numerical code using

second-order accurate finite-difference approximations in general. The

zero normal derivative boundary condition on the pressure in (53) is

incorporated using first-order accurate differencing.

5. Numerical Damping

The algorithm of MacCormack is a "shock-capturing" type in which

shock waves are effectively broadened or "smeared" over several mesh points,

rather than appearing as sharp discontinuities in the flow. In the vicinity

of strong shock waves, the numerical truncation error associated with the

shock broadening can lead to numerical instability. Although this difficulty

can, in principle, be avoided by refining the mesh sufficiently in the

vicinity of the shock to resolve its physical structure (i.e., by employing

mesh spacing normal to the shock of the order of the mean free path of the

gas), the cost would be prohibitive. Alternately, a fourth-order "pressure

damping" term is employed, 21 which is of significance only in the vicinity

of pressure oscillations where the solution has been adversely affected by

truncation error anyway. In the L operator in (40) and (41), the following
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F*
expression is added to the flux F.. in the predictor step:

lPi+lj + + Pi-l-J(u - Ui . (55)-adU I'j + ] Ijci'j) (PI+~ + 2pi~ + Pi-lj )  i+l,j , ij) (5

i'J i~~l j 1,2!

where the expression is evaluated using level quantities, u is a damping

constant (typical values range from 0.5 to 5.0 depending on the flow),

~I[ =/ + $ ,and c is the speed of sound. Similarly, the following

term is added to the flux F.
1,J

-,('U I + I j)1Pi+l,j - 2pi,j + Pi-l,jl (U - U (56)i'j ci' (Pi+l,j + 2pi'j + Pi-l'j) U  - i-l,j

where the expression is evaluated using level quantities. Corresponding

expressions are used for the L operator. The numerical code permits the

user to omit the pressure damping terms for the purpose of increased

efficiency when computing flows with no shock waves.

An additional form of damping is incorporated into the numerical code

in order to control any destabilizing oscillations that may result from

32
initial flow transients. The technique consists of multiplying the

viscosity XT = -(2/3)(p + c) by a large negative constant 6 during the

early stages of the calculation, resetting AT to -(2/3)( i + ) (i.e.,

= +1) and then converging the flow. In all calculations with the

numerical code, it was not found necessary to utilize this damping.

16,20
Finally, the convective damping technique of MacCormack 1

' is

incorporated into the L operator in order to prevent occurrence of a

non-linear instability in regions of separated flow.
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6. Convergence of Flowfield to Ste4ad State

Since the steady-state flowfield is obtained by integration in time

from an assumed initial condition, a criterion for converg,,ence must be

stipulated. Appealing to the physics of the flow, it is evident that

the physical time (referring to the time t in equation (3)) necessary

for achievement of a steady-state solution is a multiipli of the character-

istic time tc required for a fluid particle to travel from the upstream

to the downstream boundaries of the computational domain. Denoting an

approximate value of the velocity in the inviscid region by U and thee

length of a given region by L,

t = L/U (57)C e

Experience has shown that a total physical time of approximately 3t is
c

sufficient to guarantee achievement of a steady-state solution provided

26
there is no flow separation. For cases with flow separation, a somewhat

larger physical time of 5t to 6t is required. The ibove criteria are
c c

general guidelines. In application, a prudent strategy is to check the

change in the flow variables (e.g., surface pressure, skin friction)

between two physical time levels that are separated by approximately It
c

(e.g., t = 2t and t - 3tc). Provided that the changes are typically

one to two percent or less, the flowfield may be ronside red converged.

7. Computational Sublayer

The geometry associated with the computational ub ilaver calcolation

is illustrated in Figure 7 for the n = 0 and 1 = nsur',lcs. The "ordinary

mesh" obtained from the coordinate generation pro, an is indicated by the

open symbols. The algorithm of MacCornack Is employed on the ordinary
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mesh. The region between the wall and the first row of adjacent ordinary

mesh points is denoted as the "computational sublayer." Within this

region, a locally orthogonal coordinate system (x',y') is employed. Te

approximate governing equations (18) to (20) are solved on a finite-difference

mesh, indicated by the closed symbols.

As indicated previously, the achievement of maximum code efficiency

implies that the distance ym' of the first row of ordinary points should be

as large as possible within the upper limit of roughly 60 vw/u , .  Since

this height is substantially greater than the viscous sublayer, accurate

values for the stress components and heat transfer vector cannot be

obtained at the matching points by ordinary finite differences involving

the velocity components at the wall and the matching points. The purpose

of the computational sublayer technique is to provide values of the stress

components and heat transfer vector at the wall and at the matching points

for use in application of MacCormack's method at the matching points.

The cartesian stress components T xx' Txy' ,Tyy are obtained from the

sublayer solution by a simple coordinate transformation, under the

reasonable assumption that the normal stresses in the x'-y' coordinate

system (i.e., TXX,T, ,) are negligible compared to -x. Similarly,

the heat transfer components Qx, Qy are obtained by coordinate transformation

from the sublayer solution under the reasonable assumption that Qx' <<Qy?

in the sublayer.

The computational sublayer region is solved after each updating of

the adjacent region of the ordinary mesh. Denoting Txy1 as T, with

subscripts w and m implying the wall and matching point, respectively, the

sequence of solution is as follows. First, the shear stress components
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are found from

_ _ m f(yl)y dyl

m I xJ (i + E) I
w

J fy) dy'
(0 +

0 (58)

T T +_ 3 '+mu

m TW 3 x Ym m

where U is the component of the velocity at the matching point parallel

to the surface and

Y m
i

f(y') = exp mdy' (59)

y'

Expression (58) is obtained by integrating (18) twice. The velocity

in the sublayer is then obtained by integrating

_u' I (T + -lV)

U - "X(60)
y ' ( + C) ( + )

The temperature field is then determined by (19), and thie heat transfer

vectors computed. Further details are given in Refeiren'e IS.

C. Overall Description of Programs

There are, in general, a total of four separ;ate computer programs

that are employed to compute the flowfield in a high ,opeed inlet. 'Me

purposes of the programs are as follows:

a) Coordinate Generation Program (COORD)

This program is employed to generate the sequcnce of ove rlapping

mesh systems that are utilized bv the Navior-Stokes code.

33

L L 

-



b) Upstream/Downstream Boundary Mesh Distribution Program (BNDRY)

The purpose of this code is to determine the appropriate

distribution of mesh points in general for the upstream and

downstream boundaries of each mesh system. It is utilized in

conjunction with the coordinate generation program.

c) Navier-Stokes Program (INLET)

This program solves for the steady-state flowfield within

each mesh system.

d) Upstream Boundary Interpolation Program (UPSTRM)

The purpose of this short program is to permit interpolation

of flow data at the restart station of two overlapped meshes

where the height of the two mesh systems is not identical. This

procedure is employed in the calculation of the simulated high

speed inlets developed by McDonnell Aircraft Company (MCAIR) 
3 3

and is illustrated in Figure 8.

For the MCAIR inlet configuration, the calculation proceeds in two

basic stages. In the first stage, the boundary layer development on the

ramp (i.e., the lower surface in Figure 8) is computed. This procedure

is accomplished in the following steps.

a) Using program BNDRY, the desired mesh spacing on the upstream and

downstream boundaries of mesh A is determined.

b) Using the information from a) above, the coordinate system of

mesh A is computed using program COORD.

c) Using the coordinate transformation computed in b), the steady-state

flow in region A is computed using program INLET.
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In the event that the entire ramp boundary layer development upstream of

the inlet entrance cannot be computed with a single mesh system, a second

overlapping mesh system is generated using COORD and the flowfield is

determined using INLET. This procedure is repeated until the ramp boundary

layer has been computed up to the vicinity of the inlet tentrance.

In the second stage, the flowfield within the inilet is cfmputed.

This procedure requires the following steps:

a) Using program BNDRY, the desired mesh spacing on the upstream and

downstream boundaries of mesh B is determined. See also step C)

immediately below.

b) Using this information, the coordinate system of esh B is determined

using program COORD.

c) Because the vertical distributions of points in meshes A and B

at the restart station are not identical, the program ITSTRM is

used to interpolate the flow variables onto the upstream boundary

of mesh B. There are certain restrictions on the use of program

UPSTRM (see Section IV. i.l) that must be satisfied in determining the

rmesh distribution on the upstream boundary of mesh B.

d) The steady-state flowfield is obtained using program INLET.

For all subsequent regions, the following steps are taken:

a) The program BNDRY is used to determine the desired mesh spacing

on the downstream boundary on the next mesh region.

b) The coordinate transformation is obtained using COORD.

c) The steady-state flowfield is obtained using INLET.

In those cases where a variety of inlet configurations are to he tested at the

same entrance conditions, the first stage need only he accompli s hed once.
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SECTION III

GENERATION OF COORDINATE TRANSFORMJATION

A. Preliminary Analysis

The basic requirement for a finite-differenc( mesh is to provide

accurate resolution of all pertinent features in the flow. The mesh

point distribution, therefore, is dependent on the particular flowfield

to be computed, and requires preliminary analysis in two major areas,

as discussed below.

1. Streamwise Mesh Spacing

In general, the controlling influence on streamwise mesh spacing for

high speed inlet calculations is the necessity of accurately resolving the

boundary layer development. Unfortunately, there does not exi.t precise

criteria for the determination of the appropriate streanw7ise mesh spacing,

except an exhaustive (and usually infeasible) truncation error study in

each case. An oft-quoted guideline in computational fluid mechanics is

that a streamwise mesh spacing with cell Reynolds number less than two

is sufficient to resolve all characteristic streamwise features within

34
the boundary layer. However, this criterion is based on a truncation

error analysis for the particular case in which first-order upwind

differencing is employed for the convective terms of the governing equations,

and does not specifically apply to MacCormack's method. Furthermore,

experience in strong viscous-inviscid interacting boundary layer flows

has shown this criterion to be unnecessarilv severe.21,35

A generally successful guideline for determining streamwise mesh

spacing is based on the ratio Ax/a, where Ax is the streaimise mesh spacing

(typically evaluated on the upper and lower boundaries) nd 6 is a reference

boundary layer thickness. In those regions in which the boundarv is
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approximately in equilibrium (e.g., mesh A of Figure 8), a mesh spacing

of Ax/f z 1 to 2 is satisfactory, where 6 is the boundary layer thickness0 0

at, say, the downstream boundary of the mesh region. For regions of

strong viscous-inviscid interaction, such as occur within the inlet, the

value of Ax/0 (where 6 is the boundary layer thickness immediately upstream0 0

of the shock-boundary layer interaction) is generally taken to be less than

one. Typical values of Ax/0 for shock-turbulent boundary layer interactions
0

are 0.17 in Reference 16, 0.45 in Reference 10 and 1.0 in Reference 36.

The presence of flow separation has an important influence on Ax/f,

requiring it to be less than 0.5 in general. Experience with the numerical

code1 8 in computing inlet flows that do not exhibit flow separation has

shown that the criterion Ax/0 z I is generally sufficient.0

The coordinate transformation program can be used with either uniform

or arbitrary mesh spacing in the x-direction. For uniform mesh spacing,

the procedure is to estimate the values of 6 as discussed above, using
0

either experimental data or approximate techniques, and to choose a value

of Ax that insures that the criterion on Ax/ ° is met at all streamwise
0

locations.

2. Boundary Layer Mesh Spacing

The mesh spacing in the boundary layer or n-direction is influenced

by three major factors. First, there must be sufficient resolution of the

boundary layer by the computational sublayer mesh and ordinary mesh combined.

Typically, a total of 10 to 15 ordinary mesh points should hbe within each

boundary laver on the ramp and cowl at all streamwise locations. Of course,

since the entire flowfield is not known a priori, this achievement of this

criterion can only be determined a posteriori. The practical impact of
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this criterion for the purpose of preliminary analysis is to assist in

determining the appropriate distribution of mesh points on the upstream

and downstream boundaries, using program BNDRY. Past results in

calculation of high speed inlet flows 18 have shown that the satisfaction

of the requirement of 10 to 15 ordinary mesh points within each boundary

layer at the upstream and downstream boundary generally insures achievement

of the requirement at all streamwise locations. Insofar as the computational

sublayer mesh is concerned, a sufficient number of points are required in

order that the viscous sublayer be adequately resolved. This

that AyL < 5 at all streamwise locations, where AysL - sL N/vw with

AysL = mesh spacing in computational sublayer, u, =' /r, and v = u /r,
SL W w w W

and N is defined by (14). Naturally, the quantities Tw' ,w and 'i are not

known a priori, and in practice an engineering estimate is used (see below)

to insure satisfaction of the requirement at a selected number of

streamwise locations.

The second factor influencing mesh spacing in the boundary layer

direction is the requirements of efficiency and accuracy imposed by the

use of the computational sublayer technique. As discussed in Section T.C.1,

this implies (see Figure 7)

V
ww

20 - < v' < 60 -! (61)
u, -m u*

Assuming ip/n z 0 in the boundary layer, the length scale w/U, is given bv

wwVw l RTw ! (2

where c T w/[(1/2)(,) U 2 ) and the subscript e refers to conditions at
w ~C e

the edge of the boundary layer. The utilization of this expression requires

18



estimates for M (the Mach number at the boundary layer edge) and thee

wall pressure pw, obtained either from experimental data or a simplified

inviscid analysis. The value of T (and hence vj ) can then be estimatedW

(for adiabatic walls) from

T = (I + 1 Pr M2 )T (63)
w 2 te e

where T is approximated bye

T = T /[I + - i M21 (64)
e t 2 e

where Tt_ is the freestream stagnation temperature. The value of Ue

may be obtained from U = M 'yRT The value of c may be estimated by
e e e f
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a variety of engineering techniques. It is important to note that cf

can be increased substantially by boundary bleed. Experience in computing

high speed inlets 1 8 indicates that typical values of c in bleed regions

can be as large as 0.01 depending on the bleed mass flux.

In practice, it is generally only necessary to estimate an appropriate

value of ym' from (61) at a few points. These points are typically taken

to be upstream and downstream of each shock-boundary layer interaction,

since the value of v /u, varies inversely with the wall pressure. The

w

above expression (62) can also be used to determine the number of points

+
required in the sublayer in order to satisfy the requirement AysL < 5

discussed above.

The third factor influencing mesh spacing in the boundary layer

direction is given by the requirement of numerical stability in the

computational sublayer in the presence of bleed. The condition is that

the bleed cell Reynolds number Re- defined by
m
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Re = ! L (65)
m 2 ( + )

be everywhere less than approximately 0.25 within the computational

sublayer. Noting that the maximum value of Re- .enerai Ly occurs, on

the wall, this condition can be approximated by

!ml A Ys
m -< 0.25 (66)

w

at all streamwise locations. Since the values of m are known, and

Iw is a function of Tw z Tto for adiabatic walls, this :t)ndition can

be directly evaluated at all locations.

In some instances, there is a boundary layer on the lower surface

only (e.g., mesh A in Figure 8). The upper boundary n = I riust therefore

be placed at a sufficiently large distance from the lower surface in order

that the freestream boundary conditions are applicable. This dist:mce

is typically taken to be approximately 5, , where 1 is the I ounIrVy lIaver

thickness at the downstream end of the mesh. 16 The use C'f eiuatien (3)

to (32) will cause a decrease in mesh spacing near the upper- houndarv.

This decrease will not serious]v affect code performance, .ilIha surpri.si oc! '

yielded an improved solution for a flat plate tuihulent houuldarv l.iver.

In particular, calculations for a fully turbulent flat plate
boundary layer have been performed using a rectanigular comput:tional
domain whose spacing in y is symmetrical about the line midwav bietween
the lower and upper boundaries. This type 01 coordinate system (An
easily be obtained by choosing JL, to be odd, DY= DY= and zil = T2, = 0.

(i.e., ,10=Jl=Jl=Jll=(JL+l)/2; see Sections I1.B ,nd !I.C) . It has
been found that with this type of coordinate svstem, flitre is no, chair-
acteristic "hump" in ' * immediately downstream f thc t d ge
This hump had been observed with the code for fully turbulen'Tt Ilat plate
boundary layer calculations with mesh spacing in v con, it i: ,T F :1
uniform stretching within the boundary Layer followed by a c,:tnt
mesh spacing.
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3. Example: Upstream Inlet Region for MCAIR Case 35

In Figure 9, a portion of the flowfield of a simulated high speed inlet.

is illustrated. The configuration corresponds to the upstream inlet portion

of Case 35 of the MCAIR study. 33 The freestream Mach number M is 3.51,

and the freestream total temperature Tt., and total pressure pt_ are 576'R

and 7,099 lbf/ft2 ,respectively. The freestream static pressure and

temperature are 91.8 lbf/ft 2 and 166'R. A fully developed turbulent boundar'.

on the ramp enters a converging duct formed by two plates. The shock wave

formed by the cowl surface deflection intersects the ramp at x = 20 in.

The values of the boundary layer bleed mass flux on the ramp and cowl are

indicated.

First, the appropriate streamwise mesh spacing Ax is determined. Due

to the presence of substantial boundary layer bleed on the ramp in the

vicinity of the shock-boundary layer interaction, it is unlikely that flow

separation will occur, and hence the criterion Ax/% Z I is satisfactoryo

on the ramp. The experimental values of ( on the ramp varv: frn P.25 ir.

at x = 1.9.2 in. to 0.20 in. at x = 24 in. as indicated in Figure 9. and

thus a value Ax = 0.25 in. is sufficient. Since the maximum allowahi]o

value of IL is 40, this places the downstream boundary at x :3.3 in.

upstream of the reflected shock intersection on the cowl . Thus the cowl

boundary layer is not subject to any strong viscous-inviscid intoraction

within this computational domain. Based on the experimental v-1l te of

= 0.10 in. at x = 25 in., this yields Ax/ 2.5 on the cowl, which ia

satisfactorv for this region.

Secondly, the requirement of reso ht ion of the boundarY liyers is

considered. Based on the experimental values of the boundarv l]ver



thickness on the ramp and cowl, the following criteria are established.

Boundary Surface Criterion

Upstream Ramp 10 to 15 points below y = 0.25 in.
Cowl 10 to 15 points above y = 2.09 in.

Downstream Ramp 10 to 15 points below y = 0.20 in.
Cowl 10 to 15 points above v = 0.88 in.

Ordinary mesh points.

These criteria are directly utilized in determining the boundary mesh

distribution using program BNDRY.

Next, the computational sublayer requirement (61) is considered.

Considering the ramp, it is evident that the major changes to the boundary

layer arise due to the shock-boundary layer interaction and mass bleed.

It is sufficient, then, to consider the lamp at two locations, e.g.,

x = 13.88 in. (upstream boundary) and x = 21.8 in. At the first location.,

T = 166'R and Tw  534R from (63). Using an estimate of f = 1.7 x 103

(typical for M = 3.5 adiabatic flat plate boundary laver at these Reynolds

numbers), and noting that Pw p., the estimated valui, oI w/u,1 is

3.3 x 10- 5 ft. From (61), the desired range of v' at x 13.88 in. i
" m

approximately 6.5 x 10- 4 to 2.0 x 10- 3 ft. At the second locatioi, the

experimental Mach number M is 2.5 (this could also h estima td fron: ;I
e

simple inviscid analysis, knowing the cowl surface defIection) :and the

wall pressure pw 5 p". From (63) and (64), T 2°C 0  and T W 4R

Since boundarv laver bleed is present at % = 21 .8 in., an estimate of

8 x 10- 3 is used for cf (based on experience), yielding', /u, -. 4 x 10 - 6 ft,

indicating a desired range of 8.7 x 10 - 5 ft to 2.6 x i( - 
it for v atm

x = 21 .8 in.
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On the basis of this information, it was decided to use y' 5 x

from x = 13.875 in. to approximately x = 19 in., decre;ising tov'

at x = 20 in. and constant thereafter. Although the upstream voli e

is slightly below the range indicated, it nonetheless does not a: t,

code efficiency because of the smaller values of y' fer x >3 .. 5,7.'
,+

values of v' are thus expected to vary from 15 at : = i .< tn.-m

57 at x = 23.63 in.

The number of mesh points in the computationol oobi.', , ,

+
determined by the requirement that 'ys + 1

SL vrw-.

solution is extremely rapid, the maximum al]ohl ] niimV-ci- , numl

20) may be employed. For 20 points in the sblaoer , L "s 0:

-VSL varies from 0.79 to 3.0 on the ramp, which is ctircl-" -'1

Finally, it is necessary to check that tho co:idito i',-

everywhere in the ramp boundary layer. In bleed zone ,, I . :

s ugs/ft2-sec and the maximum value of Sv is 5 . ( f ' ,sl g / t s e- S11,

2.6 x 10- 5  ft, yielding a value T!,' v / ,. P1 'I ) Pie) 1. ne, , .. .... -~SL w " " '

the maximum value of v ST is 1. 3 x 10 it, and V . ...

values are within the limit indicated by (66).

An analIvsis similar to the above is also 1-d 1- , V.:, , w

resul t! indicate that v , - v , -] ioii b c s o , o ,

" tL -'T'l-

1.



B. Determination of Mesh Spacing on Upstream and IX(w11trc.aM Boundcries

Using Program BNDRY

I. Introduction

The program BNDRY is employc' to determine the distribution of

mesh points in general on the upstream and downstream boundaries. These

boundaries are assumed to be vertical lines, with a mesh point distribution

given by equations (30) to (32). The purpose of the program is to determine

the values of the parameters C C n and r- 2 that yield Cie desired mesh1' 2' 1ladp htyed iedsrdms

distribution on the boundaries. This information is then utilized hy the

coordinate generation program in determining the entire mesli.

As discussed in Section III.A, the following information is required

for each boundary: (i) the desired height of the first ordinar- mesh po;,nt

above the lower and upper boundaries, i.e., y 2 - and V - v'

i-, i' -i ,JL

respectively (where i = 1 or IL), (2) the boundary layer thickness on the

lower and upper boundaries, (3) the height of the boundary v JL

All dimensions in the program are in feet. The user chooses a range of

values of q and rl 2 to be investigated. For each value of and s2, the

program computes by Newton'6 method the values of C1 and C from (34) and

(35) that yield the specified values of YN i2 \1 1 and ,i i L i, J-

and prints the entire mesh distribution on the boundary' V . .

JL (where i = I or IL). The user then chooses the part icul-ir set of val u€.

for rlI and rl 2 that yield the desired number of (rd i napv I , h I ,0'ts in , c:

boundary laver (e.g., 10 to 15).

The following table provides information on th(, ,;Frc rOc,

to execute program BNDRY on the CYBER 173.
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TABLE 1. RESOURCES REQUIRED FOR EXFCU'ION OF PROGRA1,M BNDRY

Resource De t ai i ls

Computer time < 5 seconds (tvplca])
Input/Output time < 2 seconds (typical)
Core Memory 60,i00 words (octal.)

Files required INPUT, OUTPIUT

2. Description of Input Variables

The input to program BNDRY consists o- t-c carts (caird

or lines in the case of batch input from a trrmirial). '111 ,Uf n i .

format of the input data is indicated in : 1. !',r a] 1 cce

variable names, the symbol 0 iMpiis :icra, ;,d the svi,11 i 0) im;,- i '.

letter 0.

If the estimates for C, and ! rt too., f-lr ) I, tll(

verge to C C.. = 0 (and no ''.i<';,!:cv an c-rc r zO -e I .:a "
1 2

underflow and/or verflow hliz -; .rr ,1 .>' . ' no . :

the program should then be rer:n w;th i t',rnatc ch- c',.:; .-vr

With some experience, this dif -i jt lt," wi I h I,,. o,-.c'I.
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TABLE 2. INPUT DATA FOR PROGRAM I3NIRY

Line 1: DYO, DYl, RH,YGO, CESTIGSi

(Format 6F10.4)

Fortran Definition Range orValue

DYO yi, -Yi' ' .t

DYl yiJ - y iJ- Unij.ts: f eet

R11 Y'i,JL - y 1 U' 1n its: fuct

CESTI Rough estimate for (71 !D .. ~l etw~eenl

CEST2 Rough estim,.ate for C72 1x'vici]I; between

Lie : JL, JOSTAR, JOEND, JISTAR,_Jii;l j

(Format 5175)

Fortran Definition _Rzuige or Value

JL Numb~er of points in -O
p -di rect ion

JO4STAR, Define smiallest and ? AS l
.JOELND larges t values of '(7i\ h7T

to be inves tig '1t e d, A$v.(
i.e. ,(JSfR)/

J1iSTAR, Same as above hub h)1 i'l i-21 0I

-11END ,



3. Source Code Notation

The definition of the pertinent source code variables is given

below. For any array, the index J is equivalent to tlh0 sobn;cript i (ce.:

ETA(J) is equivalent to Ti).

Fortran Definition Range or \al2u

DETA AI= lI(JL-l)

DY DY(J) yi~,j - Yii !'nit feet
(i=1or 1L)

ETAl T1

ETA2 nI,,

YYYY(J) = ~ (i 1 or 17.) iit;:fe

4. Sample of Output: Upstream Inlet Rein odLAF

A portion of the sample output of pro rar.5:

of the upstream inlet region of the > CAIR in-Let e-fKSctn

is Lndicated in Figure 10. This calculati on woo3 :

parameters presented in the example in the pre'i o,-: -

eirlier, the requirements for the upstream mo

region are the following-

eur ementj CI ieVn

Resolution of ramp boundary, lover -i.I S n!o I -

Pesolution of cowl boundarv layer 1.0 rNV'

It is evident from Figure 10 thiat valtieo., (,I

and 1 2 J-l /2J-l 7/47 are ,,atisofactor,:

o-) CI and C 2are 2.98068 and 2.87725, respect ivelY. 1;1 11 1 11-, Ct

,1,("1 C are titil ized in thec coordinate crunci :,1!
'1 2
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C. Generation of Coordinate Transformation Using l-oyraiu L(hilKi

1. Introduction

The program COORD is employed to calculate t, ori o, t trin -

formation. Prior to the execution of this progrom the Ii; Ir.d d;trooaw so 01n.

boundary layer mesh spacing must be determined by a prel ir, :irilv'sis as

discussed in Section III.A.

In the present form, the COORD program incorporat('s t i,, ra! caterory
" 33

of inlet shapes employed by the UCAIR study, includi , ure, tic flit

plate portion of the ramp upstream of the inlet entr:ii , u n(n uniform strc.t:-

wise mesh spacing. The program can be simply modi fied t k, ;i Ic, :orb itrarv: iin-

let geometries, as detailed in subroutine INIT of tlic 'v

The following table provides information on the rc;,rces required to

execute program COORD on the CYBER 175. Care must C0, Li ken to insure that

sufficient computer time is requested in order to rortplot the !r1jn:.-r of

iterations specified. The program permits restarting and -ont inu.Ition of the

calculation if convergence is not achieved within the reqluosted number of

iterations.

TABLE 3. RESOURCES REQUIRED FOR EXECUTION

OF PROGRANt COORD

Resource Deta i Is

Computer time ThO ,seconds t\pi c.i)
Input/Output time . ! ciis >tyI ii)

Core Memory !50,00D ordo (oot.l
Files Pequired IN (Ti )'ITL'T WY,

i)VPIAP, dS,'i AlIT

(See fDo. ti i Ill .. )

2. Description of InputVariables

Thie input to program COORD consists of :i variatie niilber of card-.

The definition and format of the input data is intiii el iii the [cpiired
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order in Table 4. In those cases where the definition of an input variable

is lengthy, the reader is referred to Section III.C.4. Line numbers are not

assigned since the total number of input lines is variable. Additional in-

formation is given in Section III.C.4. Useful guidelines for the selection

of certain input parameters are provided in Table 5.
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TABLE 4. INPUT DATA FOR PROGRAM COoRD

Line: M, N, MAXITR, 1RDZET, IOVLP, IREIRY ]
(Format 615)

Fortran Definition Range or Value

M Number of points in <40

s-direction (i.e., IL)

N Number of points in <!8
r-direction (i.e., JL)

MAXITR Maximum number of >1

iterations of equation
(24)

IRDZET See Section III.C.4 0 or I

IOVLP See Section IJI.C.4 I, oVi ,' <
i
1

IRETRY See Section III.C.' U tr .1.

Line: J00, J01, J10, Jill, IR1Eti, iRLC',2

(Format 615)

Fortran Definition oc %, _ .1

'100 Defines n at C = 0 2-V I,,

J0i Defines nl at I 1-ii. 1 1

J10 Defines n.,) at ;= 0 .1 . 1i,

Jill Defines Ti, at , J . ,.

IREFI See Section iIi.C.4 I

IREF2 See Section ii .C.- I i .
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TABLE 4. CONT'D

Line: JREF, IDSCNT

(Format 215)

Fortran Definition Range or Value

JREF See Section III.C.4 I<JREF<N

IDSCNT See Section III.C.4 O<IDSCNT<20

* Line: ID(1), ID(2), .. ID(16)]

(Format 1615)
ps required

Line: ID(17), ... , ID(20)

(Format 415)

Fortran Definition Range or Value

ID(K), See Section III.C.4 l<ID(K)<M

K=, ...., 20 K=l, ... , 20

* Line: JD(l), JD(2), ... , JD(16)

(Format 1615)

as required

* Line: JD(17), ... , JD(20)

(Format 415)

Fortran Definition Rangc or Value

JD(K) See Section III.C.4 JD(K) 1 or N

K=I, ... , 20 K=I, ., 20

If IDSCNT = 0, these lines are omitted
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TABLE 4. CONT'D

Line: DYOI, DY0, DYIYO, I)YI!

(Format 4F10.4)

Fortran Definition R a er Value

y Unj IS:( ctDYO Yl,2 -Y1,1

DY01 YIL,2 IL,I ni: feet

DYIY, - UYIJL-t nit'. ect

DY11 YILJL - I jI-1 it Lt

Line: CCI(1), CC2(].), CCi(>!), (:C2(').]

(Format 4F10.4)

Fortran Definition Ran -  \

CCI(1) Value of CI at 0

CC2(l) Value of C:- at T- r

Ccl(M) Value of Cl at =

CC2(M) Value of C2 :it I

Line: SCALEl, SCALE " , SCAILI, SC2. 1

(Format 4F10.4)

Fortran Def init ion RaO2, r V, tue

SCALE Provides smooth
transition for
T(4,11) hctwceii

three r' i ) 1

equation (2).

SCALE2 Same as ahoy,. .

SCALE3 See Sect ion I LI.C.

SCALE4 See Section Il iC.:.

52



TABLE 4. CONT'D

Line: SO(1), Sl(1), CONVER

(Format 3F10.4)

Fortran Definition Range or Value

SO(1) See Section III.C.4 Units: feet

S1(1) See Section III.C.4 Units: feet

CONVER Convergence See Table 5

Criteria (See (28))

Line: XO, DX, XHI, DELTAC

(Format: 4F10.4)

Fortran Definition Range or Value

X0 Value of X at Units: feet

upstream boundary
of mesh region

DX Mesh spacing in Units: feet

X-direction

XHl Height of inlet
throat Units: feet

DELTAC Cowl angle Uni ts: Degrees

**This applies to MCAIR inlet (Reference 33)

Note that X = 0 at the ramp leading edge for
the MCAIR inlet.

53



TABLE 5. GUIDELINES FOR INPUT DATA FOR PlRO;,IiAV Chu0f)

Parameter(s) Guideline

J00, J0il Use same value for both, in general, for
all overlapping mesh regions (e.g., meshes

B and C in Fig. 8)

J10, ill Same as above

IREFI Care must be taken that IRgL:.' corrt ponds
to same physical location wen ver]:i.ping

mesh regions

IREF2 Same as above

JREF Same value required for all ov4<i-,&oying

mesh regions

IDSCNT, ID(K), JD(K) Care must be taken to in-ure that i., i

surface slope discent ioutv is a..v re" rred
to its proper phyCica louitin .,' a ,vr ,inn

mesh regio ns

DY00, DY10 When overlapping mesh rco. ions, Lt t.,-;
of DYOO and DYl1 can b 01' .iinod tii t1ie
coordinates of the u I p.t ILc i; t.

restart station

DY01, DYll These values are always htaild -.1 I.

program BNDRY

CCl(l) , CC2(l) When overlapping mush re) ', Lic-j V.[ iU2,

can be obtained from the output o1 the
upstream mesh at tho restort ;itt oin

S (1) , S(1) These values represent thi art iiIt;wie

along the lower and upper surficc, r -i:o the
leading edges on the rospcttic t i\S ' ,s

even th oughi the leid ing edpe do, i, t2

in that particular mesh rvzi on

CONVER Usual values ar I!- ' or\pl

CONVER is 100 to I0(P) it:, . s1, r t i

the smalles t mesh , i.C p in tL.t :n cither

¢ or ti direction.

- .......... ....... ...- - " ~ ~ j . ... ... ..... .. .. .



3. Flow Chart

The flow chart for program COORD is indicated below. The names of

the subroutines called are shown by capital letters in parentheses.

BEGIN

Read input variables (SEE TABLE 4)

F --- - I_
IRETRf 1 . - Yes

No Read last results
from file RSTART

Read additional variables

for MCAIR inlet and define

= 0 and n 1 boundaries

IRDZET = l? Yes Read c 0
boundary 

from
Subroutine file OVRLAP

INIT No

[Define C I boundary i

Set initial guess for interior!

points

C ompute T( ,n) (REFIE) I

CONTINUE
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BEGINNING OF ITERATION: IT'K 0 '

--

ITER > MAX1TR? Y-

No

f 1~
VARY + VARZ CONVER? Yes

No

COORDINATES CONVERC;P

Compute coordinate derivativs 1
at interior points (D'RIV1)

Compute coordinate d(,rivt iy"1-1
on bnundarv (CI?

Stol re rsultsa on

Compute coordi na t(- (1r i\tAV
near discontintiti(i e in alopc.

on rl = 0 and i = I (DERIV VI1 STOP

omteXN( 1.1) (hIS;

Print resul ta

I

S9t ore res I ts on i i I

STOP

16



4. Source Code Notation

The definition of the pertinent source code variables is given below.

For any array, the index I is equivalent to the subscript i (e.g., the

Fortran variable ZETA(I) is equivalent to r in that ZETA(l) =

ZETA(2) = 2' etc.) and the index J refers to the subscript j.

Fortran Definition
CCI() Value of C1 at i(see (2) and Note 1

CC2(I) Value of C2 at t~i (see (2) and Note 1)

CONVER Convergence criteria (see (28))

DELTAC Cowl angle for MCAIR inlet (in degrees)

DX Mesh spacing in x-direction (in feet)

DYOO Value of y 1 , 2 - YI1 (in feet)

DY01 Value of yIL,2 YIL,] (in feet)

DY10 Value of yIJL - YI,JL-l (in feet)

DYI1 Value of yIL,JL - YlLJL- (in feet)

EDA(J) nj

H g

HH (A )2

ID(K),JD(K) Denote locations on the lower and tipper boundaries
where surface slope is discontinuous. Denoting
ID(K) by Z and JD(K) by m, the Kth discontinuity
lies between r and -,+, on the ', rm. A
maximum of 20 discontinuities is allowed. The
discontinuities may be listed in any order. See
Note 2.

IDSCNT Total number of discontinuities in surface slope
on lower and upper boundaries (maximum: 20).
Corners are not included. If there are no
discontinuities, set IDSCNT 0.
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IOVLP Used in generating ovcrlappiTg, mesh reions,
such as regions B and C in Fi puire 8. The curve

= P of the upstream mesh is taken to
represen the 0 = boundary of the downstream
mesh.

IREF1 In conjunction with the quantity SCALE3, this
term defines the streamwise extent over which

the height of the first row of ordinary mesh

points above the lower surface (i.e., Yi,2 - Yi,_)

changes from DY00 to DY01. S ee Note 3.

IREF2 In conjunction with the quantity SCALE4, this term

defines the streaiywise extent over which the

distance of the first row of ordinary mesh points

below the upper surface (i e., .'i -,J Yi,JL-1)

changes from DYI0 to I)Y]I . See Note 3.

IRDZET Used in generatini overlapp ig mesh regions. If

IRDZET equa;s 1, the upstream mesh is read in

order to define the .'. 0 houndairy of the downstream

mesh. If mesh overl a ppim is not to be performed.
set IRDZET equ.il to 0.

IRETRY Used to contile t r 1 flO a mesh that did not

converge in the ccrevie is speciiied number of

iterations. If TRETRY equals I, the last

results are read aind the iteration continued.

If this restart tfe ature, i not diesired, set
IRETRY equal to f.

ITER Denotes iteration number dur ino, the course of
the calculation.

JREF Used in defi filn a rra, 2' (1 ,,) (see be]ow).
For J JREP. thV qu njt t\' XN(I,.J) is the norma I
distance of the pint t:1i , ', i) above .= .
For J I .11EI', tit qpriut it\, XN(l,.J) is the normal
distance of (x. )Irm = I.1,1 1

Note: in Iti lin pr -li7 iNi.i1, it is
imperatiye th.it t , be observed:

where JR"Pt, ell ' , ,-;l li s def ined in

pro gram I NI.T.

,J 0 Define o s viiltn , > t 1.) tlr, t
'1I = ( 'i0 1 )-i 111 II -1)

J10 Defines ' 1 it !

,11 Defines ' ,> at tb vol,'l I - - ') (rL ]

.11l ~Definta • -.
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K

KK (A 2

H Number of points in -,-direction (i.e., 1L).
Maximum: 40

M-1 M-lI

MAD(ITR Maximum number of iterations of algorithm (24).
See IRETRY.

N Number of points in ni-direction (i.e., JL).
Maximum: 48

NI N- I

.th
SO(I Distance of i point on Ti 0 from leading

edge of lower surface (in feet). Negative values
imply points ahead of leading edge. The distancc
is measured along the Ti 0 curve (not necessarily
the x-direction) . Note that the qalue cf SO(1
is positive if the 0 boundary of a 'particulair
mesh region lies downstream of the leading edgl-
of the lower surface.

51(I) Same as above, except refers to the uipper surfatce.

SCALEl ,SCA.LE2 Provides smooth transition for T(- ,,n) between
the tiree regions in equation (2) . Tvpical
value is 0.374 for each.

SCALE3,SCALE4 See TREF1, IREF2 and Noto 2

T(I,J) T( ir.,p.) (see (2))

'ii

TRAN(I,,l) i (ZETAX(I,JI); units: ft

TRAN(T,J,3) T j (ETAXW1J); uni ts: f t

TRANN(I,J,4) p (ETAY(I.,J); i ts It-

VARY M1aximum cal ue of r "Ics e (.27))

VARZ Maximumir %alitie of r_. (see (

X(IJ) k ill feet)



Xli1 Height of throat ill MCAlI K K. (ii *.t!tI

XN(I, J) See JREF. Units: f- ,t

X0 Value of x at upstr-..n t , , " 'msh re :ion

(MCAIR inlet) (in Ie t) , , WW., ' .

measured from the rama I .

Y(I,J) (in feet)

ZETA(I) Ci

Note 1: The values of CCI(1), CCI(M), cC2() anid (( - uird fr

date input. They are found from pro r:i. t:.l  f iF , utll t

from upstream mesh in the ease of oxu I :. -.

Note 2: As an example, consider the f.,Illi : K, t

boundary:

0 < x< 1: y 0

1 < x < 2: y = (x - 1)sin hi

2 < x < 3: y 0.5

Assume mesh points were distributed m i- .,t

x = (n - 1)Ax, n= 1,2, -, where :
following values would represent Olt di., r .

x = 1 and x = 2:

ID(1) = 4, JD(1) = I

ID(2) = 7, JD(2) = 1

Note 3: The height of the first row of ,ria;. .

lower surface (i.e., yi,2 - i,, ) i1 55".

Yi,2 - Yi,l = 0.5(DYOOV + l)Y01)

+ 0.5(D)Wl - !Y n )t.111. k

Thus, the height changes from i)YOO, , aptro :-

range

-2.65A *SCALE3 < r - .' , ,

For example, a typical value )I -CI.s

the height to change from DYC t, , . . t .' i ,1

The physical extent over which the -ii i t i; i. r tuiiar.,
by the value of IRF1 and the Lv:; : ,..:

and ,. on the lower boundarv.
I

A similar expression ho lds li))- fihr tli' ml : .. .

YV .H - Yi,,l)YVl 4- I
i--O.ll y i i, IL-, ,'i.

i O.,; l+

6



5. File Structure

The program employs, in general, three files in addition to the

conventional files INPUT and OUTPUT. The descriptions are indicated below.

File Description Data Structure

XY Output file for coordinate a) Convergence achieved:

transformation results X, Y, ZETX, ZETAY, ETAX,
ETAY, XN, SO, S1

b) Convergence not achieved:

X, Y

OVRLAP Input file for coordinate Same as a) above

transformation for upstream

region. Used in generating

overlapping meshes

RSTART Input file for non-converged X, Y

results

The data are written unformatted in the sequence indicated, with all

variables except SO and Si having array size 40 by 48. The arrays SO

and S1 are each of size 40. The data sequence for file XY is thus

X(l,l), X(2,1), X., X(40,1), X(1,2), X(2,2), -.. , X(40,2), ... ,

Y(l,l), Y(I,2), -'', etc. The utilization of the files is as follows:

File Type Utilized

XY Output Required for every code executi(,T

OVRLAP Input Required only if IRDZET = 1

RSTART Input Required only if TRETRY = I
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6. Sample Calculation: Upstream Inlet Region for ICUA!R as- 35

In Figure lla, the coordinate system for the apstrear' inlet region of

MCAIR Case 35 is shown (only odd-numbered r-l-lines ar. slhown). The confi~ura-

tion is also indicated in Figure 9. The in)ut datal i:s i icatj in Table f

and the input variables are explained in Table 4 and Sect ion !I.C.4.

It is instructive to note how the prel ininarv !Iiav.; - tlJ, , >ti rcT.

inlet region is used in the input to prograimn COI)i, rc, a' t1 a se _eacrt

of Section III.A. The two major areas of the pruli; icr- ,, . arc -

cussed below:

a) Streamwise mesh spacip

The chosen value of Ax = 0.25 in. .(2i S f-t :-ael

as DX in line 10.

b) Boundary Layer mesh spacing

The results of the analysis and prIra, w ,v.,I; J1 = 28, C1 = 2.39068 and C2 = 2.87725 ('[1 the ups
t: ,,

These values are input as JO, Jl1, CC () ld Ii .nd

A second analysis (not detailed in this reprt ,'

Jll = 28, CCI(M) = 2.75649 and CC2(M) = 2. .. :.. 1 7-).

appear on lines 2 and 7.

The preliminary analysis al so iIod i c1,I' rLk .: 10 t

at the upstream boundary on the ramp 1nd ,c.I . ' =  
-

.0005) and v' 2.5 x 10 ft at h 1 .1 . s' ,, 1 1 i l. thc'm

and cowl (i.e., DY10 = DYI1 = .)002 ). V i, , . .

As discussed in note 3 of Sect io 1.7. von I. ',I

SCALE3 and SCALE4 is typical (I ine 0).t Ic

III.A.3, it is desired for y to d
m

ft in the vicinity of X= 19.5 inch onhut -htl i I Ucl



TABLE 6. INPUT DATA FOR COORDINATE SYSTEM OF

UPSTREAM INLET REGION (MCAIR CASE 35)

M N MAXITR IRDZET IOVLP rRETRY

(Format 615) 40 48 1000 0 0 0

Iie2!J00t J~l Jlo ill IREF1 IREF2

(Format 615) 18 18 28 28 23 23

JREF IDSCNT

(Format 215) 28 1

[Lie4 ID(1)

(Format 1615) 5

JD(1)

(Format 1615) 48

e 6 iDY DY01 DY1q DY11

(Format 4FI0.4) .0005 .00025 .0005 .00025

CCI(1) CC2(I) CCI(M) CC2()

(Format 4F1O.4) 2.89068 2.87725 2.75649 2.74370

SCALE1 SCALE2 SCALE3 SCALE4

(Format 4FI0.4) 0.374 0.374 1.5 1.5

SO(1) Sl(1) CONVER

(Format 3FI0.4) 1.156 -.093 .000001

Ln0 X0 DX XliI DELTAC

(Format 4FI0.4) 1.156 .020833 .06650 7.79
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Noting that the upstream boundary is at x = 13.88 inch (Figure 9)

and the streamwise mesh spacing is 0.25 inch, we conclude that the

station x = 19.5 inch is midwav between the itat in. I = 23 and I = 24.

Thus, we take IREFI = IREF2 = 23 (line 2).

In the following, each of the data input lines in Table 6 is described.

a) Line 1

A mesh of 40 points by 48 points (M = 40, N = 48) is chosen.

The maximum number of iterations permitted is MAXII'R 1 1000. Thie up-

stream boundary isat the inlet entrance, and thus there is no need

to read a prior coordinate system (IRDZET I , l'o)VL = 0). 'Tis job

represents the initial attempt to solve equations (22), and thus

IRETRY = 0 (the equations (24) will converge in this case is less

than 1000 iterations).

b) Line 2

The choice of the values for the variables in tii line were

discussed previously.

c) Line 3

The value of JREF is chosen to insure that v (i -

always lies between the ramp and cowl boundary lavers. Based on

Figures 9 and 10, we choose JREF = 28. We also note from Figure la

that there is only one discontinuity on the lower- and upper boundary,

namely at the cowl leading edge; thus IDSCNT - I.

d) Lines 4 and 5

From Figure 9 and the chosen value of 'x = 0.: inch, we note

that the cowl leading edge discontinuity I ies on the upper surface

(j = N = 48) between the fifth and sixth vcrtical coordinate line

(i.e., between i = 5 and i = 6). Therefore, we chose 1)(1) a .nd

JD(l) = 48.
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e) Lines 6, 7 and 8

The choice of the values for the variables in these lines

were discussed previously.

f) Line 9

As indicated in Figure 9, the mesh point (i,j) = (1,1) is

located at 13.88 inch (1.156 ft) from ramp leading edge; thus

SU(1) = 1.156. Similarly, the cowl leading ed ,e is 1.12 inch

(.093 ft) downstream of the mesh point (i,j) =(i,48) -ind thus

SIM() = -.093. As indicated in equation (28) and Table 5, we

choose CONVER = .000001.

g) Line 10

As indicated in Figure 9, X0 is 1.156 ft. Furthermore,

Ax = .25 inch (.020833 ft), thus DX = .020833. The throat height

of the inlet is .798 inch (.0665 ft), thus XII = .0665. The cowl

angle i5 is 7.97 degrees, thus DELTAC = 7.97.
c

7. Satmple Calculation: Downstream Inlet Region for MCAIR Case 35

In Figure llb, the coordinate system for the downstream inlet region of

MCAIte. Case 35 is shown (only odd-numbered q-lines are shown). The upstream

boundary of this region corresponds to the i = 31 station of Figure Ila.

The input data is indicated in Table 7, and is explained below:

a) Line 1

A mesh of 40 points by 48 points (M = 40, N = 48) is chosen.

The maximum number of iterations permitted is MAXITR = 1000. Since

the downstream region overlaps the uLstream region (with i = 1 in

the downstream region chosen to be coincident with i = 31 of the up-

stream region, i.e., IOVLP = 31), the upstream coordinate transforma-

tion data must be read from file OVRLAP and thus IRDZET = 1. Th is
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TABLE 7. INPUT DATA FOR COORDINATE SYSTEM OF

DOWNSTREAM INLET REGION (MCAIR CASE 35)

M N MAXITR IRDZET IOVLP IRETRY

(Format 615) 40 48 1000 1 31 0

Jn2J J0 Jo J10 Jl I REFI lREF2

(Format 615) 18 18 28 28 20 20

JREF IDSCNT

(Format 215) 28 3

(L i n e 4  ID() ID(2) ID(3)

(Format i615) 36 15 33

Line 5 1JD() JD(2) JD(3)

(Format 1615) 1 48 48

DYOO DY01 DYI v DYl I

(Format 4F10.4 .0002476 .00025 .0002532 .00025

Line 1(1) CC2(1) CCI ("l) CC( 1)

(Format 4F10.4) 3.101 3.984 2.83 3 2.82212

[ne SCALE1 SCALE'2 SCAI.E 3 SCALF4

(Format 4F10.4) .374 .374 1.5 1.5

Sine 9] S(1) Si(I) CONVER

(Format 31 10.4) 1.78125 .5 705

I[Lin 101 X0 DX Xl i DEIATAC

(Format 4F10.4) 1.78125 .020833 .0t(0 0 7.0-:
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job is the initial attempt to solve equations (22) in the downstream

region, and thus IRETRY = 0 (the equations (24) will converge in

this case in less than 1000 iteration).

b) Line 2

The values of JOO and J10 (defining nl and T2 at i = 1) are

chosen identiacl to the values used in the upstream regicn (JOO = 18,

JlO = 28). A preliminary analysis (not contained in this report),

similar to that described in Section III.A.3, together with program

BNDRY indicates that Jl = 18 and Jll = 28. Furthermore, this analysis

indicates DY01 = DY11 = .00025 ft, which implies that ym' is essentially

unchanged on the ramp and cowl (see line 6). Thus, the values of

IREFI and IREF2 are irrelevant. They are arbitrarily chosen to be

equal to 20.

c) Line 3

The value JREF = 28 is again found to be satisfactory. There

are three discontinuities (see Figure lib), and thus IDSCNT = 3.

d) Lines 4, 5

The discontinuities are located immediately downstream of the

following points: (i,j) = (36,1), (i,j) = (15,48), and (i,j) = (33,48).

Thus, ID(l) = 36, JD(l) = 1, ID(2) = 15, JD(2) = 48, ID(3) = 33 and

JD(3) = 48.

e) Line 6

The value of DY90 is equal to Y 31,2- Y 31, in the upstream

region. From the output from the upstream region (see Figure 12b),

we note that Y31,2 - Y 31,1= .0002478. Similarly, DY01 is equal to

Y31,48 - 31,47 which from the output is equal to .00025. A
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preliminary analysis (not contained in this report) indicates

' = 2.5 x 10
-
4 ft. is satisfactory at i = 40, and thus DYI = DYI =

m

.00025.

f) Line 7

The values of CCl(1) and CC2(l) correspond to the values of

Cl and C2 at i = 31 in the upstream region. From the output (see

Figure 12a), CCl(1) = 3.101 and CC2(l) = 3.084. An analysis of the

downstream boundary using BNDRY (not contained in this report) in-

dicates CC(M) = 2.83529 and CC2(M) = 2. 82212.

g) Line 8

The values of SCALE1 and SCALE2 are chosen as before. Since

y "s essentially uncharged on the ramp and cowl, SCA1LE3 and SCAL}4

are irrelevant and are arbitrarily taken to be equal to 1.5.

h) Line 9

The upstream boundary (coincident with i = 31 of the upstream

region) is located at x = 21.38 inch = 1.78125 ft., thus SO(l)

1.78125. At the upstream boundary on tie ramp, the mesh point

(i,j) =(1,48) is a distance of 6.44 inch = .53705 ft. along the

cowl from the cowl leading edge and thus SI(1) = .53705. The value

of CONVER is same as previously used.

i) Line 10

The upstream boundary is located at 21.38 inch = 1.78125 ft.

from the ramp leading edge, thus X0 = 1.78125. The remaining variables

are identical to their previous values. A preliminary analysis

indicates Ax = .25 inch = .020833 ft. is satisfactory, and thus

DX = .020833.
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8. Sample Output: Upstream Inlet Region for MCAIR Case 35

The output from the program is illustrated in Figures 12a through

12e, where sample of each major section of output for the upstream inlet

region of MCAIR Case 35 are given. In Figure 12a, the values of the input

data are printed, together with the computed values of CCI(I), I = 1, ... , *1

and CC2(I), I = 1, ..., M, where the index I increases from left to right a]ini-

each row of output. In Figure 12b, a portion of the computed values of the

coordinates xij, Yi,j are shown. The values of the coordinate pair (x. .

in feet are given at each value of n (i.e., at each value of j) in a sequen:t-'!1

manner. For each value of n, the index i increases fron left to right alon-T

each row of output. The coordinate transformation derivatives appear next,

as illustrated in Figure 12c, where the results for [ are shown. AQo in,
Ij

for each value of q, the quantity Cx. is listed, with the index i increac,;ir1

1,J
from left to right along each row of output. Similarly, the results for ,

n and q are printed. In Figure 12d, the results for XN(I,J) are shown,

J < JREF in the same manner. These are followed by XN(I,J) for J > JREV-

shown). Finally, the distance along the lower and upper boundaries (ie.e..

So and S1) are displayed as in Figure 12e.

In calculations involving overlapping, the message "R>I ERROR 0142 on U'

OVRLAP" will appear ir the dayfile. This message is of no significance,. 0

may be ignored.
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SECTION IV

CALCULATION OF INLET FLO14FIELD

A. Introduction

The program INLET is employed to compute the inlet flowfield.

Prior to execution of this program, the coordinate transformation must

be calculated as discussed in Section 11I.

17he following table provides information on the resoilur(cs- reqiired to

execute program INLET on the CYBER 175.

TABLE 8. RESOURCES REQUIRED FORk EXECtION(,,

OF PRUGRX'M INILET

Resource hDeLa i Is

Computer time See U isaeii-o ion be] ow
Input/Output time < 60 seconds (typical)
Core Memory 225, 000 lwords (oc tal)
Files required INPUT71, OUTPUT, PSTA'RT,

STOE Xi'

(See Sect ion IVT.F)

Because the total execution tine required to obtain a converged solution

within a given mesh region is typically teris Of 111notca to ,!:, hour, tI most

efficient approach is to submit a sequence of compuiter Jobs . Laicn job readls

in the most recent results for the flow variables, integrates the equat ions

of motion for a number of time steps (see ITEK) and then stores the results

on file . This procedure is repeated until a coniverged soluotion is obtained.

Dune to the mature of the code, the Compuiter t ime Ile; tio a;t p mayva rV1\ Con-

siderab ly for a given mesh dur ing tihe co nr-a of-aca A ii a kt i on. TV' Ili o a Iv 7a I oc a

are 10 to 20 seconds per time step onl thec CYI lE I I'll I for a 0 sd apoed i nlet

with a 40 by 48 grid. The code incorporaites al t iblwli cl '11otiatci '

determines at each time step whether thle renal nini, iomptitorl t hoit is sic -I iV t'e

for coot inuedl execution. If soif f ic cient time doeo not roiithe i lit kgra '-t ionl
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is terminated and the results written on file for continued execution by

the ne-.t job. Thus, no job can run out of computer time.

B. Description of Input Variables

The input to program INLET consists of a variable number of cards.

The definition and format of the input data is indicated in the required

order in Table 9. Additional information is provided in Section IV.D. Useful

guidelines for the selection of certain input parameters are provided in Tabl.e

10.



TABLE 9. INPUT DATA FOR PROGRAM INLiE

Line 1: UINF, PINF, XMINF, CFL, ALPHA, BETA, TMAX

(Format 7F10.8)

Fortran Definition RaIje or Value

UNIF U. Units: ft/sec

PINF P. Unt, Ib f/ft 2

XMINF M

CFL Courant-Freidrichs- 0<('l<]
Lewy number

ALPHA

BETA Se Suction IV.D

TMAX CP time requested [!nit~s: Seconds
on job card

Line 2: XLMBDA(l) , XLMBDA(2) , PI)OWN, SREI'F( 1) SkLR,(2)

(Format: 5F10.8)

Fortran Definition Fnae r -aJlil

XLMBDA(l) X on T1 0 In ta:

XLMBDA(2) X on n i t:

PDOWN static pressure Ln it>: lb ft
at C =1

SREF(l) s for r = 0 !l L tt
0

boundarv laver
(see (17))

SREF(2) s for =  1 Ini t: I cet

boundary laver
(see (1 7))
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TABLE 9. CONT'l)

Line 3: IL, JL, ITER, ILE(1), ILE(2), .TSLO, JSLi

(Format 715)

Fortran Definition Range or Value

IL Number of points /40
in C-direction

JL Number of points <48
in 0-direction

ITER Number of time C)
steps

ILE(1) Value of i at l-ILE(1)<IL
leading edge on

D 0

ILE(2) Same as above fer Seiine s a bove

JSLO Number of points 3,,SL'<20

in CSL on l = 0

JSL1 Same as above for 3-.lSLi 20
r) = 1

[Line 4: JREFO, JREF1, IDAN1PI, IlD),AP2, ISTART, I'RI.T

(Format 615)

Fortran Definition ,ante o- Value

JREFO See Section IV.D

JREFI See Section IV.D

IDMPI See Section IV.D 0 or 1

IDAMP2 See Section IV.i) 0 or t

ISTART See Section IV.1 0, I or-2

IPRINT Flow data printed I
every [PRINT steps
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TABLE 9. CONT'D

Line 5: ITNS(1) , ITNS(2) , ITNE(1) , !TNE(2) , LOVLP1, iPDOWN

(Format 61 ,)

Fortran Definition Range or Value

ITNS(1) Value of i at start Il<KV N S (i)L
of transition on

ITNS(2) Same as above for S~: sslv

ITNE(1) Value of i at end NuriML ii. VI_

of transition on
q = 0

ITNE(2) Same as above f or .&

qj = I

IOVLP See Section IV.D1

IPDOWN See Section IV.J 0 V

Lines: M~DOT(I ,1).....MX( ,1)

... (as required)

(For-mat 7F10.8)

Lines: XMDOT(1 ,2) , ... , NAxY~ji

*. (as requirvd)

(Format 7F10.8)

Fortran De Cfi 11 i t i-o 11;I i

X-IDOT ( I~ , on 0I 1 Ht2i

'0DI (1 )= i



TABLE 10. GUIDELINES [,OR INPUT DATA FOR PROCRAM-- I' MI

Parameter(s) Guidel in-e

UINF. PINF, )UIINF These quantities ire the freestrean values
ahead of the inlet entrance.

CFL Typically, a value of 0.9 is sat isfac torv.I
occurrence of numerical instabilitv (mani fested
by arithmetic overflow error messages) can often
be cured by restarting the calculation and LuS ing
a smaller value of CFL, although code efficiency

is thereby decreased.

ALPHA The pressure-limping term (55), (56) prevents
numerical instability in the presence of shock
waves and eliminates unphyvsical "wiggles" in
the pressure therein. A voilue of "t = 5.0 isI
typical. Too high ai value of at can cause
numerical instabil itv.

BETA Must be used only to control transients if
necessary. Over at least teealr (see (57)),
Smust equal 1.

XLMBDA(1), )GLMBDA(2) When experimental values for , in (17) are not
available, the calculation (ilfl he run awhile
with no relaxation until ai good estimate for
60 is obtained. If relaIxatioln is not used,
set both parameters equal to 1.

PDOWN See Note 5 In Sect ion I\'. . IF TPO n ,-(
set PDOWN = 0.

SREF(l), SREF(2) For no relaxation, set S; iIP(l) aind SREF(2)
equal to anything Firoater than S(11.,lI) and Sf11., ?l
respectively (e.g , 91Q9) . For relaxation, set
SREF equal to arc distance ait which rel axat ion
begins.

ILE(K) See Note I in Section 1%'.

JSLO, JSL1 See Note 4 in S ct iuon [,V. .

JTREFO, JREF1 See Note 3 in Section [V.D.

ITNS(K), ITNE(K) See Note 2 in Section V.

IOVLP If not over lapp i rig, set IOVIP 0' .

IPDOWN See Note 5 in Section IV.l).

XMDOT(I,K) See Note 7 in Section IV.l).
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C. Flow Charts

1. Overall Program

The pertinent features of the overall program INLET are indi',ated

below. The names of the subroutines called are indicatL-d in caipital

letters in parentheses. CSL refers to computationil sub liiv2r.

BEGIN

Read input data from (SETM 9

file INPUT(SLTAl:)

Read coordinate trans formatL i ao]
data from fileX \J -

TSTAT 0?Yes

Subroutine No
INIT

S et Lini!or>
Read flow data from initial f-la

file RSTART f iel d

I--- -- j
ISTART =2? ~Yes

No ovcriap andexedI~o
tone ms



Updat CSL on n =0 and

=1(VSL)

Updtebondary conditions (BC)]

ITER = 0? ~ -Yes no

No
Print results

(PRTFLW)

S ITOP

BEGIN ITERATION LOOP

DO 1200 NADM 1, ITER

Update displacement thickness
on n = 0 and q = 1 (UDISPL)

Compute tie step andmesh splitting (MESTP)

Jointly update Regions I and 2
(VSL, LETAl, LZETrA)

Jointly update Regions 4 and
(VSL, LETA5, LZETA)

77



Update Region 31
(LETA3, LZETA)

TIME = TIME + DT

NI = NI + 1

-------- No

'Does sufficient time remain

for another ieain

Write diagnostic---I message

Print flow results if NADV is
integral mul tiple of TP R NT1

( PRT FL )

1200 CONTINUE

and i for n=0 and q~=

PitAv +and Av

: SL

Print max e-

- 1 
- M

Wri1 te flow data on file STORE

STO
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2. L Operator (subroutine LZETA)

For each region, the L operator is applied to a domain defined by

2 < i < IL - i = 12, JS < j < JE. Thp pertinent features are indicated

below.

BEGIN

PREDICTOR STEP

Compute FI~ (F)

Compute F. (F) DO for

ij DO for J= JS, JE

Form Ui i 2, 2

Compute u, v, el, p

Apply boundary conditions (BC)
Update c (EPSLN)I

CORRECTOR STEP

F**

Compute F2,j (F)
,j

Compute F (F) DO for
Form DO for j = IS, JE

FomU** i = 2, 12

i'j

Compute u, v, ei, p
Apply boundary conditions (BC)

Update c (EDDY)

RETURN
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3. L Operator for Regions 1 and 2 (subroutine LETAI)

The L operator is applied to a domain given by 2 < i IL - 1 = 12,

JS < j < JE. The pertinent features of the L operator for Regions 1 and

2 are indicated below. The L operator for the other regions is very

similar and consequently is not detailed separately.

BEGIN

PREDICTOR STEP

Is IRGN 1? No s

Yes Compute G i,S-I
(GCON)

Compute G (G)

DO for

i =2, 12
Compute 0. (G)1 ,j

DO for

j = JS, JE

Form U.

I
Save fluxes at intermesh boundary

(SAVE)

I-
Compute u, v, ei , p (FljOW)

Apply boundary conditions (BC)
Update c (EDDY)
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CORRECTOR STEP

LIRGN = 'I F No w

Yes Compute G
i,JS

(GCON)

Compute G. (G)i,2

DO for
I=2, 12

[ Compute G (G)

j=JS, JE

Form U.

Save fluxes at intermesh boundary
(SAVE)

Compute u, v, ei, p
Apply boundary condition (BC)

Update E: (EDDY)

RETURN



D. Source Code Notation

The definition of the pertinent source code variables is given below.

For any array, the index I is equivalent to the subscript i, and the index

J is equivalent to the subscript j. The index K assumes values of 1 or 2,

with K = 1 referring to the n = 0 boundary layer and K = 2 referring to

the n = 1 boundary layer. The abbreviation CSL refers to the computational

sublayer, and OM refers to ordinary mesh.

Fortran Definition Range or Value Reference

ALPHA a (pressure damping) 0 <- < 5 (55), (56)

BETA 6 0 (transients IT.B.5

I = i (converged
sol utj on)

CAPGAM(1), CAPGAM0 A for n = 0 Units: feet (16)

CAPGAM(2), CAPGAM1 A for n = 1 Units: feeL (16)

CF Cf
= 

T/ 1 2 2

CFL Courant-Friedrichs- 0 < CFL 1 (44), (45)
Lewy number 13.B.1

2 2

CV c (air) 4290 ft'/sec -°R I.C.2

DETA An (21)

DTI, DT2, DT3, Quantities employed in
DT4, DT5 determining proper time

step in each region

DT At Units: seconds (37)

DUDN WLL/Sn (11)

DY PLUS Ym'u/9 w  (61)

DYSL PLUS AysL uN/v (14), I11.A.2
SL w

I.e., equations (55) and (56). I.e., Section 11.1.5.

Appear on program output.
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Fortran Definition Range or Value Reference

DZETA A (21)

EFFIC Measure of efficiency (51)
of code

EI(I,J) e i at (x i',y i~) Units: ft 2/sec 2 i.C.2

EINF e- nits: ft2 /sc2 c.

EIINF e. Units: ft 2/sec 2 .x.2

EIIN ego Units: ft /sec/ (1C2

EPSLN(I,J,) C j in OML Units: lbf sec/ft 2(15), (17)

EPSLNI) eq (on nO Units: lbf sec/ft 2(17)

ESLNO(,K eq0(on L S Units: lbf sec/ ft 2(12)

EPSLS(I,J) TI XinCS Units: lft- se/f .(5).(7

ETAY(IJ) nyi,j Uis t ~ .

EF(J,) VF-(s ,n) in1 OM Units: ftscft (7

ESLR(,K) r s,)i S nt: ifscf (17)

GAMMA ~ ~ e o . ai)(0

0 no pessu1
ITAM(1,J Unts ftr L(5),(56

1: pressur

IL 0:be nof pessr in 4
1: ressure

leadming fdeor TiL

IDANP2),I Same as above for 1 LI- L Nt

ILVI Vauber of pinupts ea in <0 VP< 1 I.
ireintha on ie

lesain edgeion n=

*Notes are listed at end of this section.
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Fortran Definition Range or Vii oae Ref ert2nm

r 0: no downstream Note 5
pressure applied

IPDOWN 1 : pressure PDOWN
applied at C = 1

IPRINT Flow data printed

every IPRINT steps

IRGN Region in split mesh 1 to S II.B.2

0: Initialize vari-

ables to uniform
flow (file RSTART

not used); i.e.,
U-, p , etc.

1: Continue calcula-
tion using data

ISTART from file RSTART

2: Read upstream region

from file RSTART.

Set i = IOVLP as

restart station of

downstream region
and commence

calculation

ITER Nuvber of time steps

(if ITER = 0 , code simply

prints results with no
integration)

ITNF(l), ITNEO Value of i at end of I TTNSV < ITNEO < TL No tc

transition region
on n = 0

ITNE(2), ITNE1 Same as above for 1 ITNS1 - ITNE1 IL Note 2
r/= 1

ITNS(1), ITNSO Value of i at begin- See ITNE0 above Note 2

ning of transition

region* on n = 0

ITNS(2), ITNSl Same as above for See ITNE1 above Note 2

'Ill Upper limit for j TI.B.2
in Region 1

Region of transition from laminar to turbulent flow.

84



Fortran Definition Range or Value Referenk.

J12 Upper limit for j II.B.2

in Region 2 *
J13 Upper limit for j 11.13.2F in Region 3

J14 Upper limit for j II.B.2
in Region 4

Ji Number of points in 9 JLd < 48
q-direction

J2 JL-

JMATCH(I,1) Value of j in OM at 2 to JREFO (15)
which c transfers from
inner to outer
expression for q = 0
boundary layer

JMATCH(1,2) Same as above for JREF1 to J2 (15)
T= 1 boundary layer

JREFO For all j < JREFO, Note 3
the eddy viscosity
refers to the rj = 0

boundary layer

JREF1 For all j > JREF1, Note 3
the eddy viscosity
refers to the n =

boundary layer

JSLO Number of points in 3 < JSLO < 20 No te 4
CSL on n = 0

JSLl Same as above for 3 < JSLI < 20 Note 4

M~l), l m1  1 (47

M(2), M2 m I >1 (47)

M(3) m3  1 (47)

M(4), M4 m 4  >1 (47)

M(5), M5 m 5  >1 (47)

NADV Time step number

85



Fortran Definition Range or Value Reference

NI CumnuIa ti ve number of
time steps

P(I,J) Static pressure p1 , Units: lbf/ft 2  I.C.2

PDOWN Static pressure at (=1 Units: lbf/ft 2  Note 5

PINF P_ Units: lbf/ft2

PR Pr 0.72 (air) (10)

PRT1JRB Pr t0.90 (10)

QYWL(I,K) Heat transfer at 0 (adiabatic wall)
wall in CSL

QY2(I,K) Heat transfer normal Units: lbf/ft-sec 11.B.7
to wall at matching
point in CSL

REM(l) Max Re- in CSL on nj =0 Must be less than (65), (6t,
Th approximately 0.25

REM(2) Same as above for CSL Same (65), E(
on r =

R}I0(I,J,L) * i~. ti Ui t s: S lg S/f t (3) to

RHOE(I,J,L)* pe i~ Units: lbf/fVt' (3) to t,

RHOINF P_ Units: siiigs/ft 3

RHOU(I,J,L) Pu..~ Units: slugs/ft"-sec (3) to i

RIIOV(I,J,L) * v. Un it s: s Ilgs/f t -sec (3) to
1,3

P1(1 0.40 (11)

Rxak 0.0168 (12)

S(l'l) Distance along q~ = 0 Il1ts: t ekt O(

from leading edge i l

S(I,2) Distance along T= 1 'l it s: f ecot Set-,
from leading edge i 1

L I represents value after corrector step, and 1, represents
Value after predictor step. For any analysis ot conIVetrgod sol tit'ln,
always use L =I level.
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Fortran Definition Range or Value Referen,

SREF(l) s for n = 0 Units: feet (17)
boundary layer

SREF(2) Same as above for Units: feet (17)
1 = 1 boundary layer

TAUWL(I,l) Wall shear stress on ITNSO < i < IL
f = 0. Positive values Units: lbf/fr 2

imply force is active in
positive C-direction,
and vice versa

TAUWL(I,2) Same as above for T1 =I TTNSI < i < IL

Units: ibf/ft
2

TAU2(I,l) Shear stress parallel Same as TAUWL(I,l)

to wall in CSL onn =0
at matching point

TAU2(I,2) Same as above for n =1 Same as TAUL(I,2)

TEMP Static temperature Degrees Rankine

TIME Cumulative physical Units: seconds
time of integration

TMAX CP time requested on Units: seconds
job card

TSL(I,J,K) Static temperature Units: Degrees Rankine
in CSL

U(I,J) u1 j in OM Uni ts: ft/sec (4)

reDELTA, UREFDL Ue Units: ft-/sec (12)

UINF U = magnitude of Units: ft/sc

freestream velocity

UREF, UREFER Uref Units: ft/s. (12)

USL(I,J,I) u in CSL on n = 0 ITNS. i IL (18)

[ni ts: ft/sQoc

SL (TJ,2) u in CSL on r = I TINSI < I < TIL

[In! ts: ft/sc

V(I,J) vi. .n M Uits: ft (

X(I,J) x. j in OM Units: foet



17 RTER NEW BRUNSWICK N .J DEPT OF -ETC F/S 21/5
CALCULATiON INLET FLOWS USING THE NAVIER-STOCES E-ETC(U)
FEB 80 D 0, F33615-78-C-3008

rW =CLASSIFIED AFFDL-TR-79-3138-VOL-2 N4.

~END-



Fortran Definition Range or Value Reference

XJINV(I,J) 1/Ji. j  Units: feet (7)

XLMBDA(1), XLMBDAO X on n = 0 Units: feet (17)

XLMBDA(2), XLMBDA1 X on n = 1 Units: feet (17)

XMDOT(I,l) mi on ri = 0 Units: slugs/ft -sec Note 7

2
XMDOT(I,2) n. on n = 1 Units: sligs/ft -sec Note 71

XLMINF Freestream Mach No. M

XMUSL(I,J,l) V in CSL on q = 0 ITNSO < I IL 2
Units: lbf sec/ft

(air)

XMUSL(I,J,2) Same as above for i- =1 ITNSI < I ' IL 2 (8)
Units: lbf sec/ft

(air)

XN(I,J) See XN(I,J) in III.C.4

Y(I,J) yi,J in OM Units: feet

ZETAX(I,J) cxi, j  Units: ft- I  I.C.2
-1

ZETAY(I,J) yi,j Units: ft I.C.2

Note 1: On q = 0, boundary conditi~ns (53) for a no-slip wall are applied
for i > ILE(1). If the entire surface n = 0 is a no-slip surface,
ILE(1)= 1. If the entire surface is within the freestrear, set
ILE(1) = IL. Similar results hold for n = i.

Note 2: If the entire boundary layer on n = 0 is fully turbulent, set
ITNS(1) = ITNE(1) = 1. If the entire boundary layer on ri = 0
is fully laminar or if there is no boundary layer, set ITNS(1) = IL
and ITNE(1) = IL. Note that in mesh overlapping a restart station
cannot fall within the region of transition from laminar to turbulent

flow in any boundary layer. Similar results hold for n = 1.

Note 3: In choosing JREFO and JREF1, the following criteria must be observed:
a) 1 < JREF0 < JREF < JREFI < JL, where JREF is defined in Section

III .C.2
b) The contour T = TJlREF0 must lie outside of the boundary layer on

q = 0 at all stations. The contour need not be close to the
actual boundary layer thickness at all. For bondary layers on
the ramp and cowl of roughly equal thickness at any station, .REF
is chosen such that nJREF roughly bisects the inlet height at all
stations. This can be estimated using the mesh distribution on

= 0 and C = 1.
c) The contour n = qJREFI must lie outside the boundary layer on

S--1.
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Note 4: The quantities JSLO and JSLI cannot be changed during the course

of any calculation, nor during overlapping. Since the CSL

calculation is very fast, it is recommended to use JSLO = JSLl = 20

in all cases.

Note 5: The effect of a terminal shock can be achieved by specifying a

desired downstream pressure PDOWN (ibf/ft2) and setting IPDOWN = 1.

For sufficiently high downstream pressures, a terminal shock will

form in the inlet throat. The necessary value of PDOWN can be

approximated by a simple normal shock analysis using data at r = I

(when solution is converged and IPDOWN = 0), but the location and

stability of the terminal shock will, in general, be somewhat

sensitive to the value of PDOWN, as in the experimental case.

Note 6: For all CSL variables (e.g., USL(I,J,K)), the index I refers to

the location in the C-direction in the same manner as all other

variables (e.g., U(I,J)). The J index is defined such that J = 1

is always the surface (i.e., n = 0 or n = 1) and J 
= JSLO or

JSLI is the matching point.

Note 7: The array XMDOT(I,K) (i.e., mi) is the bleed mass flux (in units

of slugs/ft2-sec) at the station i. It is defined such that

negative values always imply bleed (for either n = 0 or n = 1

surface), and positive values always imply blowing. The bleed

mass flux is assumed uniform within each bleed zone and its value

is given by

(Bleed flow rate in slugs/sec)

Area in ft
2

with proper consideration for the sign as indicated above. Note

that the Area above is the total surface area of the bleed zone,

not the surface area of the bleed holes.

In executing the program, the values of mi may be changed as desired

to investigate effects of different bleed distributions on the flow

structure. Changes should be made gradually; e.g., by a sequence of

computer runs in which mi is changed by 10% or so and then the flow

is integrated for 10 steps, until the desired mi is achieved.

Note that all values of XMDOT(I,K), I = l,IL, must be specified,

including those positions where it is zero.
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E. File Structure

The program employs, in general, three files in addition to the

conventional files INPUT and OUTPUT. The descriptions are indicated below.

File Description Data Structure

RSTART Input file with latest results for RHO, RHOU, RHOV, RHOE, U,
flow variables, or converged results V, EI, P, EPSLN, USL, TSL,
of upstream region in the case EPSLSL, XMIUSL, TALL, TAl..
of overlapping QYWL, QY2, FAC, TIME, NI,

EREF, ESLREF

STORE Output file for flow variables Same as above

XY Input file for coordinate X, Y, ZETAX, ZETAY, ETAX,
transformation data ETAY, XN, S

The data are written unformatted in the sequence indicated. The

following indicates the size of each array, where for example RHO is

dimensioned as RHO(40,48,2).

Array Size

RHO, RHOU, RHOV, RHPE 40 x 48 x 2

U, V, El, P, EPSLN 4 0 x 48

USL, TSL, EPSLSL, XMUSL 40 x 20 x 2

TAUWL, TAU2, QYWL, QY2, FAC 40 x 2

TIME, NI 1

EREF 48

ESLREF 20 x 2

For example, the sequence in which data are written on file RSTART is

(consult any Fortran IV manual)
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O~l~ll), O(2,1,1)., RH0(40,1,1)

RHO(I,2,1), RHO(2,2,1), ... , RHO(40,2,1)

RHO(l,l,2), RHO(2,1,2), .... RHO(40,1,2)

and so forth.

The utilization of the files is indicated as follows:

File Type Utilized

RSTART Input For ISTART = 1 or 2 only

STORE Output Required if ITER > 0

XY Input Required for every code
execution

F. Sample Calculation: Upstream Inlet Region for MCAIR Case 35

In Figure 9, the general physical features of the upstream inlet region

of MCAIR Case 35 are indicated. A coordinate system for this region was com-

puted in the manner discussed in Section III.C.6, except that the mesh spacing

Ax was taken equal to 0.125 inch and the upstream boundary at x = 13.93 inch.

The downstream boundary is thus x = 18.81 inch. Within this region, there-

fore, the boundary layer bleed schedule is as follows (See Figure 9):

Surface Extent Range in i I(slugs/ft 2-sec)

Ramp 13.93<x<16.5 i = 1 to 21 0.
Ramp 16.5<x<18.8 i = 22 to 40 -3.85 x 10-

Cowl 13.93<x<18.8 i = 1 to 40 0.

The flowfield calculation was performed by submitting a sequence of several

jobs requesting 900 seconds each and having the input data indicated in Table

11. Each input line is described below.

a) Line 1

The freestream velocity U is 2230 ft/sec (UINF = 2230),
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TABLE 11. INPUT DATA FOR FLOWFIELD CALCULATION OF

UPSTREAM INLET REGION (MCAIR CASE 35 WITH

Ax = 0.125 INCH)

UINF PINF XMINF CFL ALPHA BITA TMAX

(Format 7F10.8) 2230. 91.84 3.51 0.9 5.0 1.0 900.

XLMBDA(1) XLMBDA(2) PDOWN SREF(1) SREF(2)

(Furmat 5F10.8) 1.0 1.0 0. 999. 999.

IL JL ITER ILE(1) ILE(2) ,JSL0 JSLI

(Format 715) 40 48 40 1 20 20

JREFO JREF1 IDAMP i I DAMIP 2 ISTART IPRINT

(Format 615) 28 29 1 1 1 40

[Lin, 5 ITNS(1) ITNS(2) ITNE(1) LTNE(2) I0VLP 1 PDJu1N

(Format 615) 1 20 1 30

[Lines 6 to ll XMDOT(I,I), I 1, .... 40

(Format 7F10.8)

0. 0. 0. 0. 0. 0. 0.

0. 0. 0. 0. 0. 0. 0.

0. 0. 0. 0. 0. 0. U.

-.00385 ---- .0015

-.00385 .0 O,5

-.00385 -.00385

[Lines 12 to .  XMDOT(I,2), I = 1,40

(Format 7F10.8)

0. 0. 0. 0. 0. 0 . 0.

0. - ----------

0. ----- 0.

0. - 0.

0.
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Mach number Mo is 3.51 (XMINF = 3.51), and pressure poo is 91.84

lbf/ft2 (PINF = 91.84). The Courant number is 0.9 (CFL = 0.9), and

the damping coefficients a and 0 are taken to be 5.0 and 1.0. The

requested computer time per job is 900 sec (TMAX = 900).

b) Line 2

As discussed in Ref. 18, the eddy viscosity relaxation model was

not employed in the presence of bleed. This is accomplished by

setting SREF(l) and SREF(2) to any number greater than the largest

value of S(I,I) and S(I,2). In this case, SREF(l) = SREF(2) = 999.

is sufficient. Since XLMBDA(l) and XLMBDA(2) are thus irrelevant,

they are set equal to one. A downstream pressure is not imposed

(see Line 5), thus PDOWN is irrelevant and arbitrarily set equal to

zero.

c) Line 3

A mesh of 40 points by 48 points is used (IL = 40, JL = 48). A

total of 40 time steps are requested in each job (ITER = 40). The

leading edge of the ramp lies upstream of the upstream boundary,

thus, ILE(l) = i. The leading edge of the cowl lies at x = 15 inch.

For the mesh spacing used, this point lies between i = 9 and i = 10

on the upper surface, and thus ILE(2) = 10. A total of twenty points

were used in each CSL (JSLO = JSLI = 20).

d) Line 4

In the coordinate system generated for this case, the value

JREF = 28 was used. Thus we choose JREF = 28 and JREF1 = 29 (see

Note 3 of Section IV.D.). The parameters IDAMPI = IDA2 = 1 indicates

that pressure damping is employed due to the presence of shock waves

in the flow. The pai-meter ISTART = 1 for all runs. For the first job,
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file RSTART isthe same as file FLOWDN from program UPSTRM discussed

in Section IV.H. For all succeeding jobs, file RSTART is the STORE

file from the previous job. We choose to print the results after

forty time steps (IPPtNT = 40).

e) Line 5

Since the boundary layer on the ri = 0 boundary is fully turbulent

at the upstream boundary, ITNS(1) = ITNE(l) = 1 (see Note 2 of Section

14
IV.D). Using the method of Deem and Murphy , it is estimated that

the region of transition from laminar to turbulent flow on the n = 1

surface corresponds to the range i = 20 to i = 30, and thus ITNS(2)

20 and ITNE(2) = 30. Since ISTART = 1, the value of O1VLP is irrele-

vant and thus IOVLP is arbitrarily set to one. A downstream pressure

is not applied since the terminal shock is assumed to be downstream o"

the region, and thus IPDOWN = 0.

f) Lilies 6 to 11

Using the bleed schedule indicated above, the bleed mass flux

XMDOT(I,l), I = 1, ... , 40 on T1 = 0 is entered.

g) Lines 12 to 17

Same as above for l = i.

G. Sample Output: Upstream Inlet Region for MCAIR Case 35

The output from the program is illustrated in Figures i3a through 13f,

where samples of each major section of output for the upstream in leL region

of MCAIR Case 35 are presented sequentially. The output was generated by

one of the later jobs in the job sequence. For purposes o I-revi ty, ITER

and IPRINT were changed to 10.

In Figure 13a, the values of the input parameters are indicated. Th1ey
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are followed by a list of variables printed at every time step. Theso

variables are the time step number (NADV), the total elapsed physical time

(sec) of calculation 'or the region (TIME), the time step (DT), the values

of mi in equation (47), the values of j for the upper limit of each of the

first four mesh-split regions (JIl to J14), the time steps in each of the

five mesh-split regions (DTl to DT5) and the parameter EFFIC discussed in

equation (51). As indicated previously, the time step DT may vary substan-

tially during program execution, although the term EFFIC remains approxi-

mately constant. At the end of the specified number of iterations, the

physical time in seconds (TIME) is specified, which is important to the de-

termination of convergence as discussed previously.

In Figure 13b, the flow variables on the ordinary mesh are given at each

value of i (that is, at each station) denoted by "COLUMN 1", "COLUMN 2", etc.

For brevity, only those results for i = 1 and i = 2 are shown. At each value

of i, the corresponding value of x is indicated in feet ("X EQUALS ... ").

The values of the cartesian y coordinate (Y) are listed at each value of j,

together with the values of the static temperature in 0R (TEMP), cartesian

velocity components v and u (V,U) in ft/sec, static pressure (P) in lbf/ft
2

and turbulent eddy viscosity (EPSLN) in lbf-sec/ft2 .

In Figure 13c, the values of Uref (UREFER) and Uref 6 (UDELTA) are

listed at each station for the lower (ETA = 0) and upper (ETA = 1) boundary

layers. The values of j at which the inner and outer eddy viscosity formulas

are matched is also indicated (JMATCH).

In Figure 13d, the flow variables on the computational sublayer mesh

adjacent to the lower boundary are given at each station. The values of

the normal distance (XN) in feet of each sublayer point are shown for each

value of j from I to JSLO = 20, together with the values of the static
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temperature (TEMP) in 0R, sublayer velocity (USL) in ft/sec, turbulent eddy

viscosity (EPSLN) in lbf-sec/ft 2 and molecular viscosity (V[S(OSITY) in

lbf-sec/ft 2 . For brevity, only those results for i = I to 4 are shown. A

similar output follows (not shown) for the flow variables on the computa-

tional sublayer mesh adjacent to the upper boundary.

In Figure 13e, the values of several useful flow variables are shown

at each station on the lower and upper boundaries. ihe.c variables are

p/p O (P/PINF), ri (MASS BLEED) in slug/ft 2-sec, and cI (CF). Stati )n. :,lhac!

of a leading edge have cf equal to zero. flle Values of M are identical to

those specified in the input data.

Finally, in Figure 13f the values of DY PLUS and DYSI, PLUS (See 5cc

IV.D.)are listed for the lower and upper surfaces. These values iasist ;

determining whether the mesh distribution employeu was sat isracILrv .n r-

gards to providing sufficient flow field resolution (Sect!on 11A.2).

H. Interpolating Flow Variables at Mesh OverLap Using icograim L;'SIR,!

1. Introduction

In certain instances of mesh overlapping, the heights of the tiwo

mesh systems at the restart station are not eq aL. T, 1is is i Itr L trate JT

Figure 8, which represents a typical system of meshes emlioyed to coirpa te

one of the MCAIR high speed inlet configurations. The flat plate portiel

of the ramp ahead of the inlet entrance is computed using mesh A, whose

height is typically five times the boundary layer thickness of the restart

station. The height of the overlapping mesh B at the restart stt iun dcPacd:

on the cowl angle, and is generally different from that of mesh A. The pror t:-c

UPSTRM is employed to interpolate the flow variables onto the upstrea, houu 'r
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of mesh B at the restart station. In addition, the program provides initial

values for the flow variables at all other points. In this manner, a variety

of different cowl angles can be considered for given freestream conditions

without the need for recomputing the flow in Region A.

The program UPSTRM is employed only in the case described above. In

those instances where the heights of the mesh regions at the restart station

are identical (e.g., meshes B and C in Fig. 8), the program UPSTRM is not used.

The following requirements must be satisfied:

a) The restart station is a vertical line in both the upstream and

downstream meshes. In its present configuration, the program COORD

insures that this requirement is satisfied.

b) There is a boundary layer on the lower surface only in the upstream

region (mesh A) as illustrated in Figure 8.

c) The height of the first row of ordinary mesh points above the lower

surface at the restart station is the same in the upstream and down-

stream meshes. This requirement must be met in defining the C = 0

boundary of the downstream mesh using program BNDRY. All other

ordinary points maybe distributed as desired on this boundary, with

care taken to provide adequate resolution as discussed in Section III.A.

The following table provides information on the resources required to

execute program UPSTRM on the CYBER 175.

TABLE 12. RESOURCES REQUIRED FOR EXECUTION OF PROGRA M UPSTRMr

Resource Details

Computer Time < 5 sec (typical)

Input/Output Time < 5 sec (typical
Core Memory < 150,000 words (octal)
Files Required INPUT, OUPUT, FLOWUP, I-1)W1N,

MESttUP, MESH])N (See Section IV.11.5)
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2. Description of Input Variables

The input to program UPSTRM consists of two cards. The~ definition

and format of the input data are indicated in the required ordcr in I'able

13.

TABLE 13. INPUT DATA FOR PROGRAM', UPSTRI~

Line 1: JSLOLD, JLOLD, IL, JL, JSLO, JSLI, JHiKF0, IV

(Format 815)

Fortran Definition R'I'L"- or i!c

JSLOLD Number of points in, CSL on 3-jLL<'
n = 0 in upstream nash

JIOLD Number of points in rn-dircriou I
in upstream mesh

IL Number of points in r-di rect i, n
in downstream mnesh

JL Number of points In iM-direce~n
in downstream mnesh

JSLO Number of points in CSL, on J- 3 AU

p=0 on downs tream mnesh

JSLI Number of points in CSL e
n 1 on downstream mesh

JREF ~ Value of JREFO in downs t ruii- 11L -i oectle

I VL I' Value of i in upn t rcn' icce ii

th at dlef i nes res tair t ~t i i)n



TABLE 13. CONT'D

Line 2: UINF, VINF, EIINF, PINF, EPSINF, DELTA

(Format 6F10.4)

Fortran Definition Range or Value

UINF U Units: ft/sec

VINF V (vertical Units: ft/sec

velocity at edge
of boundary layer
at restart station)

EIINF e. = c T Units: ft2 /sec2

PINF P. Units: lbf/ft 2

EPSINF c at edge of boundary Units: lbf-sec/ft
2

layer at restart
station

DELTA Boundary layer Units: ft
thickness at

restart station
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3. Flow Chart: Program UPSTRM

The pertinent features of the program IIPSUrm are indicaitcd helow.

BEC TN

Read input data f roin
file INP'UT j

Read upstream coo rkii natte
values for yijfrom MictES1'IIUI

Read downstream coordi natc
values for y.~ from file 'II7S! !!N

Read upstream flow vairial
from file FEOWUP[

Interpolate variables in comp)utat iimi 1

sublayer on lower surface J

Set freestream values for vari:ib Len;
in computational sublayer on upper suri face,

Interpolate variablis in ordinarv
mesh -at restart station

[fProvide initial values for var ahi e;

in ordinary mesh fo~O

Print interpolated variables at upstrkam boundair-%j

STOP



4. Source Code Notation

The definition of the pertinent source code variables is given below.

The labeling conventions for the subscripts I, J and K are the same as in

Section IV.D.

Fortran Definition Range or Value

DELTA Boundary layer thickness at Units: feet
restart station

2 2EI(I,J) e. at (xY. .) Units: ft /sec

EIINF e = c T Units: ft 2/sec2

EPSINF c at edge of boundary layer Units: lbf-sec/ft 2

2EPSLN(I,J) i, in OM Units: lbf-sec/ft
1,j

EPSLSL(I,J,K) Eij in CSL Units: lbf-sec/ft 2

EREF(J) eq(s on) in OM Units: lbf-sec/ft2

ESLREF(J,K) C eq (s on) in CSL Units: lbf-sec/ft2

FAC(I,K) V'T p/26w Units: ft-

IL Number of points in c-direction <40
in downstream mesh

IOVLP Value of i in upstream region See IV.D.
that defines restart station

JL Number of points in q-direction 9 < JL < 48
in downstream mesh

JLOLD Number of points in n-direction 9 < JL < 48
in upstream mesh

JSLOLD Number of points in CSL on 3 < JSLOLD < 20
n = 0 in upstream mesh

JSLO Number of points in CSL on 3 < JSLO < 20

n = 0 in downstream mesh (need
not be same as JSLOLD)

JSLl Number of points in CSL on 3 < JSLI < 20
n = 1 in downstream mesh
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Fortran Definition Range or Value

JREFO Value of JREFO in downstream See IV.D

mesh

P(IJ) p1 ~j Units: lbf/ft 2

PINF p. Units: lbf/ft 2

QYWL(I,K) Heat transfer at wall in CSL 0 (adiabatic wall)

QY2(1,K) Heat transfer normal to wall Units: Ibf/ft-sec
at matching point

RHO(I,J,L) pj See 1'.])

RIIOE(I,J,L) pe i' S ee Iv. 1)

RHOU(I,J,L) PU ij See Iv.1

RHOV(I,J,L) PvijSee %,. I)

TAUWL(I,K) Wall shear stress Se1']

TAU2(1,K) Shear stress at matching point Sc j'.

TSL(I,J,K) Static temperature in CSL See I.

.rU(IJ) u ij in OM SeVI

USL(I,J,K) u in CSL See i.

UINF U Units: ft/sec

V (I, J) Vjin OM Units: ft/sec

VINF v- Units: ft/sec

XMUSL(I,J,K) ii in CSL See IV.!)

YUP(IJ) y..j in upstream mesh 1Units: feet

YDOWN(I,J) yi in downstream mesh IiniLs: feet

YSLUP(J) Mesh point distribuition in CST, Unlits: feet
at restart station

102



5. File Structure

The program employs four files, in addition to the conventional files

INPUT and OUTPUT. The descriptions are indicated below. For further

information see Section IV.E.

File Description Data Structure

FLOWUP Input file of flow variables in See file RSTART
upstream region

FLOWDN Output file of flow variables Same as FLOWUP
in downstream region

MESHUP Input file of coordinate trans- See file XY in
formation data for upstream Section IV.D
region

MESHDN Input file of coordinate trans- Same as FLOWDN
formation data for downstream
region

All four files are required for each execution of the program.

6. Output

The printed output consists of (1) the interpolated flow variables

u, v, ei, p and c on the ordinary mesh of the downstream region at the

restart station, and (2) the interpolated flow variables T, u, C and i on

the computational sublayer mesh (n = 0 boundary) of the downstream region

at the restart station. The format is similar to that employed by the

Navier-Stokes code (see Figures 13b and 13d). It should be noted that the

messages "RM ERROR 0142 on LFN MESHUP" and "RM ERROR 0142 ON LFN MESHDN"

may appear in the dayfile. These messages are of no significance, and may

be ignored.
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Figure 10. Sample Output: Program BNl)RY
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E T A 0 EF I A I
I J,<FER J)- L [A JMATCH JF L- JOLT A J MAT CH
2 0.223E J4 0.59' 01 6
3 0.22j3 04 o.o 42 J1 o
4 C,223E 04 ).60i,3 01 b
5 0.223E 04 J.u14= 01 6

0J.223E U4 0.61 01 6
7 0. 223E 04 0. o23= 01 6

o3 0.223E 04 0.62,)- 0 b
9 0.223E 04 0.bJ4: 01 5

10 0. 223E 04 O. b39E 01 6
I i 0.223E 04 0.644- 01 6
12 0.223E 04 O.e 04d= 01 6
13 0.22.3E 04 0.652 = 01
14 0.223E 04 0.o53JE 01 o
15 0.223E 04 0.652E ol 6
Lo 0.223E 04 0. 649E U1 6
17 0.223E 04 O. U4 0- OL 6
Id 0.223E 04 0. o, 1 6
19 0.223E 04 0.64d 01 6
20 0.223- 04 0.o4- U1 0
21 0.223E 04 0.6,)z 01 3 0.219 E 04 u. j J l
22 0.223E 0- 0. o IE 01 7 0.2 13L 14 0.34jL Jl
23 0.223E 04 0.56iE 01 7 0.217L 04 0 .1 '4CD
24 0.223E 04 0.55,E 01 7 0.215L 04. 0.:2 L J 1 4c
25 0.223E 04 0.529 01 7 0.214L 04 0. 19 L L 1 4 c
26 0.22JE 04 0.05 01 7 0 .21J3E 4 J. I 1oE j 1 4
27 U.22E 04 U.d3E 01 7 0.21iE )'4 .14-.L 0 1 4
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35 J.22'. J4 0. 4L It 01 2 U.21 12E 3 4 . jt 0 1 4
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37 J. 2 24c J4 J.4 -3- J1 a 0 2 1-- 04 0. 1>0? 1 4
38 0.2-24r 0 00. 3 9 oL U1 3 0.21 _ ' U . I v 7 oI 4o
J9 0.22JE 04 J.3JE 0 1 6O@ .212 04 U..2J. ji o

Figure 13c. Sample Output: Progr; r!Ll.ii
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ET A "=0
I )YSL PL S DY PLUS
A! 0. 7824E 00) JoI 4d 7E 02
3 0.7815E OJ 0.14doL 02
4 O,7dOE Oj 0. L42L 02
5 0 77dLE OU . 147dt 0 ?
6 0.7758E 00 0.1474c 02
7 0.77J4E 00 0.14 o 02
8 0.771 O O0 U. I4o3; 02
9 J. 768 ?E O0 J.14. lE 02

10 0.7u32E 00 U.14aOE 02
11 0.76d7E 00 0. 14.OF 02
12 U. 7o9SE 00 0*14o3E 02
13 U.7704E O0 0e I464E 02
1 4 0.771 7 O0 0.o+b6E J2
1 5 Oo 771 BE 00 0.1466E 02
1b Oo 7732E 00 0 .14:> -?E J2
17 O.7724E CO) U0o1.ijL 02
18 O.7747E 00 U.1472E 02
19 0.770BE 00 JI4oj-3C J2
20 0.771E 00 0. 14jJE 02
21 0.7878E 03 D.14)7E 32
22 U.4852E 00 0.2039E J2
23 0.4976E O0 0.2722E 02
24 0.5177E 03 0,277 J 02
25 0.5342E 00 0.2 C31 4E 02
2b 0.5474E 0 .2d47E 02
27 0.D582E 00 J.2>7JE 02
28 0.5b70 00 0.2d942 32
29 0a574 8E 00 0.!91 3E 3.2
30 0. 581 OJ 02,J2d8E 02
31 0.5671E 00 3.2' ,2E 02
32 U. 592 O0 00 0o2954- 02
33 0*59dlE 00 0.29odiE 0-
44 U.6J2bE 00 0.29 71E 02
35 0.6065 00 0.29-J4- 02
36 0.olObE 0 0o30JjE 02
37 0.615'E 00 0.301 7- 02
38 U*6163E 00 0.3012E 02
39 0.6250E 00 03034E 02
40 Osb27bE 00 0.304 IE 02

E T A =I
I DYSL PLUS 3Y PLUS

21 0*1 ;8E 01 ).2276E 02
22 0.1366E 01 0.25)5E 02
23 0.Ib42E 01 0.2930E 02
24 0.1o6lE 01 0.315E 02
25 0.171dE 01 J .12t4 32
26 0173aE 01 0.3301- 02
27 0. L 72,oE 01 0.327 E 02
28 0 1 713E 01 0.3235E 02
29 0.1703E 01 0.3.35E 02
30 0.1698E 0L 0.3220,6 02
31 , .1699E 01 0.J227E 02
32 0*1l01E 01 0.3232E 02
33 . I b99E 01 0.J2dE 02
34 0.1 o88E 01 J.s207E 02
35 U. Lo7LE 01 0.3175-. J2
36 0.1658E 01 3.315 )E 02
37 0.1245 01 U0312 02
38 Os14 lC 01 0.311 7E 02
39 U. 101LE 01 0.3075L 02
40 0. 1oL2E OL 0.3054L 02

MAX VALUE OF ZJLE=) HEYNGLOS NO. JN ETA= 0 Iz 0.1d37E 0
lX VAL0J OF 3LE.J.) R-YNOL)S NO. -N ETA= I I!> 0.0

Figure 13f. Sample Output: Program INLET

1 29
*U.S.Governrment Printinq Offi@ce 1980 b57-084/623


