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PREFACE

The United States Air Force Summer Faculty Research Program (USAF-SFRP)
is a program designed to introduce university/college faculty members to Air
Force research. This is accomplished by the faculty members being selected
on a competitive basis for a ten-week assignment during the summer intercession
to perform research in Air Force laboratories/centers. Each assignment is in
a subject area and at an Air Force facility mutually agreed upon by the faculty
member and the Air Force. The assigned faculty member is compensated for his
time and reimbursed for his travel. The USAF-SFRP is sponsored by the Air
Fotc;-dffice'of Scientific Research/Air Force Systems Command, United States
Air Force, and ié;conducted by the Southeastern Center for Electrical Engin-

eering Education,>1nc.
The specific objectives of the 1979 USAF-SFRP are:

(1) To develop the basis for continuing research of interest to the Air

Force at the faculty member's institution.
(2) To further the research objectives of the Air Force.

(3) To stimulate continuing relations among faculty members and their

professional peers in the Air Force.

(4) To enhance the research interests and capabilities of scientific and

engineering educators.

In the 1979 USAF-SFRP seventy appointments were made to faculty members
from across the US. These professors were assigned to twenty-three USAF lab-
oratories/centers ranging in location from California to Massachusetts. This
three-volume document is a compilation of the final reports written by the

assigned faculty members about their summer research efforts.
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1979 USAF/SCEEE SUMMER FACULTY RESEARCH PROGRAM

LIST OF PARTICIPANTS

NAME/ADDRESS

Dr. Yelagalawadi V. Acharya

Professor, Mochanical Engineering Dept.
West Virginia Tech

Montgomery, WV 25136

(304) 442-3289

Dr. Adel A. Aly

Associate Professor

Dept. ot Industrial Engineering
University of Oklahoma

202 W. Boyd, Suite 124

Norman, OK 73019

(405) 325-3721

Dr. Clarence A. Bell

Associate Professor

Dept. of Mechanical Engineering
Texas Tech University

Lubbock, TX 79409

(806) 742-3563

Dr. Warren W. Bowden

Professor of Chemical Engineering
Rose-Hulman Institute of Technology
5500 Wabash Avenue

Terre Haute, IN 47803

(812) 877-1511

Mr. Barry D, Bullard

Instructor

Dept. of Engineering Technology
University of Central Florida
P.0. Box 25000

Orlando, FL 32816

(308) 275-2710/2268 |

Dr. James A Cadzow

Professor, Dept. of Electrical Engineering
Virginia Polytechnic Institute

Blacksburg, VA 24061

(703) 961-5694 NN

Dr. Malcolm D. Calhoun
Assistant Professor

Dept. of Electrical Engineering
Missigsippi State University
Drawer EE

Mississippi State, MS 39762
(601) 325-3912/3073

DEGREE, SPECIALTY, & LABORATORY
ASSIGNMENT

Degrce: D, Sc., Aeronautics, 1954
Specialty: Fluid Mechanics, Aero-
dynamics

Assiined: AFFDL (Wright-Patterson)

Degree: PhD,, Industrial Eng., 1975
Specialty: Applied OR, Math Prog.,
Facility design and location theory
and routing and distribution systems

Assiined= AFRADC (Criffiss)

Degree: PhD., Mechanical Eng., 1971
Specialty: Vibrations, Dynamics,
Applied Mathematics

Assiined: AFWL (Kirtland)

Degree: PhD., Chemical Eng., 1965 1
Specialty: Physical properties, Phase
equilibrium, Computer utilization

Assiined: AFAEDC (Arnold)

Degree: MS, Electrical Eng., 1977
Specialty: Electronic Communications~-

Antennas and Microwave
Assipgned: SAMTEC (Patrick)

Degree: PhD., Electrical Eng., 1964
Specialty: Communications, Controls
& Digital Signal Processing
Assigned: AFRADC (Griffiss)

Degree: PhD,, Electrical Eng., 1976
Specialty: Electronics, Communications

Assiﬁned; AFAL (Wright-Patterson)
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NAME/ADDRESS

Dr. William R. Carper
Professor, Dept. of Chemistry
Wichita State University
Wichita, KS 67208

(316) 689-3120

Dr. Chi Hau Chen

Professor and Chairman

Electrical Engineering Dept.
Southeastern Massachusetts University
N. Dartmouth, MA 02747

(617 9998475

Dr. Donald C. Chiang

Professor

Division of Civil and Mechanical Engineering
Rose-Hulman Institute of Technology

5500 Wabash Avenue

Terre Haute, IN 47803

812) 877-1511, Ext. 323 |

Dr. Aaron S. Collins

Assistant Professor

Electrical Engineering Dept.
Tennessee Technological University
Box 5004-TTU

Cookeville, TN 39501

(615) s528-3352 [HIEEEEEGEGEN

Dr. William A. Davis

Assistant Professor

Electrical Engineering Dept.

Virginia Polytechnic Institute
and State University

Blacksburg, VA 24061

(703) 961-6307 NG

Dr. Alan S. Edelstein -
Associate Professor, Dept. of Physics
University of Illinois at Chicago Circle
P.0. Box 4348

Chicago, IL 60680

(312) 996-5348/3400 |

Mr. Willard R. Fey

Associate Professor

Dept. of Industrial and Systems Engineering
Georgia Institute of Technology

Atlanta, GA 30332

(u00) 894-2359 N

DEGREE, SPECIALTY, & LABORATORY
ASSIGNMENT

Degree: PhD., Physical Chemistry, 1963
Specialty: Kinetics, Molecular

Spectroscopy
Assigned: AFFISRL (USAF Academy)

|

Degree: PhD., Electrical Eng., 1965
Specialty: Signal Processing, Pattern
Recognition and Communications
Assigned: AFGL (Hanscom)

|

Degree: PhD., Fluid Mechanics, 1965
Specialty: Fluid Mechanics, Thero-
dynamics, Heat Transfer, Analog
Computer

Assigned: AFFDL (Wright-Patterson)

|

Degree: PhD., Electrical Eng., 1973
Specialty: Classical and Modern
Control Theory, Computers, Simulationm,
Numerical Methods

Assigned: AFAL (Wright-Patterson)

Degree: PhD., Electrical Eng., 1974
Specialty: Electromagnetics
Assigned: AFWL (Kirtland)

Degree: PhD., Physics, 1963
Specialty: Solid State Physics,
Magnetism, Superconductivity
Assigned: AFML (Wright-Patterson)

Degree: MS, Electrical Eng., 1961
Specialty: System Dynamics
Assigned: AFESC (Tyndall)
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NAME/ADDRESS

Dr. John T. Foley
Assistant Professor of Physice Dept.
Mississippi State University

Mississippi State, MS 39762

(601) 325-2806 [N
Dr. Garabet J. Gabriel

Associate Professor

Dept. of Electrical Engineering

Notre Dame University
Notre Dame, IN 46556

(219) 283-7531 N

Dr. James A. Gessaman

Associate Professor of Biology Dept.
Utah State University

UMC 53

Logan, UT 84332

(8o1) 752-4100, ExT. 7876 NG

Dr. Paul K. Grogger

Assistant Professor

Dept. of Geography and Environmental Studies
University of Colorado

Colorado Springs, CO 80907

(303) 598-3737, ext. 273/217

Dr. William D. Gunther
Professor of Economics
University of Alabama
P.0. Box 650
University, AL 35486

(205) 348-7842 NN

Dr. John Hadjilogiou

Associate Professor

Electrical Engineering Dept.
Florida Institute of Technology
P.0. Box 1150 )
Melbourne, FL 32901

(305) 723-3701, ExT. 217 |

Dr. Keith M. Hagenbuch
Assistant Professor of Physics
Behrend College of

Pennsylvania State University
Station Road
Erie, PA 16563 /

(814) 89s-1511 [

By

DEGREE, SPECIALTY, & LABORATORY

ASSIGNMENT

Degree: PhD., Physics, 1977
Specialty: Optics

Assiined: AFWL (Kirtland)

PhD., Electrical Eng., 1964

Degree:

Specialty: Electromagnetics

Assigned: AFAPL (Wright-Patterson)
Degree: PhD., Zoology, 1968 :
Speclalty: Thermoregulation, Bcolo;iei
Energetics

Asgigned: USAFSAM (Brooks)
L
Degree: PhD., Genlogy

and solar energy, Investigation of
land use planning by remote sensing
Assigned: AFESC (Tyndall)

Specialty: Utilization of conservattuﬁ

Degree: PhD., Economics, 1969
Specialty: Regional Economics

Assigned: AFESC (Tyndall)

Depree:

PhD., Electrical Eng., 1970
Specialty: Digital Systems
Assinged: AFHRL/FTE (Wi{lliams)

Degree: PhD., Physics, 1967
Specialty: Electricity and Magnetisa
Assigned: AFFDL (Wright-Patterson)
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1979 PARTICIPANTS
Page Four

DEGREE, SPECIALTY, & LABORATORY

i NAME/ADDRESS
- ASSIGNMENT
Dr. Donald F. Hanson Degree: PhD., Electrical Eng., 1976
Assistant Professor _ Specialty: Numerical Solution of
Electrical Engineering Dept. Electromagnetics Problems

University of Mississippi Assigned: AFWL (Kirtland)
University, MS 38677 h

(601) 232-7231

Dr. Charles Hays Degree: PhD., Metallurgical Eng., 1973
Associate Professor Specialty: Metallurgy, Metallography,
Dept. of Manufacturing Technology Alloying, Materials requirements

University of Houston Assigned: AFML (Wright-Patterson)
Houston, TX 77004 b

(713) 749-4652 N

Dr. Michael J. Henchman Degree: PhD., Chemistry, 1961 ]
. Assoclate Professor of Chemistry Dept. Specialty: Physical Chemistry, 1

Brandeis University Reaction Kinetics

Waltham, MA 02154 Assigne.. AFGL (Hanscom)

(617) 647-2621 S —

Dr. Manuel A. Huerta Degree: PhD., Physics, 1970
\ N Associate Professor of Physics Dept. Specialty: Plasma Physics, MHD, Fluid

University of Miami Mechanics, Electromagnetic Wave

’ Coral Gables, FL 33124 Propagation and Doppler Radar, Acoustics,

(305) 284-2323 _ Tomography

! Assiined: AFATL (Eglin)

Dr. Frank M. Ingels Degree: PhD., Electrical Eng., 1967
Professor Specialty: Communications, Error
Electrical Engineering Dept. Correcting Codes, Signal Tracking
Mississippi State University Electronics ;
Drawer EE Assigned: AFATL (Eglin) !
Mississippi State, MS 39762 |

(601) 325-3912/6067 [N

Dr. Prasad K. Kadaba . Degree: PhD., Physics, 1950

Professor Specialty: Microwave Absorption &

Electrical Engineering Dept. Dielectric Relaxation of various i

University of Kentucky materials, Microwave Measurements,

Lexington, KY 40506 Magnetic Resonance, Application of

(606) 258-2966/257-1856 NG new techniques to evaluate toxic
effluents.

’ Assigned: AFML (Wright-Patterson)

‘-
s \. Dr. Madhoo Kanal - Degree: PhD,, Physics, 1969
Professor Specialty: Transport Theory
Dept. of Physics Assigned: AFGL (Hanscom)
t - . Clark University
. . Worcester, MA 01610 .

(617) 793-7366 NN
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NAME/ADDRESS

Dr. William D. Kane, Jr.
Assistant Professor

Dept. of Management and Marketing
Western Carolina University
Cullowhee, NC 28723

(704) 227-7401, Ext. 26 [N

Dr. Allen E. Kelly

Associate Professor of Civil Engineering
Oklahoma State University

Stillwater, OK 74074

(405) 624-5206 NN

Dr. Robert V. Kenyon
Post Doctoral Felloe
Dept. of Optometry
University of California
Berkeley, CA 94705
(415) 642-7196

Dr. Keith Koenig

Assistant Professor

Dept. of Aerospace Engineering
Mississippi State University
Drawer A

Mississippi State, MS 39762
(601) 325-3623

Dr. John R. Lakey
Assistant Professor
Pyschology Dept.
University of Evansville
Evansville, IN 47702
(812) 479-2531

Dr. Gordon K. Lee

Assistant Professor

Dept. of Electrical Engineering
Colorado State Universgity

Ft. Collins, CO 80523

(303) 491-5767

Dr. Jack C. Lee

Associate Professor

Mathematics Dept.

Wright State University

Dayton, OH 45435

(513) 873-2437 NN

DEGREE, SPECIALTY, & LABORATORY
ASSIGNMENT

n;;;ee: PhD., Organizational Behavior,
1 |
Specialty: Behavioral Sclence as it

applies to Management of Organizatiomns |
Assigned: AFHRL/ASR (Wright-Patterson)

Degree: PhD,, Civil Eng., 1970
Specialty: Structural Eng. &
Mechanics

Assigned: AFATL (Eglin)

Degree: PhD., Physiological Optics, 19
Specialty: Visual Science, Eye
Movement Control Systems, Information
Processing for Motor Control

Assigned: AFHRL/FTE (Williams)

Degree: PhD., Aeronautics, 1918

Specialty: Bluff Body Separated Flows, !
Laser Doppler Velocimetry
Assigned: AFFJSRL (USAF Academy)

D:gree: PhD., Phsiological Psychology, ;
1973

Specialty: Sensory Processors

Assiined: USAFSAM (Brooks)

Degree: PhD., Electrical Eng., 1978
Specialty: Multivariable Control
Systems

Aasiined: AFATL (Eglin)

Degree: PhD., Statistics, 1972
Specialty: Multivariate Analysis and
Application of Statistics to different
Disciplines

Assiined: AFAMRL (Wright-~Patterson)
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NAME/ADDRESS

Dr. Robert D. Lyng

Assistant Professor

Dept. of Biological Sciences

Indiana University - Purdue University
2101 Coliseum Blvd. E.

Ft. Wayne, IN 46805

(219) 482-5798/5271 NN

Dr. Arlyn J. Melcher

Professor of Administrative Sciences
Kent State University

Kent, OH 44242

(z16) 672-2750 [N

Dr. Bonita H. Melcher

Assistant Professor of Management
University of Akron

Akron, OH 44325

(216) 375-7037 N

Dr. Andrew U. Meyer

Professor of Electrical Engineering
New Jersey Institute of Technology
323 High Street

Newark, NY 07102

(201) 645-5468/5472

Dr. Jerrel R. Mitchell

Associate Professor of Electrical Engineering
Mississippi State University

P.0. Drawer EE

Mississippi State, MS 39762

(601) 325-3912/6064 NG

Dr. William T. Morris

Professor

Dept. of Industrial and Systems Engineering
Ohio State University

1971 Neil Avenue -

Columbus, OH 43210

(614) 422-2178 NN

Dr. Stephen E., Mudrick
Assistant Professor

Dept. of Atmospheric Science
University of Missouri-Columbia
701 Hitt Street

Columbia. MO 65211

(314) 882-6591 N

DEGREE, SPECIALTY, & LABORATORY
ASSIGMENT

Degree: PhD., Zoology, 1969
Specialty: Development Biology

ﬁnined: AFAMPL (Hriiht-l’attetlon)

Degree: PhD., Industrial Relatioms,
1964

Specialty: Organizational Analysis
Assigned: AFBRMC (Wright-Patterson)

Degree: DBA, Organization Theory &
Adninistration. 1975

Snecialty: Organization Design
Assigned: AFBRMC (Wright-Patterson)

Degree: PhD., Electrical Eng., 1961
Specialty: Automatic Control Systems,
Application of System Analysis to
Biomedical Engineering

Assigned: AFAMRL (Wright-Patterson)

Degree: PhD » Electrical Eng., 1972
Specialty: Control Systems
Assi ned' AFWL (Kirtland)

Degree: PhD., Industrial Eng., 1956
Specialty: Industrial Engineering,

Engineering Economics, Productivity

Improvement

Assigned: AFBRMC (Wright--Patterson)

Degree: PhD., Meteorology, 1973
Specialty: Dynamic Meteorology,
Numerical Modeling of Atmosphere
Assigned: AFGL (Hanscom)

-viii-
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NAME/ADDRESS

Dr. William C. Mundy

Associate Professor of Physics
Pacific Union College

Angwin, CA 94508

(707) 965-7269

Dr. Maurice C. Neveu
Associate Professor

Dept. of Chemistry

State University of New York
Fredonia, NY 14063

(116) 67-3265

Dr. Charles E. Nuckolls

Associate Professor

Mechanical Engineering and Aerospace Science
University of Central Florida

P.0. Box 25000

Orlando, FL 32816

(305) 275-2242

Dr. Nicholas G. Odrey
Assistant Professor
Industrial Engineering Dept.
University of Rhode Island
103 Gilbreth Hall

Kingston, RI 02881

oty 792-2455

Dr. William J. Ohley

Assistant Professor ,

Dept. of Electrical Engineering
University of Rhode Island
Kingston, RI 02881

wo) 792-2505

Dr. John V. Oldfield

Professor

Dept. of Electrical and Computer Engineering
113 Link Hall

Syracuse, NY 13210

(315) 423-4443 I

Dr. John M. Owens

Associate Professor
Electrical Engineering Dept.
University of Texas
Arlington, TX 76019

817) 273-2671 [

DEGREE, SPECIALTY, & LABORATORY
ASSIGNMENT

Degree: PhD,, Physics, 1972
Specialty: Raman Spectroscopy &
Mie Scattering :
Assigned: AFRPL (Edwards)

Degree: PhD., Physical-Organic
Chemistry, 1959 ]
Specialty: Physical-Organic Chemistry,
Kinetics, Catalysis, Reaction Mechanisme
Enzyme Chemiscry :
Assigned: AFATL (Eglin) ]

|
H

Degree: PhD., Mechanical Eng., 1970
Specialty: Engineering Mechanics E
Assigned: AFAEDC (Arnold)

Degree: PhD., Industrial Eng., 1978
Specialty: Manufacturing Engineering
Assigned: AFML (Wright-Patterson)

Degree: PhD., Flectrical Eng., 1976 _
Specialty: Biomedical Engineering ;
Assigned: AFHRL/ASR (Wright-Patterson) -

|

Degree: PhD., Electrical Eng., 1958 A
Specialty: Computer-aided Electronic
Design, Graphical Display -

Assiined: AFRADC (Griffiss)

Degree: PhD., Electrical Eng., 1968
Specialty: Electrical Engineering
Assigned: AFRADC/ET (Hanscom)
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NAME/ADDRESS

Dr. Michael J. Pappas

Associate Professor of Mechanical Engineering
New Jersey Institute of Technology

323 High Street

Newark, NJ 07102

c201) 645-5367 [

Dr. Steven E. Poltrock
Assistant Professor
Dept. of Psychology
University of Denver
2030 S. York

Denver, CO 80210

(303) 753-2478 |

Dr. Douglas Preis

Assistant Professor of Electrical Engineering
Tufts University

Medford, MA 02115

(617) 628-5000, Ext. 287 (NN

Dr. Rangaiya A. Rao

Associate Professor

Dept. of Electrical Engineering
San Jose State University

S. 7th Street

San Jose, CA 95192

(408) 277-2459 [N

Dr. Stephen M. Rappaport

Assistant Professor

Dept. of Biomedical and Environmental
Health Sciences

University of California

Berkeley, CA 94720

Dr, Jane A. Rysberg

Assistant Professor of Psychology
Ohio State University

1680 University Drive

Mansfield, OH 44906

(419) 755-4277

Dr. Michael C. Smith

Assistant Professor

Dept. of Insutrial Engineering
Oregon State University
Corvallis, OR 97331

(s03) 754-2365 NN

-x-

e

DEGREE, SPECIALTY, & LABORATORY
ASSIGNMENT

Degree: PhD., Mechanical Eng., 1970
Specialty: Structural Optmization

Assiined: AFFDL (Wright-Patterson)

Degree: PhD., Psychology, 1976
Specialty: Cognitive Psychology

Ansiined: AFHRL/TTY (Lowry)

Degree: PhD., Electrical Eng., 1969
Specialty: Electromagnetics, Signal
Processing, Acoustics

Assiined: ESD (Hanscom)

Degree: PhD., Electrical Eng., 1966
Specialty: Semiconductor device
Physics and Technology, Solar

Ceils, Semiconductor Crystal Growth,
111~V Compound Semiconductors,
Photodetectors, Microwave Devices,
Characterization of Semiconductors
Assigned: AFAL (Wright-Patterson)

Degree: PhD., Environmental Science
and Eng., 1974
Specialty: Industrial Hygiene

Assiined: USAFSAM (Brooks)

Degree: PhD., Educational Psychology,
1977

Specialty: Educational Psychology,
Cognitive Develonment

Assinged: AFHRL/PE (Brooks)

Degree: PhD., Industrial Eng., 1977
Specialty: Operations Analysis,
Analysis of Capital Investment, Health
Systems Design

Assigned: AFLC (Wright-Patterson)
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NAME/ADDRESS

Dr. Walther D. Stanaland
Assistant Professor

Dept. of Systems Science
University of Western Florida
Pensacola, FL 32504

904) 476-9500, ExT. 495 [NNNEGN

Dr. Edwin F. Strother

Associate Professor

Dept. of Physics/Space Science

Florida Institute of Technology

Melbourne, FL 32901

(305) 723-3701, EXT. 326/240 NN

Dr. Edgar C. Tacker

Professor

Dept. of Electrical Engineering
University of Houston

Houston, TX 77004

(713) 749-4416 [N

Dr. Richard H. Tipping

Associate Professor

Physics Dept.

University of Nebraska

Omaha, NB 68182

(402) ss54-2510 NN

Dr. Pramod K. Varshney

Assistant Professor

Electrical and Computer Engineering
Syracuse University

Link Hall

Syracuse, NY 13210

(315) «23-4432

Dr. Ghasi R. Verma

Associate Professor

Dept. of Mathematics

University of Rhode Island
Kingston, RI 02881

(401) 792-2889 NG

Dr. Ta-hsien Wei

Assistant Professor

Electrical Engineering Dept.

North Carolina A & T State Universicy
Greensboro, NC 27411

(919) 379-7760

-xi~

DEGREE, SPECIALTY, & LABORATORY
ASS IGNMENT

Degree: PhD., Electrical Eng., 1979
Specialty: Electrical Properties of
Dielectric Materials

AsaiEed : AFATL (Eglim) '

Vegree: PhD,, Physica, 1971
Specialty: Experimental Physice

Asaiiied: AFGL (Hanscom)

Degree: PhD., Electrical Eng., 1964
Specialty: Systems (Decis’ion
Processes, Estimation, Control, and
Modeling)

Assiined: AFFJSRL (USAF Academ‘)

Degree: PhD., Physics, 1969
Specialty: Molecular Spectroscopy

Assiined: AFGL (Hanscom)

Degree: PhD,, Electrical Eng., 1976
Specialty: Communications and
Computers )

Assiined: AFRADC (Griffiss)

Degree: PhD., Mathematics, 1957
Specialty: Mathematics

Assiined: AFFDL (Wriihthatterson)

Degreet PhD., Physics, 1964
Specialty: Systems Engineering

Assiined: AFAPL (Wright-Patterson)

o wra
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1979 PARTICIPANTS
Page Ten
DEGREE, SPECIALTY, & LABORATORY

NAME/ADDRESS ASSIGNMENT

- Dr. Herschel Weil Degree: PhD., Applied Mach, 1948
Professor Specialty: Electromagnetic Theory
Electrical and Computer Engineering and Applications
University of Michigan Assigned: AFAPL (Wright-Patterson)
4517 East Engineering
Ann Arbor, MI 48109

(313)764-4329

Dr. Bronel R. Whelchel Degree: PhD., Education & Business
Associate Professor of Electronic Administration

Data Processing Specialty: Systems Analysis and
Tennessee State University Design, Electronic Data Processing
Nashville, TN 37203 Assigned: AFHRL/PE (Brooks y

(615) 320-3i54

Dr. Charles R. Willis Degree: PhD., Physics, 1957
Professor of Physics Specialty: Theoretical Physics,
. Boston University Quantum Optics, Statistical
111 Cummington Street Hechanics
Boston, MA 02215 . Assigned: AFRADC/ET (Hanscom)
(617) 353-2600 NN |
Dr. Dennis E. Wilson . Degree: PhD., Mechanical Eng., 1976
t Assistant Professor Specialty: Viscous Flow, Analytical
Dept. of Engineering and Approximate Methods
University of South Carolina Assigned: AFAEDC (Arnold)
Columbia, SC 29208 : I
(803) 777-7118/4185
Dr. Gerald A. Woelfl Degree: PhD., Civil Eng., 1971
Assistant Professor Specialty: Highway and Construction
Dept. of Civil Engineering Materials
Marquette University Assigned: AFESC
1515 W. Wisconsin Avenue ﬂ

Milwaukee, WI 53233
(414) 224-738¢ NN

Dr. John C, Wolfe Degree: PhT., Physics, 1974
Assistant Professor . Specialty: Electrical Engineering
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_ABSTRACT

Thermodynamic and Aerodynamic Analysis
of

High Speed Ejectors

by
Y.V.G. Acharya

Ejectors have been used for quite a long time for pumping fluids.
While the approximate performance of ejectors is well known due to a
variety of tests from which engineering designs have evolved, there is
yet quite a lot of unknown areas in the analytical design of ejectors.

1)

An early attempt by the author gave some insight into the incompress-

ible ejector. The bibliography of work done during the intervening

period is quite long(z)

(4-6)and the

Recently the problem has been further investigated
present study is a reevaluation of the efficiency and the thrust augmen-
tation of high speed ejectors. A brief introduction is given; after
which the problem for one dimensional flow including turbulence and

friction is stated and the general equations derived.

These equations are solved by lumping together the effect of the
turbulence and friction by a friction factor. These solutions can be

considered as only a first approximation.

Actually one has to take into account the effects of compressibility
on the turbulence factors as well as the effect of structure of the flow
for supersonic jets and its interaction with the boundary layer. These

are left for a later investigation.
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INTRODUCTION

Ejectors have been the subject of investigations over the past
75 years and thousands of reports have been written 2 . Ejectors have
‘been used for pumping applications, increase of 1ift over airfoils and
augmentation of thrust.

Recently much attention has been focussed on the increase of 1ift
by the use of ejectors for VTOL/STOL aircraft. The author recently
analyzed the effect of ejectors under transonic conditions for heli-
copter rotors, which are called Controlled Circulation Rotors (CCR),

with some success(3).

Over the past 15 to 20 years fundamental analytical and experimental
studies were done on ejectors at the Aerospace Research Laboratories
of the Wright Patterson Air Force Base(4). But it remains a fact that
the actual performance of the ejector is less than that expected. So
it is proposed to investigate the ejector flows both experimentally and
analytically more systematically and thoroughly.

As part of this effort the recent work of Nagaraja et al(s),
Alperin(s) and Porter(z) are examples. An experimental program has
been initiated at the WPAFB and the mixing problem is being contracted
out to some well known investigators in the universities.

The present investigation is a part of this overall effort.

II. OBJECTIVES

The primary objective is the formulation of the ejector flow
equations for (A.1) one dimensional,

(A.2) two dimensional,
and (A.3) axi-symmetric flows;

including the effects of

(B.1) compressibility

(B.2) turbulence

(8.3) friction
and (B.4) shockwave and boundary layer interaction;
for (C.1) Lowspeed

(C.2) Subsonic

(C.3) Transonic

1-4




and (C.4) Supersonic ranges,
with (D.1) constant area
or (D.2) constant pressure
mixing of primary and secondary flows occuring
either (E.1) subsonically
or (E.2) supersonically
In addition the analytical model should include the geometric
features of the secondary channel or tube - and that of the diffuser.

This is a formidable problem. Once the analytical formulation is
done, the objective is to develop a comprehensive computer program for
all the variables (A, B, C, D, E) as inputs.

But since we had only ten weeks for this effort, it was decided
to narrow the objective to consider only the performance of an ejector
with one dimensional flow (A.1), which is compressible (B.1) either
subsonic or supersonic: (C.2) or (C.4). The primary and secondary streams
mix at constant pressure (D.2) and either subsonically or supersonically: :
(E.1 or (E.2). )
The influence of compressibility on turbulence is neglected in
this effort. Later investigations can be done taking it into account,
: as.has been done previously by the author(7). But at present the effect
of turbulence and friction is taken into account by means of a psuedo
coefficient of friction.

I1T. EJECTOR MODEL

Fig. 1 gives the basic configuration. The stagnation conditions
for the primary stream are Pop' Top’ and .for the secondary stream the
stagnation condition are P, Tom. Section (1) ig the plane at which
the primary and secondary streams are unmixed. It is assumed that the
pressure is constant in this plane. The efficiency of the primary
nozzle and the secondary inlet are taken as unity. There is no diffi-

culty in introducing those efficiencies for a practical case.
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Section (2) is the plane where complete mixing has taken place.
Again we take the flow characteristics are constant over this plane.
Actually we have to consider the mixing process, in which case the
velocity profile is known (]). But we have not introduced this varia-
tion in this investigation.

Section (3) is the plane at the diffuser exit, where the pressure
is constant, namely, P_. '

IV. FUNDAMENTAL EQUATIONS

We shall assume that the flow through the ejector is staady state
steady flow, then from thermodynamics, if h is the enthalpy at any
point and h, is the stagnation enthalpy:

2
ho = h+ & (1)

where u is the local velocity. If we assume that the fluid is a perfect
gas we further have :

. “;
CpTor CpTe = (2)

with the velocity of sound defined as
°
C'(#)’ = YRT
A ol md
(2) becomes Tow T (14 M) (3)

In the mixing region, we shall assume that there will be turbulence
such that
{

We Ltu

]
PeFar (®)
V. BRIMARY g1

Tor = stagnation temperature at the reservoir (e.g. gas generator)

Top = stagnation temperature at the nozzle exit.

"pw = velocity at the nozzle exit where the back pressure is P

1-6
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upy. © velocity at nozzle exit when the back pressure is p,.
Using equation (2) ‘
Rpe = ¢ 02Ce (Top -"ia)) (5)
Q',. s VL2¢) (Top -Tw)] (6)
MUy Upe &y, (7)

We need not consider (6) unless N is desired.

~ Now we can use the flow in the nozzle as isentropic. and consider
only Top in which case, we have »
P.' . TOP ) '..

(8)
if we define (re«s )/7 =n
"
Tor _ [ Por
2o (7 (9)

An isentropic nozzle with the stagnation temperature Tor’ will

have the relation . 5
Ter [1e * (Pos/Ps)
If we consider the nozzle to be isenergetic i.e. T =T re ve

have from (7) > °
vl [—'-1)7

o Aef bt f_ 1= 2> [0 AOA)\JJ

VI. GAS GENERATOR

(10)

Either the gas generator or the compressor increases the pressure
of the incoming gas. Its temperature is'increased by the burner in the
latter case, whereas in the former case, it is in¢reased due to the gas
generation process.

Now we consider thelu_ is the velocity of the air entering the

compressor at T_ such that
»

“.' AQ‘ -azen

‘\.‘h . ‘..4 ’ (]])




where q is the effective amount of heat added during the process. Now
using (2) we have

SoemENW (12)

VII. REFERENCE THRUST

The thrust of the nozzle, when the back pressure is atmospheric
is due to the primary jet only. If fi_ is the primary mass flow, then

p L]
TR.;, = Wy (YUpe-Uw) (13)

where the mass flow
where Ap = cross section at nozzle exit.

VIII. SECONDARY STREAM

There is a loss of pressure in the inlet such that

Pog = Py Abi~ ‘%‘.fu w'Cqy (14)
where cdi is the drag or the loss coefficient and Pol is the stagnation
pressure at section (1) and Poi 1s that at the inlet;

leading to -

_ » L
P, 1 S (%) [(%0-a]. s

If cdi = o, Poi = Po]'
Again by disregarding the inlet loss, we have from (3)

To =T (4%'4)

IX. ENTRAINMENT
‘ . The amount of secondary flow induced by the primary flow is the
i entrainment (r) ‘
’ A ’.N/'h" F @l‘ﬂfo)/ (" ‘f..fh) (17)
- . where ‘
o up. ) J Ea C'(T.' - 7’,)] (]8)
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" a later investigation. At present, we will assume that

If the mixing channel has a constant area of Ay, from section (1) to

(2). A; - “0"’ “f

and defining & = Aafhp : A, v & [uy,

we have
ae.’f‘z («-1) R, (19)

X. [ENTROPY AT SECTION 1

The change in entropy for any perfect gas flow is:

44 » cydn c%!;'l/%)" (20)
The change of entropy for the primary stream is:
Ap-has cghv Bbilbe)! CPofp)" ] (21)
The change of entropy for the secondary stream is: "
bi-bos cotn CCRIB[pi1p0) (22)

XI. FLOW CHARACTERISTICS AT SECTION 2

At this section mixing has already taken place and if we use the

r .
similarity of profiles we can write an equation for the velocity pro-
file from the considerations of mixing(]). We will return to that in

Lolad = fr 4 plly)

- (23)
Ua(y) = w, + ublyw)

Hence, except for turbulence, we will consider that the mean quantities
are constant in the section.

Since the flow is isenergetic, we have__
or Toa v (TereAT)) Covn) (24)

Considering the momentum integral equation between section (1) and
(2), we have:

WMop Uy, tMiU oy, Ape b A, hun, o J;M-‘duF (25)
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where F is the frictional component.
‘Noting that Py, = by 3 Aue Rt Ay

(__-—b‘-h"‘ w 14AA, - {!’“' “« - .——-‘:- (26)
W Wy, W, “pe bt 1Y) _
"~ 7@ a (e a Y L)
S hatdae SCRp (T autldh = fu b (e AT 0
h' ') h( - .r. (.F‘":’ (“l“‘o, ‘. . ﬁ ‘a R ('4 f.'lu'/‘;‘ “.")
- .
o ;.&;050 %;’(HAI ("%g'-:')
hence equation (26) becomes: A“f “” F'
Puebi) A . - el ), « -t
:h*t."; RBCICTER TICICS - ) N:‘th Cre ’7:— W »oup,
at is
(—'—hl‘ 1+A A - CreR) As (” P‘k' ¢t v ‘¢ ) (27)*
Pbo “h . f.
where

Cpe “/(".ﬁ‘:‘: a)

Now let ué consider the energy equation for the section (2):

- [Thg % b g
¥ CpTea = CeTi 4 < ° = K + .:'_! (28)
jntegrating and noting: WMpan, o he

=, b {f (f;-of.’l(«‘:u?{)’(n e CrTia C”"f“'"t) (29)

fhe /\ and performmgI('integration

"f("'/u.)(k.flu.) LR -l/., w2 as (14 3:‘
ALY ‘

&

LA

* Equation (27) when compared with equation (13) of Nagaraja et al(s)
gives the skewness factor

ﬁo "0)
r

‘hpou; . p.«.a.(u

and X« 4 €
In their computation they have assumed /B‘x 4 and 0.02 2 X <0.06
Following the same heuristic reasoning, we compute for empirical vaIues
of a psuedo coefficient of friction (CF)
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Defining T« 2CeTes

after some algebra

_ up*
he g Cen > 3 e (30)
o " 2 (o “-'1"'3’]

So finally we get another value for

O’"")‘, ’_0:3 (_!_A_[ [a-“‘ (NJ 42/“:')]

(31)

b i

A d

:[fbl? )

We can now equate the values of (ju - h)

as given by equations

(27) and (31), and get an equation for Aps which we write as

k2> i+ M=o (32)
where k = 2_’1./45:.’..‘:1‘4.1 d‘_’i"'-é-‘CF
i ay 2y @t «
L ‘A
- [ A e ‘(’0'0/&,")7/ (I't‘h) (32a)
M ’13’/3 . .
where . (32b)

2; P [L 2 J(e> ?*").7/[3")

We will see in the computation that the negative sign gives M2< 1,
and the positive sign gives M2 > 1. Hence there are two solutions to
the given problem, where the mixing is subsonic and another where the
mixing is supersonic. This can also be proved analytically.

Computed values of M2 are shown for a particular case in Fig. 2.3.
In the computations we have taken K = (2-n)/2 +CF, with 0.02 < CF < 0.08.

XII. ENTROPY AT SECTION 2

Considering equations (21) and (22) the total change of entropy
between section (2) and (1) is

I $
S S, ] h' c.ll (ﬁi‘h » + M( C' £n 4‘, ) (33)

) »>
if we disregard turbulence. Even if we consi«(r Sl = S, for a natural
process, according to the second law of thermodynamics ’the change of
entropy should be greater than or equal to zero.

1-11




We can write

S.-8, « G+A )Y, ‘v"-(r v‘[ “)"2 0. (34)

We have assumed constant pressure mixing, b. « p, . Therefore,
' '

in our computation, Ps for the case Ay ~Ae v H)=Ae s 0 , We have

'Plﬂ =P The test that the flow is real is then:

h/oy (ﬁ/’,),

XI111. CWCTERISTICS AT SECTION (3)

Equation (30) can be written as

A by ¥ 3 7
1‘.. A - A (138 4 Ala
%o * Ve LN E ( @« &_3; )j (35)
Since the flow is 1senerg_tic am_l_ mixed, we have
Tos - -r.,
Also at the exit of diffuser (36)
by = }o

Hence writing an analogous equation to (35), we have, using (36):
b :F“ Acr.,bY A us-n fm) (37)
SRR Y IO.C R YCE Q)

In addition, we have the entropy equation:

h . b.’ t.‘. ‘1 ( PL +3 PF:::)] ﬂb LXa 33' ”]
be T (, t?"'-’ )] T*A ;;"—-"R (38)
Ps®

3
One more equation is the contmuity equétion

F;E;ﬂ;(“aé—g“') ""'ﬁa.l“’("‘%;—‘g) (39)
P s

For the special case, where we disregard turbulence or when we
make an empirical approximation to the correlations, we can compute
the values of F‘ ) Ay, Ta Gad My , provided we take Sy~ S,z 0.
We can then determine &= Ay 4, , as the diffuser area ratfo.




-

XIV. THRUST AUGMENTATION

- The actual thrust of the ejector fs:

Tep =OneViduy - Wpu, - Myue (40)

The reference thrust is that due to the primary jet only:
Tie = W) (Kpy - ky) (41)
Hence the increase in thrust due to the ejector is:
Q. Te / Toet

dividing through by up]

. W) A3- Ro- A Ac (42)

(“"’/“h) - 2w
" The above ratio does not give an idea of the actual thrust developed,

hence we have derived a coefficient of thrust

C'l" . TQJ. / (2(" fo To 5') | (43)

Using CT one can determine the variation of the actual thrust for a
given area of the primary nozzle and the ambient conditions.

XV. EFFICIENCY

The efficiency of an ejector can be stated in different ways,
depending on the circumstance.
(a) Propulsive Efficiency
Considering the ejector as a propulsive device, we can compare
the work output to the mechanical energy input. Thus:

“Z Work done by Thrust
red Available Mechanical Energy

TQ‘_. Ueo
4 Wpcun-ul)
" RQ A
Chefusy) *t e
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efficiency. It can also be called the thermal efficiency (not to be

m . 29 W (Upo~ UudV¥e
Py we Cupd- &)

Hence

Toop = @92)/ Lty e aa]

This will be zero for static conditions when u_ = 0. Hence it is
necessary in that case to define an efficiency yhich is meaningful.

(b) Energy Effiéiency

If we compare the energy gained by the flow in the ejector
to the thermal energy available in the primary flow this will always
give us a finite value for the ratio. This ratio can be called energy

confused with the thermodynamic cycle efficiency).
"Zt.q,‘. _ {'(ﬁ,o mi) (U= us)
Mo Chep = hew!
e UsA) (A=A
torfie (Tor - Ter)

" - Gen) (Ax*-as) (45)
s ey J (Re-Tee) /T

(c) Overall Efficiency

If we consider the ejector as producing thrust for the aircraft
(or any other vehicle), then we can combine the concepts of (a) and (b)
and define the ratio of the work output to the enthalpy energy input as
an overal) efficiency. .

Work Output Q@ wp (Upg-tia) Us

0r ¢4 Enthalpy input . ™p Ce (Tea= Too)

2@ ((burup) -Re] 2w (a6)
T (Tew ~Tow) / Tou
We note that the overall efficiency defined in this manner vanishes
for the static ejector just like the propulsive efficiency.

1-14 1




that=ts . Rosei = To,ep (Gbe- wa) [l = )

bhere upw/u'p°° = Nps the velocity coefficient for the nozzle. If we
take nn=l, there is no difference between the propulsive and overall
efficiencies.

XVI. NUMERICAL COMPUTATION

Computer programs have been developed to compute all the flow
characteristics of the ejector. The input for the program consists of
the following: '

A

ALO = A£ an assigned value (e.g. 20)
[- -]

po P oo |

pR = -2P 0% a variable
p
MO =M Flight Mach number. Variable '
Mo=M Mach number at Section 1. Variable
TA = T1 ‘ Temperature of secondary flow at inlet. Constant
T, =T, Abient temperature of fluid. Constant
C 6=y = Sy for the fluid. Constant

CF = an empirical value for the coefficient of friction and turbu-
lence (see eq. 32a)

The output of the program consists of a tabulation of P&JSehb, /o
TRE<T/Tw: RL =M /hp; PRA: b, [ pe ; MPyr Hy, s Mach number
of flow at nozzle exit; TRie B/74 : TREeRIr,: M2 N Mach
number of flow at section 2, entrance to diffuser; DRiLe ayfa, , ratio of
exit to entrance areas of diffuser; M3« Mg Mach number of flow at the
exit of diffuser, PHix @, Thrust augmentation factor,

Ll u‘/q"; R4 Entrainment; CT = psuedo thrust coefficient de-
fined by e.g. 43;

A1l these ;haracteristics are tabulated for values of M] varying
from 0.1 to 2.0 for subsonic mixing (Root I) and supersonic mixing (Root II).
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The input for each case: ALO, PR, MO, TA, TO, G, and CF are listed.

At present the input data used are:
ALO = 20, 10

PR = 0.1, 0.2, 0.4, 0.6, 0.8, 1, 2, 5, 10.
MO =0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8.
TA = 520
T0 = 520
G =1.4

and CF =0, .02, .03, .04, .05, .06, .07, .08, .09

But they can be easily changed to cover a wider range of values or a
particular value as desired.

Basically this program has been written to enable calculations
involving n, = 0 and Cdi = 0. i.e. friction-less flow in the nozzle
and the secondary inlet. This enables us to assume constant entropy in
this section.

We have also assumed that the entropy is a constant in the diffuser
section of the ejector.

Hence only approkimate results are available. The appended figures
sbow the various characteristics.

XVII. CONCLUSION

The scope of this study is restricted, as explained before. Even
then, we can derive some general conclusions:
(1) Mixing can be either subsonic or supersonic (Fig. 2.3)
(2) For a static ejector (M _=0) (Figs. 2-6, 9)
(a) Thrust augmentation decreases with increase in pressure ratio;
(b) Thrust coefficients increase with increase in pressure ratio;
(c) Maximum values of qnoccur at M1 = 1.0 for subsonic mixing;
(d) Maximum values of Cy occur at M] < 1, for supersonic mixing;
(e) Diffuser area ratios decrease with increase in pressure ratio;
(f) Maximum values of thrust augmentation;
(i) decrease with increase in pressure ratio;
(11) increase with increase in mixing tube area.
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(3)

(4)

_(5)

XVIII.

(g) Maximum values of thrust coefficients
(i) increase with increase in pressure ratio;
(ii) increase with increase in mixing tube area.
(h) Both maximum values of @ and C; are higher for supersonic
mixing than for subsonic mixing.
For a moving ejector: When the flight Mach number (M) increases
(Figs. 7, 8): ) :
(a) Mixing tube ratios decreasé with increase in pressure ratio;
(b) Diffuser area ratios decrease with increase in pressure ratio;
(c) Thrust augmentation decreases with increase in pressure ratio.
Supersonic mixing is better than subsonic mixing;
(d) Thrust coefficients increase with pressure ratio but
decrease with increase in M_;
(e) The propulsive and thermal efficiencies increase with M_
but decrease with increase in pressure ratios.
In general (Fig. 6) the maximum values of Cr
(a) decrease with increase in friction and turbulence;
(b) increase with increase in pressure ratios;
(c) increase with increase in secondary to primary velocity ratios.
A general conclusion that can be drawn, for mixing tube ratios
(o) larger than 10, is that maximum thrust augmentation factors
of 1.6 to 2.5 could be practical for a well designed ejector.
The performance is enhanced with lower flight Mach numbers and
supersonic mixing in the ejector (Fig. 9).

RECOMMENDATIONS

The results of this study are based on a thermodynamic analysis

of the one-dimensional compressible flow through an ejector.

The flows in the inlet section, the nozzle and the diffuser have

been taken as isentropic. Turbulence and friction have been taken into
account by means of a psuedo friction factor. Hence, this investigation
includes the considerations of References (4) to (6).

While showing the trend of the behavior of the flow characteristics,

the results have yet to be compared with experimental results to obtain
values of CF, which can be used.

1-17




The empiricism of the above results can be improved by further
investigations. Which should include:

(1) the nozzle efficiency;

(2) the inlet loss;

(3) the non-uniformity of flow in the mixing region - we could
assume similarity of flow profiles in this region as has been
done by the author in Ref. 1;

(4) turbulence and density correlations;

(5) the effect of compressibility on the apparent coefficient of
viscosity as explained in Ref. 7;

(6) the structure of the flow in sonic and supersonic primary jets;

and ‘(7) the boundary layer and its interaction with the flow, particularly

when the primary and/or secondary streams are sonic or supersonic.

The above list does not contain all the parameters but the most
important ones to consider in order to get meaningful results.

It is suggested that both experimental and analytical investigations
be pursued to include all the effects listed above. It is hard to say,
a priori, the exact influence of these parameters on the flow character-
istics. But it may be substantial as shown by Figs. 3, 4, and 6. Only
a systematic study will show which parameters are important.

A more detailed analysis of the mixing process and the effects of
compressibility on it can be done by the author based on References (1)
and (7), if he has the support for Such an investigation. This would
clearly be a first step. In the meanwhile, experimental studies to
evaluate (4), (6), and (7) have to be undertaken.

The analytical studies also show that, with the increase in back
pressure, secondary flows ensue. We did not have time to pursue this
aspect of the problem. An investigation concerning this effect is necessary
to determine optimum pressure ratios for efficient ejector performance.

This study does not include the geometry of the ejector, except
for the area ratios. The length and shape of the inlet, nozzle, mixing
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channel and diffuser depends essentially on the desired performance and
a more detailed study of the losses due to friction. An approximate
analysis has been done by the author, to obtain the length of the mix-
ing channel, but this study has not been included in this report, as
the study is not yet complete. It can be included in further investi-
gation by the author.
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APPENDIX
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LIST OF FIGURES

Schematic Layout of Ejector

Flow characteristics vs M], with CF as parameter for PR=10,
a, =20, M_=0.

Thrust augmentation vs Ay, for a, = 20; M_ = 0 and M_<1.

Thrust factors vs PR, for a,= 20, M= 0 and M, < 1 with
CF as parameter.

Flow characteristics vs M; for a_ = 20; M= 0 and CF = 0,
with PR as parameter.

Maximum thrust coefficient for a = 20; M_= 0, with PR as
parameter.

Flow characteristics vs M_ for M, = 0.8 and CF = 0 with
PR as parameter.

Flow characteristics with subsonic nozzle and subsonic
mixing, with M] and M_ as parameters.

Maximum thrust augmentation and thrust coefficient vs PR,
for M= 0; CF = 0.

Flow characteristics for subsonic nozzle vs M
M,=0; CF=0. :

b1 for a_= 20;
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OPTIMUM DESIGN OF BUILT-IN-TEST DIAGNOSTIC SYSTEM

By
ADEL A. ALY

ABSTRACT

In this report, the problem of cost effective design of diagnostic
and fault isolation procedures for BIT systems is investigated. The cost
- of BIT varies from a group of LRU's to another; also the probability of

failure for LRU's within the module are different. The problem is to
find the optimum sequence of tests (BIT) to be executed to isolate a
' failed unit such that the expected cost is minimized.
| An optimum procedure based on Branch-and-Bound concept are developed.
Several dominance and reductions rules are introduced. A small example

is solved to demonstrate the efficiency of the developed algorithm.
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I. INTRODUCTION

The problem of fault isolation techniques has not advanced noticably
during the last two decades. The basic process existed was the manual
signal tracing. This process relies heavily on the technical expertise
of the maintenance technician. Even with highly skilled personnel this
process is slow and difficult since it requires a large array of test
equiment such as signal generators, oscilloscopes and voltmeters as well
as extensive technical manuals. As a consequence many faults are not
correctly diagnosed, also the extensive use of trial and error substitution
as a means of identifying the faulty part.

Due to the above reasons, too much time is devoted to the fault
isolation process which leads to reducing the systems availability. With
the advance of the itegréted circuit, the imminent LSI era, and a better
packaging techniques the modular concept was introduced to a primary system.
Therefore, the problem of diagnosis is shifted from locating the faulty
discrete component to the identification of the line replaceable unit (LRU)
in which the faulty component is residemt. LRU may include smaller modules
within it to facilitate ~ off ~ line replacement or it can itself be the
lowest level of replacement.

The introducfion of the digital computers and micro processors as part
of the system provide an automatic testing procedure. Basically, the
design of built -~ in - test (BIT) diagnositc subsystems along with the
selection of test points where the test equipment are attached will provide

an efficient, less expensive, and more reliable fault isolation procedure.




e i ot

In this report, the optimal design for an on-aircraft (or a ground
electronic equipment) fault diagnosis and isolation system is investigated.
This work is applicable to the Air Force and other DOD branches in
designing BIT equipment.

Throughout the report, it is assumed that the probability'of simultaneous

failure of two or more LRS's is so small as to be negligible. A self-

' diagnosability is recognized when the BIT will automatically execute a

II.

III.

primary sequence of diagnostic test to identify, unambiguously, malfunctioning
subsystems up to a given group of LRU's. As faults are localized, mal-
functioning group of LRU's can be replaced (by switching on stand by spares)
and a secondary isolation may be performed semi-automatically or manually
to isolate the single failed LRU.
OBJECTIVES
The objectives of this research effort are:
1. Searching the literature for relevant researchs dealing with
optimization techniques applied to fault isolation process.
2. To explore and modify existing algorithms so as to demonstrate
their computational capabilitiés.
3. To develop an optimization procedure which is capable of handling
the dimensions of real world problems.

PROBLEM DEFINITION

The problem solved in this research is the design of minimum expected
cost BIT diagnostic procedures for detecting and isolating single faults
in a primary system. The primary system is assumed to be a collection of
elements (modules). It is assumed that each element has an estimated priori
probability of failure. Tests are defined simply in terms of which elements

each of them check. An arbitrary cost, reflecting the time, expense, or

i faa
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difficulty involved in executing the test is assigned to each test.

PREVIOUS WORK

A review of the technical literature yields a surprisingly small number
of references to the general problem of efficient or optimum diagnostic
procedures. One of the earliest models proposed for relating faults to
diagnostic tests is that of Brule', et. al. [1]. In this model, the
system 1is represented as an interconnected collection of functional elements
with access to the terminals of the available elements. Tests are performed
on collections of elements; hence the test-fault relationship is a test-
element relationship and a fault is considered to be the failure of an element
in performing its function. A related work by Johnson [8] discusses the
generation of efficient sequential tests procedures by use of information
theoretic methods to evaluate the amount of information provided by a test.
Chang [3] develops a different criterion for evaluating the goodness of the
available tests. He introduces the distinguishability criterion for a
set of n singly occurring faults and m tests are considered for inclusion
in a fixed test schedule. The model 1s.r data matrix D having entry dij-l
if test Tj fails for fault fi’ and dij = 0 if test Tj passes for fault fi'
Distinguishability among the rows of the table is considered and the model
is applied to the selection of a fixed set of diagnostic tests. Butterworth
(2], Firstman and Gluss [5], and Gluss [6] develop search procedures to
determine a sequence which minimizes the expected cost of secondary isolation
to locate a failed element within a group of LRU's identified by the BIT
primary diagnostic. Cohn and Ott [4] present an optimal algorithm to

minimize the expected cost test tree. The test tree specifies an adaptive




e
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testing procedure that detects a failure and isolates the faulty component.

]
?

They utilize a recursive formula for their optimal search. Even though
they recongize the similarity to the machine-setup problem and the applicability

of dynamic programming technique to solve the problem, their adaptive

procedures is exactly a dynamic programming procedure. Sheskin (13]

Mk,

develops a probabilistic dynamic programming procedure to determine the
sequence of diagnostic tests to isolate the group of modules which contains i

the faulty unit.

From the above survey, only references [4] and [13] solve the sequencing
problem optimally by utilizing dynamic programming. Unfortunately, no

computational experiences are presented., If dynamic programming is used, and

the number of elements in the equipment increases the computational and
storage burden increase exponentially.

In this research effort, a Branch-and-Bound algorithm is presented

to capitalize on some dominance and branching rules which may have a great P

impact in reducing the computational and storage requirements.

NETWORK REPRESENTATION

Following the notation of Brule', e£ al [1]. Assume that the primary
system consists of n elements of different groups of LRU's identified as the
smallest replacable modules in the system. Therefore, the number of different
tests which can exist is (;-1 1). A test is defined by a sequence of n
binary digits, one for each element in the system. Digit i i{s equal to
0 if the test checks element 1 and is equal to 1 if the test does not check
elenent k, e.g., le (01101) checks the first and the fourth elements. For

each test T, there corresponds a fixed cost ck. S(t) denotes the state

k




. (T

of the equipment prior to performing test 'l'k at the tsh level in the testing

procedure. A state is represented by an n-bit number containing only the

bits 0 and 1. A o 18 assigned in position 1 of a state if an element is

known to be good. A 1 is assigned in position i 1f the element is not yet
tested. S(o) has 1's in all positions and S(n) has 0's in all positions.
Sk (t+1) is the state of the equipment if test T, Ppasses. This state is
computed by the AND operation of S and T, §k(t+l) is defined as the state
of the equipment if test T, fails. It is computed by AND operation S T'g

k
is the complement NOT).

k
When dynamic programming is utilized to solve the optimum diagnostic

problem, the procedure can be described by a decision tree structure

with nodes labeled by states and arcs labeled by tests and their costs.

For all possible tests, the decision tree could be constructed as a directed

network from initial state node S(o) to final node S(n). For a 3-element

example the directed network is shown in Figure 1 and the problem is to

find the path with minimum expected cost through a directed network.
The network depicted in Figure 1 has a small number of nodes and a very
large number of arcs.

In the directed network, a node S(t) may be reached from node S(o)
by any of several paths (partial sequence). In the algorithm to be presented
below, it is convenient to assign a node for each state in conjunction with
a particular path to it from S(o). Thus, any node will have only one
entgring arc, i.e., a unique predecessor.

The modified network for the 3-element example 18 shown in Figure 2.
Note that some states appear more than once, where in Figure 1 they do not.
The modified network has more nodes and less arcs compared to the directed

network. The major drawback to the directed network approach is that every

undominated node is extended.




- ¢ i{s the cost of TlOO;
cy 1s the cost of TOIO;

4y is the cost of TOOI;

31 is the cost of secondary isolation for LRU,

Ez is the cost of secondary isolation for LRU,

¢, is the cost of secondary isolation for LRU,

Figure 1.

number of nodes = 8

number of arcs = 21

Network Flow Representation




S4IRd TIV YITA 3IOAIIN PITJTPON V °Z 2anBy

HNEEE® @EEOE®®EEO®EE

-

pass

pass
pass
ail
pass
11

pass

fail

2-10

Pass
4
o
(=)
Pass

ail
ai

6T = S9pou JOo Iaqunu




<, 1s the cost of Tloo‘ 21 is the cost of secondary isolation for LRU1
c, s the cost of Tyy0b Ez is the cost of secondary isolation for LRU,
4 is the cost of Too1} 33 is the cost of secondary isolation for LRU,

number of nodes = 8

number of arcs = 21

Figure 1. Network Flow Representation




In the sequel, a Branch-and-Bound algorithm is considered in an
effort to arrive at an optimal solution, generating fewer nodes, and :

thereby reducing the computation and storage burdens.

VI. BRANCH - AND - BOUND APPROACH '

e i

Basically, Branch-and-Bound is a network emanating from an
initial node Q which represents the space of all solutions. Branching
corresponds to partitioning of the total space into smaller mutually

exclusive and exhaustive subjects. Intermediate nodes generated from

E
1 corresponds to these subsets. Figure 3 illuatrates the branching ?
procedure. A lower bound on the expected cost of solutions within the E
subset is associated with each node. The partitioning continues until

a final node is found whose bound (actual expected cost) is less than the

. lower bound for all unbranched nodes.

NlUN2 = Q

N NN, = ¢

I3UNu - N2

i. ’ Ny, = ¢

Figure 3. Partitioning the Solution Space

f - 2-11
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Frequently the basic scheme is augmented by application of necessary
conditions to terminate branching with comparison with the expected cost
of a known solution. There are many strategles for determining the next

N node to branch frome, including the node with the minimum lower bound and '

the most recently generated node with the minimum lower bound. For further
details on Branch-and-Bound, see Lawler and Wood [11] and Mitten [10].

Note that in the Branch-and-Bound Network an unbranched node is
the node whose partial sequence has not been extended} a fathomed node is
the one from which no further branching is considered (due to bounding, or
dominance rule).

After a node or subset S has been partitioned, a lower bound is computed
for each partition or succeeding node j. This bound i8 a lower bound on

the objective function value that would be produced by any partial sequence

containing the sequence that has been made at this node j. The lower bound
will be a sum of two values. If the sum is greater than the current upper
bound on the optimal objective function value, then further consideration
of the node j will be unprofitable. The partial sequence it represents
would never be part of the optimal sche&e, thus the node is fathomed or

no longer considered as a candidate for partitioning.

I1f, on the other hand, the lower bound on node j is less than the
current upper bound on the optimal objective function value, its partiai
sequence is still a promising candidate as the optimal allocation scheme.
The node 1is then partitioned and its successor nodes are placed under the
same scrutiny for fathoming.

When the n -~ 1 level is reached a complete sequence has been developed.

Objective function values may be computed for each node at the n - 1 level.

2-12




1

The node with the minimal objective function value that is still leas
than the current upper bound on the optimum represents the new best sequence,

and its objective function value becomes the new upper bound on optimal. i

Otherwise, these nodes are fathomed and nothing is changed. If all nodes .

have either been fathomed or partitioned, then the current upper bound
is taken as the optimal objective function value. |

In this research a Branch-and-Bound algorithm which uses a depth

approach of "backtracking" strategy is developed. In particular newly
generated nodes are ranked and listed left to right such that the right-
. most node has the minimum lower bound. Subsequent branching emanates
from the right-most (highest numbered) node of the set first generated.
The depth approach involves partitioning a node at level i. For
L2 its successor nodes at level 1 + 1, the lower bounds are computed and
fathomed if possible. The unfathomed node with the minimal lower bound
among these successors 1s chosen as the next node for partitioning.
The other unfathomed nodes remain active. This procedure continues through
the n -~ 1 level. The predecessor node at the n - 3 level is considered.
If it has active nodes among its succes;ors at the n - 2 level, then another

attempt can be made to fathom these active nodes with the new upper bound.

If active nodes still remain, the active successor with the minimal lower

bound is chosen for partitioning. If no active nodes remain among the

successors, the predecessor node at the n - 4 level 1is considered, and the

e

As can be seen from the above discussion, the number of active nodes

;
|
i : process repeats.
!

at any time is not too large unless the horizon is very long. A filnal

N
-
®

node and thus upper bound is generally obtained quickly, and it 1s easy to

2-13
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locate the next node to branch from.

THE BRANCHING RULE

The branching rule is the criterion used to choose the next test in
the sequence for an unfathomed node at a certain level. Johnson (8]
shows that a highly efficient sequence of tests can be assured by choosing
the tests on the basis of a figure of merit derived from information theory.
The application of a test serves to remove some of the ambiguity j that is,
it reduces the uncertainty as to the identity of the fault. At any level
the "best" next test may be the one which results in the highest average
information gain with minimum cost. Therefore, the figure of merit to be
used 1s the ratio of ambiguity removed by a test to the cost of performing
the test. That is

Fk -~ Plogﬁ P - (1-pP) log2 (1-P) 1)

%

vwhere P is the a priori probability that the test will pass and Ck is

the cost of performing the test.

In the proposed branch-and-Bound s¢heme instead of Sranching over all
possible tests, chosse the test with the highest Fk among all possible
tests,

DOMINANCE RULE

Let Nt represent'a node corresponding to state S(t) and a particular
partial sequence. Let Q(Nt) be an optimal partial sequence from node S(o)
to “t and 6(Nt) be the associated partial sequence. Hence, Q(Ht) o E(Nt)
(where "o" indicates concatemtion) represents a feasible testing sequence

extending from S(o) to S(N) and passing through Nt' Define f(Nt) to be

the expected cost associated with the partial sequence G(Nt); ¢(Nt) to be

2-14




the expected cost from node S(0) to node S(t). Then the cost associated

with Q(N,) o Q(N,) 18 O(N) + £(N).
Consider any two feasible schedules Q(lt) o ﬁ(lt) and_Q(lt') ° 6(lt'),

let c(nt) and C(Nt') be the associated expected total cost. If c(ut).g C(Nt')

node “t “"dominates" Nt"

Theorem 1:

Consider two nodes “t and Nt' such that t < t’, that {s to say, S(t)<s(t'),

(where < in terms of degrees of ambiguity). If f(Nt) §_f(Nt'). then Nt

dominates Nt'.

. The proof follows from the fact that at a higher level in the tree if
the expected cost incurred thusfar is relatively small then the expected
cost of completion will be less.

Tt Theorem 1 implies that if node Nt' is generated, and f(Nt') is computed

and compared with f(Nt) for any previously generated node Nt such that

s(t') > s(t), and f(Nt) is found to be equal or smaller than f(Nt')’ then

branching from Nt' may be terminated.

! IX. TESTS REDUCTION TECHNIQUE

; As mentioned above the total number of significant tests equals

: (2“-l -1) where n is the number of elements in the system. In all previous

work, no attempt to reduce the set of feasible tests at node S(o) has been

tried.

In this section a reduction technique 18 utilized to minimize the

E - number of tests. This problem is analogous to the method for the selection

of prime implicants in digital system [12] or the covering problem in integer

i : linear programming [14].
e -

T e TR R
-
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Arrange all tests in an (nx Zn-l =1) array where the colunni indicate
the designated test and a row identify the possible faulty element. Let

r, denotes row 1, T, denotes column j of the testing matrix Ilaijll.

3

Reduction 1: If T e (the unit vector) for some 1, k, then

Ty is the only test to identify a faulty element i, delete row i. Also,

every row t, such that a k" 1 may be deleted.

t

Reduction 2: If r, 3_rp (in a vector sense) for some t and p, then
r, may be deleted.
Reduction 3: If for some set of columns R and some column k,

I T, >T, and

3 2 T C, £ C; column k may be deleted.
JeR

jék 1=

The last reduction's rule should be done interatively. Define the order
of tests as follows, the one which tests only one element has an order of
one, the one which tests two elements has an order of two, and so on. Start
the set R with tests of order one to try to eliminate tests of higher order.
Increase the order of tests included in the set R to check others with at
least the same order. To check the possibility of eliminating tests of
order one, make sure that the tests included in R are capable among themselves
to isolate the same element as the test of order one. These procedures are

{llustrated using the 4~element example problem in [13].
Table 1. Test of Primary System

Ck 3 5 "4 1 6 2 7
Tk T, T, T3 T4 TS T6 T7
= A
ﬁ @ P = +45 1 1 1 1 0 0 0
55:5 PE = .30 1 0 0 0 1 0 0
25 Py = .20 0 1 0 0 0 1 0
2
£'g P‘ = .05 0 0 1 0 0 0 1
2-16
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1. R = {4,6}; delete T,
2. R = {3,4}; delete T,
3. R = {1,4}; delete Tg

This will reduce the number of the feasible sets to only 4 (knowing
that the required number of tests is three) which reduces the dimentionality
of the problem almost 43%.

In general, the test used at any node must cause the correct partition
of the ambiguity subset; the effect of the test on elements outside the
ambiguity subset is irrelevant. A test is sufficient at a node if it has
o's for elements in one class of the partition, l1's for elements in the
complementary class, and either value for elements outside the ambiguity
subset.

BOUNDING APPROACH

Nodes are numbered in the order in which they are generated, starting
with Q as the initial node S(o0). Let IS(o)l denote the cardinality of the
set S(0), e.g., [S(0)| - [S(1)] = 1. Let M, be the set of nodes generated

from the nodes in M Denote by N, the unique immediate predessor of N,.

1-1° 3 b
P
It should be noted that in applying Theorem 1 to a node Nj € Mi’ Nj need only

to be compared with other nodes Nk’ Nk € Mi’ i.e., it is not possible to

have Nj € Mj’ Nk € Mj, J < 1, such that S(Nj) Z_S(Nk).
Let L(Nj) denote the lower bound on the objective function for all
solutions associated with Nj’ and define it as follows,
L(NJ) =4 (Nj) + A (2)

where A is a lower bound on the cost of partial sequence from Nj to a

feasible final node, f.e., A < £(N,). Let E, be the set of distinct feasible
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tests such that none of them has been scheduled before reaching node N,.

3

Since each test will partition the set S(Nj) into tvo sets, “j +1, Nj +1,
depending on the outcome of the test (pass - fail) then, N5+l is the node

representing the complement of S(Nj), s'(uj). Thus 8 lower bound for any '

node N, such that |3(Nj)| > 2 may be obtained as follows:

1. At Level 0: Notice that ¢ () = 0 and there are ti-1 tests to be

performed, therefore equation 2 is written as,

n-2

LN) = ¢ () + I min(T) Ip (3)
k=0 keE =~  ieN

2. At Level j: If Nj has the property that IS(NJ )| -1 > IS(NJ)I, then

P
n-2
LN,) =¢ (N)+ I min(T,) I P (4)
3 3 k=g keE® qen, 1
J h
otherwise, =2
LON) =¢ (N)+ L min(T,) I P, + I P (s)
3 37 k=g keE, k 1eN, 1 148, 1

3. At Level n-1: If the number of paths to reach node Nn-l equals

n-1, then
LN, ) = 60N ) = UN__)) (6)

where U(Nn—l) is the upper bound on the optimal solution, hence, an
optimal solution is obtained. V

Notice that after each branching process the two newly generated nodes
will have the same lower bound, In the case when one of the two nodes has
[s(Nj)l =1, 1i.e., one element has been isolated explicitely, fathome this

node and continue branching from its complement S'(N,).

3
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XI.

A BRANCH-AND-BOUND ALGORITHM:

Define ¢*(S) as the minimum value of ¢(Nj). The set of previously

generated states is designated by m, and the vector of the expected cost

9. UWhenever a new node N, is generated, S(Nj) may be compared with the

b
1list, and 1f there is an S € 7 such that S g_s(nj), Theorem 1 may be
applied. 1If Nj is dominated, back track. If there is the case that
S$= S(Nj) but ¢*(S) > ¢(Nj), ¢*(S) is set to be equal to ¢(Nj).

An algorithm based on the above discussion is now presented as follows:
1. Initiate node i by setting S(Q) = (1,1,...,1), ¢ (Q) = O, and
both 7, & = §.

2. Generate up to m new nodes N,, where m = |E°|, compute the

3
information-gain figure of merit, Fk’ using (1). Compute ¢(Nj)

and S(N,) for each node and add to T and . If no new nodes

A
can be generated, there is no feasible solution. Stop. Otherwise,
proceed to step 3.

3. Compute lower bound for each new node using (3,4,5,6). Label the

).
jP
4. Branch from the unbranched node with the minimum lower bound,

nodes N, with (L(N

3

and branch with the test, T *¢ N, where T, * has the max {F, }.
ke Ny K ax

For both newly generated nodes Nj’ Ns compute S(Nj), ¢(Nj

add to 7™ and ¢. 1If any node isolates a single element, fathome

) and

this node. Compute lower bound for the nodes and label N, with

h
j), ¢ (Nj). and ij).

5. Repeat step 4 until a final node with n-1 tests is reached. Set

(L(N

*
U =L(N_)).




X1I.

6. Trace back up the branch at any level where INJ | -1> |NJ|,

removing all previously branched nodes encountered and all
unfathomed nodes N, such that L(N.) > v, If no such node is
found, search for a node Nj up the tree such that L(Nj) < U*.
If no such node is found, the solution associated with U* is
optimal. Stop. Otherwise, proceed to step 7.

7. Branch from Nj using (1). For each newly generated node Nk
compute the lower bound and compare it with U*. 1f U* j_L(Nk),
remove Nk' For each remaining newly generated node Nk compute
S(Nk) and ¢(Nk). Apply Theorem 1 if possible. If an S 18 found

such that Nk is dominated, fathome N, . If no nodes remain after-

k

wards, return to step 6. Otherwise, proceed to step 8.

8. Label each node N, with (L(N ), Nj ).

3 J b P

9. Choose the node with the minimum lower bound and return to step 7,

), ¢(N

repeat steps 7 and 8 until a new final node Nk is reached. Compare

* * *
U with L(N If L(Nk) >U, go to step 6. If L(Nk) <U,

K
*
set U = L(Nk) and go to step 6.

NUMERICAL EXAMPLE

To illustrate the use of the algorithm presented above, the example in
[13] is solved where the data are as in Table 1. The corresponding network
is shown in Figure 4. The notation used is as follows,

The encircled number at the left of each node is the node number.
The numbers inside the boxes represent the state. The number at the top, right
of each box is the predecessor node number, the number at the top left indicates
the isolated element, the number at the bottom right is ¢(.), and the one at

the bottom left is L(N,). If L(N,) is underlined, then the node has been

3 3

fathomed. The solution proceeds as follows:
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2.

3.

4.

At node 2, using the reduced test matrix obtained in section 9,
calculate Fk for k = 1,2,4,6. Fﬂ = (.27, .25, .99, 36), thus the

maximum Pk corresponds to T&' Branch with Ta to generate node Nl.

L(Nl) = 1+ 2x.25 + 3x.25 = 2,25. At Nl, Fl = (.33, .12, .47).

Therefore, branch with T6 to generate node Nz.

L(N,) = 1 + 2x.25 + 3x.25 = 2.25. At Ny, F, = (.197, .148).

Branch with T, to generate node Ny. Since t = n-1 and IS(n—l)I = 1.

1l
Stop. ¢(N2) = L(Nz) = U% = 3,15 and Fathome node Nz.

Backtrack to node  and the next test with maximum Fk is T6.
Generate node N4. L(N4) = 3,40 > U%, Fathome the node and

backtrack.

The next test with maximum Fk is Tl' Generate nodes Ns and N6.

L(NS) = L(N6) = 3.75 > U*. Fathome both nodes and backtrack.

The only test left is T,. Generate nodes N7 and N8' L(N7) = L(NB) =

4.75 > U*, Fathome both nodes and backtrack.

Since all nodes in the network are fathomed. Stop. The optimum

expected cost, ¢*(N2), equals 3.15 and the optimum sequence is

{Tb. Tgs Tl}.
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XIII.

CONCLUSIONS AND RECOMMENDATIONS

From the example problem, the maximum number of nodes generated equals
8. Where Figure 2 indicates that for a 3-element problem 19 nodes are
required. In Johnson, et al (7] they approximate the number of testing
trees if complete enumeration is used. For a 4-element problem the total
number of testing trees equals 15. Thus, total number of nodes is 2(n-1)x15=90.
When n = 10 (which is very reasonable in practicle problems), there exists
about 3.44 x 107 trees, 1.e., 6.19 x 10° nodes!

Comparing the above Branch-and-Bound algorithm with the dynamic programming
approach for the same example. It is easily seen that the number of calcu-
lations and the storage requirements have been reduced dramatically.

We believe that a Branch-and-Bound approach is the best methodology
in solving the design problem of diagnostic and fault isolation procedures.
This approach will yield the optimum expected cost as the other procedures
but, with a very high efficiency.

Since the algorithm was tested on a reasonably small problem, n = A,

a future research is recommended to determine its efficiency in solving
practical problem of larger size, e.g., n = 50 which appears frequently in
BIT diagnostic procedures. Mechanization of the algorithm will help the
Air Force in evaluating their optimum procedures for BIT on site for a
real life cycle cost data.

Also in the future, the Branch-and-Bound procedure should be modified

to accomodate both the partitioning and secondary isolation problems as

defined in MIL-STD-1591 [9].
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EFFECTS OF NUCLEAR BLAST

DOUBLE SHOCK ON AIRBORNE AIRCRAFT

by

Clarence A. Bell

ABSTRACT

The response of aircraft to nuclear blasts is of considerable
importance. Blast input from bombs detonated above ground consists of a
primary blast and a reflected blast., This report describes studies of
response of aircraft to two blast inputs, the first from the primary blast
and the second from the reflected blast, which occur within a short time
interval. Preliminary analyses indicate that response may be more severe

when determined from a two-blast analysis.
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PREFACE

This report describes research conducted by the author at the Air Force
Weapons Laboratory (AFWL) at Kirtland Air Force Base (KAFB) in Albuquerqus,
New Mexico under sponsorship of the Southeastern Center for Electrical

Engineering Education (SCEEE) during a ten-week peried in the time span

from April 29, 1979 to July 14, 1979.
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Introduction

It is well established that an important factor in the maintenance
of world peace is the balance of power between the United States and
potential adversaries. That is, it is believed that the capability of the
United States Armed Forces to withstand a nuclear attack by an adversary and
still be able to deliver a nuclear retaliatory attack of catastrophic
magnitude is a major deterrent to such an initial attack. For this resson,
the study of the vulnerability of aircraft to nuclear axplosion is of signi-
ficance., In the event of an attack, part of which is directed toward an
Air Force base, it is anticipated that some degree of warning would be
available and that an attempt would be made to launch a counterattack.

Thus, it is assumed that some retaliatory aircraft would have been launched
and would be sufficiently far from the explosion to be unaffected by it, soms
would still be on the ground and would be destroyed, and others would be
airborne but would experience a considerable amount of blast input.

The survivability of aircraft in this last group would depend on many
factors, such as proximity of the aircraft to the blast, the direction of
the flight relative to the explosion location, the altitude of the aircraft
and of the explosion and the maneuver status of the aircraft at blast intercept.
Therefore, several strategies are available for the crews of these aircraft
to pursue. Optimal escape strategy depends on a critical knowledge
of aircraft response to various blast conditions. This is particularly
true vhen the effects of the reflected shock wave (reflected from the ground)

are taken into account.
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The subject of this report is the survivability of airborme aircraft
which have encountered a considerable amount of blast input from nuclear

explosions.

Description of the Blast Environment

The blast environment has been studied extensively [1] and only a
brief summary is provided in this report.

Atmospheric responge to nuclear explosion can be characterized by near-
field and far-field effects. Near-field effects can extend to several
hundred or perhaps, to a few thousand feet and are associated with intense
temperatures, pressures and radiation levels. Aircraft in the near-field
have no probability of survival and, therefore, are not the subject of the
study described in this report,

When a nuclear explosion occurs in the atmosphere above ground leavel it
results in a step-function atmospheric pressure change (and the associated wind
velocity gust which follows it) which moves away from the explosion as a
shock wave front. In the near-field this wave front can move out at a rate
of several thousand feet per second. As the wave progresses outward, it
moves through an atmosphere which is more normal in its conditions lnd'uoon
moves at a speed approaching the local sonic velocity.

When the shock wave encounters the ground, a reflected wave is formed,
as shown in Figure 1, The reflected wave appears to emanate from a point
the same distance below ground level as the nuclear explosion is above ground
level. Both shock waves, the primary wave and the reflected wave, move
outward and can encounter an aircraft in flight. Thus, the aircraft can

experience two shocks if it is operating in the appropriate regims.
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Since sonic velocity depends on the temperature of the medium (air)

through wvhich it moves, the primary and reflected wvaves do not generally

move at the same velocity. Since atmospheric temperature decreases vwith

altitude, the reflected wave (wvhich is closer to the ground) moves at higher
velocity and can overtake the primary wvave. This situation is illustrated
in Figure 2. The figure shows an iso-overpressure contour (a contour of
constant incremental pressure) in the far field. The upper portion of the
contour, labeled the primary region (sometimes called the region of free
air shock) shows the iso-overpressure contour dus to the primary wave
B front. An aircraft in this region would experience this overpressure pulse
and, some time later, a weaker pulse from the reflected wave. In the bottoa
portion of the contour, labeled the mach shock region, is the region where

L . the reflected front has caught up with the primary front and the resulting
shock is the sum of the two shocks. In the middle portion, labeled the
transition region, the primary shock is followed by the reflected shock,
but the reflected shock 1s of greater magnitude than the primary shock.
The intersection of these last two regions is called the triple point,
Typical pressure time-histories in these three regions are shown as inserte
in the figure. The iso-overpressure contour of Figure 2 is based on the maximum
value of the overpressure, as shown in the inserts. That is, in the free-
air shock region, the contour is based on the pressure valus at the first
peak; in the transition region it is based on the value at the second peak;
and in the mach shock region it is based on the value of the single coalesced

peak.
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Research Topic

The topic selected for research [2] concerns the dynamic response of
aircraft to nuclear blast environment (overpressure and gust). The
general methods for dynamic response calculations are well known and have
been uged for the past 20 years to predict stand-off ranges for nuclear tests
in the atmosphere and for predictions of survivability in war games. These
predictions were generally threshold-of-damage predictions and were labeled
"suresafe." In recent years the emphasis has been placed on mission completion,
That is, acceptance of the fact that some damage would occur and
determination of the response corresponding to a standoff range which would
just permit completion of the assigned mission. (The mission may consist
of takeoff, climb, cruise, refuel penetration, etc). Associated with this
emphasis is a new set of dynamic response problems, an important one of which
involves consideration of response to double shock.

This research project emphasized a study of aircraft response in the
transition region relatively close to the triple point. In a typical study
case in this regime, the aircraft would be impacted by the primary wave
front and started into its characteristic vibratory motion. Then, a short
time later, the reflected wave front would impact the aircraft and result
in additional input into the aircraft's vibration. It is felt that the
damage resulting from the second input should depend critically on the
vibratory displacement state of the aircraft at the time that the second
input arrives.

To illustrate the point, consider a simplified example. Suppose the
aircraft has experienced the primary wave input and has been set into vibration
by it. If the wings are in the maximum upward position of their sinusoidal

vibratory motion just as the reflected wave front arrives and causes an upward
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aerodynamic force to be exerted on wings, considerable damage could occur.
Conversely, if the secondary upward force arrives at another time, say just
as the wings are moving through their equilibrium position with maximum
downward velocity, it could actually alleviate structural loads. Thus

the degree of damage depends upon modal frequencies and time of arxrival of
the second shock,

For this reason, consideration is turning toward use of the transition
region to position aircraft and to evaluate the range at which mission
completion damage occurs. Since this is a function of the response of the
system when excited by the multiple shocks it may or may not be important
to position the aircraft where the second peak is equal to some estimated
value of hardness., The first peak may be the important response. The need
exists, therefore, to study the reponse of a typical multi-degree of freedom
system with multiple encounters to determine the important and controlling
parameters, The payoff for this analysis would be a recommendation to the
Strategic Air Command (SAC) to either fly low and fast to cbtain a large
range or climb above the triple point path, If the transition region is
not as severe as postulated then an increased capability exists which should
be incorporated in the SAC planning.

The specific research activity consisted of the development of a mathe-

matical model of an aircraft typical of ones employed by SAC, such as the

B-52H and KC-135, and the analysis of the response of this model to mathematically

simulated blast input both with and without ground reflection effects. Two

simultaneous approaches were employed: one approach was to gensrate a

relatively simple model of an aircraft (with similarity to the B-52H), assuming

a set of inertial and stiffness properties, deterﬁining the appropriate mode
shapes and frequencies, using unsteady subsonic aerodynamics for the forcing

functions, and calculating the resulting aircraft structural loads at a




few typical places. Based on this approach, the analyses would be conducted
both with and without ground reflection effects. The other approach was to
modify existing large-scale Air Force codes so as to reduce them in size and
complexity and apply them to a study of the two shock probles. The model
employed in this approach bore a similarity to the KC-135.

1. Generation of a Simple Model

It was considered d;sirable to develop a simple model of an aircraft
for the purposes of this research because a simple model would be relatively
easy to change to accommodate varying refinements and becauge it would be
relatively inexpensive in terms of digital computer costs to analyze many
blast and flight conditions.

The model formulation followed standard methods (3) and was started by
basing mass and stiffness on data obtained from the Boeing Company (4) for the
B-52H, The Boeing data was obtained in a form suitable to be used to
perform a large multi-degree-of-freedom analysis and had over 100 degrees of
freedom, From this data the author reformed a model which consisted of 24
degrees of freedom. An attempt was made to use the mass and stiffness data
of the 24 degree-of-freedom system with the first 24 modes of the Boeing
vibration analysis to generate generalized mass and stiffness data. It
was anticipated that there would be problems associated with this simple
technique and these problems did, indeed, occur. The resulting generalized
mass matrix (which should have been diagonal) had large off-diagonal terms
and proved to be unusable.

Effort was directed toward obtaining the eigenvalues (frequencies) and

eigenvectors (mode shapes) of the 24 degree-of-freedom system by adapting an
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existing code, MASSMOD (5). This adaptation is partially successful but not
complete as of this writing.

2, Modification of Existing Codes

Large complex codes for the dynamic analysis of aircraft exist (6, 7).

One of these codes, a subsonic version of VIBRA4 was modified to reduce the
size of the code and was employed, together with mass and stiffness data
roughly simulating the KC-135, to analyze the dynamic responsse of the model
to blast input both with and without ground reflection effects.

The modifications to VIBRA4 consisted of elimination of numerous cal-
culations of stress levels on the aircraft, reduction of the number of degrees-
of-freedom to a maximum of ten, elimination of the outputting of a considerable
amount of miscellaneous data such as modal shapes, generalized masses, and
structural loads, and display of time histories of input gust velocity and
selected responses, These modifications resulted in a relatively inexpensive
tool for analysis of double shock imput.

A few analysis runs were made to examine the effects of neglecting double
shock input. These runs are incomplete and preliminary but they seem to
indicate that the double shock effect will produce higher loads than would be

experienced by single shock at the same overpressures or gust velocities,

Recommendations for Further Research

The research has resulted in the development of a tool for relatively
inexpensive analysis of the double shock effect., This tool results from a
modification of existing large-scale codes. It is effective but rather
crude and could be refined to be a more useful and less expensive tool. It
is recommended that activity continue to refine and simplify the code to

produce a more useful and inexpensive analysis tool.




The analysis of the double shock phenomenon using the techniques developed
is very preliminary. It is recommended that analyses continue, along with
refinement in the methods, to investigate the significance of double shock

effects,
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ICING TESTING WITH MODELS ~ SIMILITUDE CONSIDERATIONS
by
Warren W. Bowden
ABSTRACT

Research on fcing, anti-icing, and/or de-icing of atrcraft surfaces
would be less expensive and more flexible if it could be done using small-
scale models. The reliable scale~up of test results from models depends,
in theory, whether or not similftude can be maintained between the full
scale equipment and its model,

The author (a) surveyed the literature on the application of simi~
litnude and the use of models in icing-, anti-icing- and de-icing- testing;
* (b) collected together the most valuable work on this subject; and (c)

reviewed it critically with the aim of developing practical procedures for
scaling up test results from models.

The conclusions resulting from this review are as follows:

' . (1) Most of those who have studied the use of models, scale-up and

similitude in icing/anti-icing/de-icing of atrcraft surfaces conclude
that it is possible to scale up results from models.

(2) However, some authors express doubts whether valid scale-up is
possible.

(3) Experimental data confirming (or disproving) valid scale-up are
limf ted, mostly qualitative andnot at all convincing one way or the other.

The author made recommendations as follows:

(1) Initiate a research program to establish whether or not icing,
anti-icing and/or de-icing on models can be scaled up,

(2) Set up test equipment so as to maximize flexibility in the choice
of individual test objectives.

(3) Develop computer programs to aid in the establishment of test con-
ditions for models and the scale-up (or scale-down) of design data,

Contacts with NASA-Lewis makes it appear that a cooperative venture in
this area between NASA-Lewis and Arnold Center is possible,
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I. INTRODUCTION:

If one could carry out icing testing using reduced-scale models, one
would accrue the advantages of economy, flexibility and an expanded range
of available test conditions.

When models are used in icing testing or any sort of testing it must
be shown that the results obtained on the model can be expected to scale
up to the full scale equipment. It has been shown by rigorous argument
and by experiment (1,2) that 1if similitude is maintained between the two
scales, the results will scale up closely. Similitude in this context
means that the model- and full scale-equipment are similar geometrically
and are exposed to similar aerodynamic and heat transfer regimes.

This report summarizes the results from a survey of the literature
on the application of similitude to icing testing. The rate of accre-
tion of ice on a surface depends on the impingement flux, W", surface
conditions, and heat transfer. The impingement flux depends primarily
on geometric and aerodynamic factors. The heat transfer effects depend
upon geometric and aerodynamic considerations but also upon temperature
and humidity driving forces. Hence, the two principal dependent vari-
ables are coupled. In this report impingement flux, W'", will be dealt
with first, heat transfer next, and finally the interaction of the two.

Appendices A-I to A-IV contain summaries of several papers on the
application of similitude to icing research.

Appendix B-1 is a discussion of certain results in the seminal paper
by Willbanks and Schulz (15) on the simulation of icing conditions in
test cells.

Appendix B-II gives the derivations of steady and unsteady energy
balances using the steady and unsteady First Law expressions. These
derivations emphasize the implications of underlying assumptions of
steady state conditions. Some of the widely-quoted equations (from (17),
for example) are subject to considerable doubt 1if applied to a section

undergoing freezing conditionms.
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II. OBJECTIVES:
The objectives of this research were as follows:

(1) To survey the literature on the use of models and similitude
in icing-/anti-icing testing.

(2) To collect together the most valuable work on this subject
for convenient reference.

(3) To review critically the application of similitude in icing-/
anti-fcing research and thus develop practical computational procedures
for the use of models in this work,

ITI. SURVEY OF LITERATURE!

The author made use of an on-line Information Retrieval Service (Lock-
heed DIALOG) and reports which Dr. Jay Hunt supplied in searching for pre-
vious work on the application of simtlitude to icing research. Some 15

papers/reports/sections of design manuals were found which contained per-
tinent matertal. These references are listed below under "References".
IV. SUMMARY OF WORK ON APPLICATION OF SIMILITUDE TO ICING-/ANTI-ICING
RESEARCH :
The work of four authors on this subject has been summarized in Appen-
dices A-I through A-IV.
V. CRITICAL REVIEW/COMPUTATIONAL PROCEDURES :
Reading the summaries in Appendices A-I through A-IV leads one to

the following observations:

(1) There are a variety of approaches to the application of simi-
litude to icing research with varying degrees of rigor,

(2) Similitude conditions with respect to drop trajectory/collec-
tion efficiency has been much more carefully worked out than that for heat
transfer.

(3) There is not a unanimity of opinion whether or not it is pos-
sible to maintain complete similitude between model and full scale equip~-
ment,

(4) Experimental data confirming (or disproving) the applicability
of similitude principles are not abundant and not convincing one way or

the other.
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As stated in the Introduction, computational procedures for mainte-
nance of similitude of impingement flux, heat transfer, and the combina-
tion of these two are developed in separate sections below.

(A) Maintenance of Simtlitude with Respect to Impingement Flux, W"':

Impingement flux, W', is the mass of water striking an appropriate
unit area per unit time. As shown in reference (3), W' can be calculated

from

' - _HZ_
w (LWC)O (%et) Vo EH (1)
wherein
(LWC)o = liquid water content of upstream air, M/L3

(AFZ ) = an appropriate geometric factor which allows for local
wet water distribution (See (4) ), dimensionless

V, = uniferm approach velocity upstream of object, L/§

EM = overall impingement efficiency, dimensionless

The factor (AFZ ) must be geometrically similar in the model and the full
wet
scale equipment in order to maintain similitude. (LWC)O and Vb can be

varied independently. The interaction of these variables and EM required
to maintain equal W' in the model and full scale equipment will be dis-
cussed after a detailed discussion of EM in a subsection below.

Overall Collection Efficiency, EM. As discussed in detail in refer-

ence (5), Ey 1s a complicated function of the impingement parameter, K,,
defined by Equation (2): x

Ko = K [j—s' (2)

2 (9)2 v
wherein K = inertia parameter = 9 \2 "w o

L. ¥,

and d = drop diameter, L
(w = water density, m/L3

V, = uniform upstream velocity, L/

4~6



M, = viscosity of air, ®/(L§)
Lo = characteristic length of object (See (6) for examples), L

T = (true droplet "range")/(Stokes' Law "range'"), dimensionless
8

Obviously, in order to keep Ey the same for a full-scale object (sub-
script f) and its reduced-scale model (subscript m), one must maintain con-
ditions such that K,, = K,¢.

If the scale factor relating the sizes is R, then Lo ™ RL.¢s and
from Equation (2)

(3

In obtaining (3) it has been assumed that Pw and Mo are constant. As

shown by Pfeifer and Maier (7), JIAS is a nearly linear fumction of the
drop Reynolds number, NRe,d =d vV ew /Mo . The ratio [( “/ ds)f / ("/4‘8)'1

is essentially related by the ratio (d Vo)m / @ Vo)f . Hence, one could
write Equation (3) in the form

Ll
- - vof = vof
d = d; ;,—; R . f(df, vom) (4)
Equation (4) can be written as
v % \'J
4 -4 vaR) . f(ﬁf,v"i)-o (5)
om om

and, for a given R, vof/Vom ratio and Ef , 8olved for the Em required for

the model to maintain dynamic similitude and thus the same EH . The

ratio vof/vom might need to differ from unity in order to maintain simili-

tude with respect to heat transfer.

To demonstrate how this procedure would work and to check if a feas-

ible mean drop diameter is obtained, consider the example given in (8):
L de = 20pMm, Npe g = 135, Vo = 314 ft/sec, (@, = 62.4 1b/fe3, M, =
S 1.1 x 103 1by/ft-sec. From Figure 3-6 in (8) A/l\s = 0,32

4=7




Assume that for some reason: vof/von =1.8 R=1/10
Now, in Equation (3) or (5):

1 (0. 32)"

3
d -20 .8 x-% =0
n { 1‘) A=
_ 4.8
or dm - (A/As)g = o (A)

In the example referred to above:

fu 13 U
M, 20 % 315 0.02149, vom 1.8 174.4 and

N =d x 174.4 x 0.02149 = dm x 3.748

Re d
m

Now solve (A) by trial:

Trial dyAss. Npedm (4/A9)n Fmcale. Thss. - 3 calc.

1 30 11.2 0.31 8.62 21.4
2 10 37.5 0.5 6.78 3.2,
3 5 18.7 0.61 6.14 - 1.14
4 22.5 0.58 6.3 - 0.3
5 26.2 0.57 6.35 0.65

- 0.3

So dm=6°3+6—.?5-- 6.6
dm = 6.6pm

This means that if the full scale test were run as in the example given,
and 1f it were necessary to have R = 1/10, vof/von = 1,8 , then the test

using a model would need to be run with an average drop size around 7fam

" in order to have the same EM .

It should be pointed out that an examination of the B“ - Kb curves
given by Pfeifer and Maier (9) shows that for values of K> ~10
EM changes very little with Ko . Consequently, providing the impingement
parameter, Ko , 18 maintained above 10, scaleup of results should be
reliable even though similitude has not been maintained.
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Impingement Flux, W'. From Equation (1), if the ratio (H"./U"f) is

to be unity,

‘ HZ HZ
(M)om Auet )- von Blh - (L“C)of (cht)f vof lﬂf (6

The ratio (uz/Awet)u / (Hz’Avet) ¢ will, by virtue of geometric simtlitude, ‘,;
equal unity. If it has been possible to maintain l‘.". equal to lm » then !

we have

(I.WC)MIl Vm - (letco)f Vog m

If, for some reason, it is necessary to have a fixed ratio votlvo- + then
the 1iquid water content for the model should be related to that of the \
full scale apparatus by

v
awcy, = (o) V:—: ®

Equatton (8) gives the (LWC) o Deeded to assure the same W' in model and

full scale test object.
Ice Thickness, Ty . Ice thickness, TI , 18 calculated from

T, - w_ (9)
{ce

In this expresstion f ice is fixed and 7 , the time of the experiment,
can be vartied independently of other factors. The impingement flux, W",
can be scaled up as described above.

Other References. Reference numbers 10-14 give alternmate approaches

to the maintenance of similitude during model testing. Summaries of the
matertal on similitude in several of the papers/reports are given in
Appendices A-I through A-1V.

(B) Similitude With Respect to Heat Transfer:

Case 1. No Freezing on Surface, TgW 0°C. For a case where there

is no freezing on the surface, we can use the equation in the paper by
; Willbanks and Schulz (15)




- B 2L

(10)

(See notation below.)

In Equation (10) Q is a dimensionless heat transfer parameter. In
words, it is the ratio of the total anti-icing heat input flux, q",
(heat flow rate per unit area) to the convection heat transfer flux,

Gt (Ts - T:) ). The factor b is the ratio of the sensible heat capa-
city (w;cc) to the convective heat transfer coefficient h. At slow air
speeds and if the droplet temperatures equal the air temperature, b would
be the ratio of sensible heat to convective heat,

If one rewrites Equation (10) in the form

0.67

Q" =h (T_-T.) + h M, P (B - Pre)
s s r — |5 —_— hfs
C M c e
P a
- l[ c
"‘ bh TS - TC, - Te . 2“ 1 . CE . Mez (11)
c

one can immediately associate the first term with convective heat tramsfer,
the second with evaporative heat effect and the third with the net sensible
heat effect.

Consider now each of these phenomena in turn. In order to maintain
similitude with respect to convective heat transfer, one must have equal
transfer coefficients,'i, in the model and in the full scale, The heat
transfer coefficient, K, is a function primarily of the Reynolds number
and Prandtl number. For example, from reference (3) the following

\ equations are recommended:
L J
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- (A) Leading edge of an airfoil ;

hg D 3 ;
Neu.p __..i_ = 1.14 (NRQ,D)O'5 (Npr)o'l' (1 - (% (12) !

wherein
D = 2X (airfoil leading edge radius)
0 = angle from stagnation point ° - 80°)
» Vo D

NRep * M
o]

N Pty S e et

NPr = Prandtl number of air

{%, Vo, Mo = density, velocity, viscosity, respectively of the air

(B) Stagnation point on a nose cone or spinner,

S T———— e e S S R

wherein
_ hD _ 0.5 0.4
NNU,D - " 1.32 (NRe’D) (Npr) (13)
" . = V D
NRe,D —OML—

o

? (C) side panel regions and surfaces of nose cones and spinners aft
of the stagnation point (flat plate correlations):

N =BS5S _ 0300 i )05 933

NU,s T K Re,S (.

by (Laminar flow) (14)

T e

Ny s = l‘[-(s- =0.0296 (. %% )% 3% (Turbulent flow) 15)
]

Re,S Pr

wherein

vV s
N - Le e

Re,S

e

e
S = characteristic dimension

(D) Internal anti-icing bleed air passages

hDe 0.8 0.4
NNU,De X~ 0.023 (NRe,De) (NPr) (16)

+=




wherein

VDe
NRe, De M 10000
4 x (cross-sectional flew area)
instde wetted perimeter

De =

Hence, to maintain similitude with respect to convective heat trans-

fer, one must keep N - hL constant, where L is some characteristic
NU K

length. Now, L by necessity,must be different in model and full-scale
equipment., Changing L changes the numerical value of NNU and NRe . In
fact, h is proportional to L—o'2 or L—o'5 from the above equations. To
carry through an analysis let subscript m refer to the model and £ refer

to the full scale and assume that Equation (15) applies:

h s Vs 0.8 . \)0-33
< = 0.0296 = —P—K a7
m m m

0.8 0.33
h.S é.v. s cu] ™
£ £ _ 0.029 f £ £ 2 (18)
K, M, K J ¢

S = a characteristic length
Divide Equation (17) by (18) with h = h to obtain

£
Sn_Xe
sf Km
sm 0.2
or —_—
S¢
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If one assumes that the ratios of physical properties do not change

very much, then

If Sm/Sf = 1/10 , then Vln = 0.562 Vf .

Looking now at the second term in Equation (11), the evaporative
term: the rate of evaporation is proportional to the driving force,
‘ —— = P\OD.67
(P“Q - Pve) /Pe , and the mass transfer coefficient, (hl!v/(MiCp) =
The evaporative energy transfer rate is hence the product of (mass trans-

).

fer rate) (Latent heat). Assuming a constant driving force this term
depends on the same factors as convective heat transfer.

The third term in Equation (11) essentially concerns the sensible
heat, the heat required to increase the temperature of the incoming water
from TC to the surface film temperature T8 . The coefficient (bh)
equals w.e. » the total heat capacity of the incoming fluid. Thus, (bh)
is a function of W' and the liquid water heat capacity Cc . The latter
quantity is constant for all practical purposes.

Notation for Section V-B

b = gsensible heating parameter = wcCc/E
cp = air heat capacity

.= 1iquid water heat capacity

D = diffusion coefficient of water

h = convective heat transfer coefficient




hfg = latent heat of evaporation

K = thermal conductivity

iv = molecular weight of water = 18,016

Ma = molecular weight of air = 28.996

He = Mach number at outer edge of boundary layer = a function of
My , T » '1'e (see reference (20), pp. 162-169)

M@ = Mach number of free air stream

Pe = total pressure at outer edge of boundary layer

Pr = Pranotl number of air = CPM/K

P = gsaturation vapor pressure of water

Pve = parttal pressure of water in free stream

q”s = anti-tcing heat transfer flux

Q = dimensionless ratio defined by Equation (10)

r = recovery factor = (Pr)ll 3 (turbulent boundary layer)

Sc = Schmidt number = M/@D *
-1 2
Tr recovery temperature Te QA+ 3 Me )
Ts = f{lm surface temperature
Te = temperature at outer edge of boundary layer = a function of

Mg and Me (see above-mentioned reference)

T = temperature of approaching water droplets

c®
= heat capacity ratio = Cp/(:v
M = viscosity

e = density

(C) Interaction of Impingement Flux and Heat Flux
Tt is clear from the discussion above that to maintain the sensible

heat term constant it is necessary to keep W' constant. To keep W"
constant one needs to keep the product (LWC)O fA:—zeE) Vo EM constant. The
factor (5321:) is fixed by geometry. If the malntenance of dynamic simili-
tude with respect to convection heat transfer requires a change in Vo , this
may trigger a change in EM . Furthermore, a change in Vo will necessitate
a change in (LWC)O. Providing the ratio (vom/vof) is such a value that it

can be compensated for by changing (LWC)O , equal values of W' can be

maintained,
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The above discussion leads one to the conclusion that it is impor-
tant to know whether one or another of the three terms in Equation (11)
predominates in any given situatfon. For example, if in a particular
instance, the convection heat transfer rate were 90X of the total anti-
icing heat transfer, then it would not be too important to maintain com~
plete similitude with respect to the evaporative heat transfer or the
sensible heat flow. On the other hand, 1if in a particular case the
three are approximately equal, then it would be important to maintain
dynamic similitude with respect to all three modes of heat transfer.
For example, in the case discussed in Appendix B-I, when He = 0.4,

b = 0.251, the percent of anti-icing heat being used for sensible heat
is 1.6%. Hence, for this case, one need not be very concerned about
dynamic similitude with respect to the sensible heat effect,

On the other hand, when Me = 0,4, b = 2, the sensible heat effect
predominates and similitude with respect to this effect would be
especially important. In this particular case the latent heat and con-
vective heat are about equal and of such a percentage that they also

would have to be considered.
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RECOMMENDAT IONS
In view of
(a) the need for sound calculation procedures and reliable data for

design of anti-icing and/or de-icing protection of aircraft surfaces,

(b) the rather conspicuous advantages derived from the use of models

in the determination of these data, and

(c) the uncertainties which currently call into question the appli-
cability of similitude and the wvalidity of scale-up of anti-icing and
de-icing results from models,
the writer makes the three recommendations below:

(I.) Initiate a research program to establish whether or not results from

models in icing-/anti-icing/de-icing tests can be validly scaled up.
The first of such tests should be on a body for which the collection

efficiency is well known, a cylinder, for example, The primary objective
of such tests would be to determine if heat transfer and the interaction
T - of heat transfer with collection efficiency can be scaled up. The format
. of this investigation would be:
(a) run tests on a full scale object under a given set of conditions,
} (b) run tests on a model under conditions calculated to be scaled
down according to the laws of similitude, and
(c) make a comparison of the results from the two above conditions
by statistical criteria to determine whether or not the scale-down was
indeed valid. A few such tests on each of a few shapes would confirm (or
disprove) the validity of tests with models and the applicability of simi-
litude principles,

A few comments on the nature of the above investigation are in order:

The key decision whether the tests should focus on anti-icing or
de-icing, or '"no protection" conditions is a difficult one. If one
chooses the "no protection” option, he should consider that there is
available now a corpus of qualitative data, that new data on this pheno-
mena are likely to be qualitative or semiquantitative at best, that the

Lo e A it i e e

' impingement efficiency will be changing with time because the shape and
size of the ice deposit changes with time, and that heat transfer effects
are secondary. The choice between anti-icing and de-icing protection
depends on many factors: the surface under consideration, the practical

means of applying heat to the surface (resistive electrical heating,

A it S
y -
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double skin heat exchanger, heat pipe), the problems caused by "runoff"
and/or shedding. If shedding can be tolerated, then intermittent elec-
trical heating (de~icing) needs to be carefully considered. If runoff

is no problem, then anti~icing protection probably should have top prior-
ity. Finally, experimental data comparing icing, anti-icing and de-icing
occurring at altitude with that occurring at sea level should be obtained.
All these comments lead to recommendation (II).

(II.) Set up test equipment so as to maximize flexibility in the choice

of individual test objectives.

In other words, the shapes under study should be so equipped that
the heat input can be intermittent or steady, the heat fluxes, the sur-
face temperature and other important variables can be accurately mea-
sured. Plans for measurements to be taken, recorded, and to some extent
analyzed, by microprocessors in real time deserve top consideration.

(III.) Develop computer programs to aid in the establishment of test

conditions for models and the scale-up (or down) of design data.

In this situation the collection efficiency and heat transfer must
be scaled down (or up) simultaneously according to the principles of
similitude. As can be seen in other sections of this report, the
required calculations are not simple. The time savings and flexibility
afforded by appropriate computer programs cannot be overemphasized. Such
programs would be quickly adapted for the microprocessor used to massage
the data while it is being collected.

These programs should:

(a) be well-structured, i.e., easily understood, easily modified by
programmers reasonably skilled in the art, free of unanticipated action
and untoward output;

(b) be well documented; that is, provided with descriptions of cal-
culation procedures, flow diagrams, subprogram descriptions, variable
descriptions and specifications, and illustrative input/output;

(c) have checks of input data for reasonableness to avoid misuse
and waste of execution time; l

(d) have provisions to prevent ungraceful fatlure;




ey e --.-m’

i (e) have adequate error/warning messages to the user in situations
é where failure may occurj and

(£) be portable.

! Communication with personnel at NASA-Lewis makes it seem likely that

a cooperative Armnold/NASA-Lewis research program could be arranged.
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Appendix A-I

Summary of Study by Armand, et al,, on Similitude

Armand, Charpin, Fasso and Leclere (1) found that the model scale,
K, is related to the other parameters by the expression

2-x lx
K= 3-5% X b -1, 1)
Pgp* Ty 2 (Ta + 1D/(T,, + 17 ™}
where x is chosen so that
C. Re
—57 = K Re)" (a-1, 2)

represents the best fit of the drag coefficient with Re, For values of Re
between 6 and 120 they found that the best x was around 0.39. In most

cases Tam/'l‘af is close to 1, and a practical formula is:

aK1.61 v 0.61
¥ K
K= (A-I, 3)
0 ’
Pak .39
The liquid water content ratio, LWCK ,» and icing time ratio, IT;-, are
given by
PaKO.S
W= 7, 02 ; 1.6 (A-1, 4)
@K ak
and
1.6
fT K1‘2 TaK
= (A‘I) 5)
v 0.8 P0.8
K ak

Equations (A-I, 3) and (A-I, 4) are valid only if the relative heat

factor, b, and icing fraction, n, (2) are equal in both scales. The equ-

ation derived in (2) relating these parameters is as follows:




6 P
i‘—‘ﬁp—x——l-o— =t (1+b) + 1730 2
a a

v 2

+ 79.7nb + (3.65 + b) 8370

(A-I, 6)

In the above equations, (A-I, 1) through (A-I, 6), the symbols have the
following meaning:

K = model scale

PaK = Pam/Paf = atmospheric pressure ratio
V‘K = ypstream velocity ratio
TaK = ypstream air temperature ratio
CD = drag coefficient

Re = Reynolds number

ay = drop diameter ratio

5; = water partial pressure in free stream
. n = fcing fraction c W
’ ’ b = relative heat factor = £

h
Cp = heat capacity of liquid water

W' = water impingement rate

h = convection heat transfer coefficient

The flight of an aircraft under any given conditions is characterized
1 by the following:

W' ' velocity

"f = angle of attack

E Hf = altitude corresponding to a pressure P.s and temperature taf
] The icing cloud is characterized by its:

(LWC)f = liquid water content

a, = droplet median volume diameter

f
Pe ™ water partial pressure

The ice deposit on a wing or whatever depends on the above parameters
and duration of the icing condttion, 7-t .

-
[ ]

For aerodynamic similitude

' °( mn \(¥ (A-1, 7




e TR

|
\-——
[ ]

For similitude with respect to heat transfer, values of the parameters

LN Py and Vg fix the rate at which heat transfer takes place.
Hence, the relation between n and b, from Equation (A~I, 7) becomes
A, + B_b
n= ‘—f'-b——-f— (A-1, 8)
For similitude to prevail with respect to heat transfer, the four variables
just listed should lead to the same value of n for both scales, so

A, +B_b A +B b
m m

g Be®

or A=A and B, = B (A-1,10)

f £
wherein A and B are groups of variables in Equatfon (A-I, 6) when it is
solved for n.

Similitude of droplet trajectory is ensured if the mean drop diameter

ratio is chosen such that
0.39
KP

.6
R T (a1, w)

P K
Similitude of ice deposits depends on LWC and '7-.

Similitude for rotary wing aircraft is also discussed briefly.

References:

(1) Armand, Claude, F, Charpin, G. Fasso and G, Leclere. "Techniques and
Facilities Used at the Onera Modane Centre for Icing Tests," Aircraft
Icing, AGARD Advisory Report #127 (November, 1978),

(2) Messenger, B. L,, "Equilibrium Temperature of an Unheated Icing Sur-
face as a Function of Air Speed," J. of A. S., 20, pp. 29-42 (1953).
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Appendix A-Il

Abstract of "Theoretical and Experimental Study of the Influence of
Various Parameters on the Icing of a Profile," by Jacques Bongrand.*

Theory:

One can cause the following parameters to varys

1. The static pressure (represents altitude)

2, The static temperature of the external flow

3. The relative velocity at infinity

4, The concentration of water upstream

5. The average diameter of the water drops.

Outline of Icing:

A general description of the phenomena.

Trajectories of Drops

The magnitude of the force on the drop is calculated from an equ-

ation of the form:

M
For a value of u of the order of 10 to 100 m/sec and d in the vicinity of 20

~1/2
<’ ud € ud
f( v )-\-k n ) (A-I1, 2)
To maintain similitude of capture one should maintain the expression
"1/2 d—3/2 V-1/2

R=@a ¢ Vd) (A-IX, 1)

microns, one can take

constant.
If this condition is realized, the fraction of water captured by the pro-
file varies according to the product CV, where

C = water content

V = upstream velocity at infinity

Heat Transfer

The various terms can be evaluated as follows:

1. Kinetic energy of the drops is V2/2 per unit mass or 103J/K8 at
100 m/s and 45 x 103 J/l(g at 300 m/s compared with the heat of fusion of
£330 x 103 J/K, .

* See end of this Appendix for reference.

4=-24




o .
i, G

2. Convection heat transfer
The magnitude of the heat flux "emitted" by the wall, F, is of the 4

order
e V} «0.2 o3
i Fl ~ V (OP - Oe) T) ~ - (eV) ae (A-II, 3)

Heat lost by vaporization of drops in the boundary layer, The quan~

s cem ki

tity of water vaporized per unit volume of boundary layer is proportional

to A
PS(Q:.Q.‘.")_ p, (8) }’

2

e 4

whence the searched~-for flux, Fj is:
B+9r _‘
Fy~ v‘li Psl___z___) - P () g
0.8 o -0.2
~N Lyt *
v 6’ PS 0) ‘9

-0.2
where 8 1 ~ (e V‘Q (A-1I1, 4)

M

is the displacement thickness of the boundary layer.
These results allow one to make explicit the "Equation of Thermal

Equilibrium":

F, + F 2
c +aL, =L 2 ¥

1- Kcv 2 (A-11, 5) ;

wherein

C' = heat capacity of water i

Q = KCV= fraction of water captured
The conversion into heat of the Kinetic energy of the drops does not inter-
vene in a practical way for VL&100m/sec. One can also neglect the term !
c' 8 , In effect, numerically

c* e
—I"*i—'g B0 (A-I1I, 6)

L1 = Latent heat of fusion
This relation is very small for temperature near 0°c.
Finally, the calculation of n, the fraction frozen, only intervenes

through the ratios F1/CV and F,/CV, respectively, proportional to
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C*l 60.8 V—0.20e and C-le -0.2 V—O.z 9

Similitude Laws
Identical trajectors: C?I/Z a~32 Y112

Fraction of water capture; CV

Heat exchange per unit mase of water captured:
C—-l eO.,B v--0.2 BC and C—l e—0.2 V-O‘ZO

Modelling the effect of altitude: experimental data.

TABLE 1 - SELECTED EXPERIMENTAL DATA POINTS FROM REF. 1

Data Item
pt. 5 6 4 4 a d
§ veine 830 830 830 550 550 550
Mach veine 0.11 0.35 0.35 0.35 0.215 0.28
Altitude, m 0 5000 5000 5000 1500 1500
t, °c -10 -10 -20 20  -25.6 =20
LWC 2,2 2,2 0.3 0.3 0.424 0,38
E& 20 20 20 20 21.4 20
Debeit Manche 24.9 14.6 14.9 14.1 15.3 17.6
Freq. Rot., Hz 50 51 50 (] o 0
Duree de l'essai/uﬁu. 7 7 28 20 16 20
Masg Captde 50/60 100 180 250 140 105

References:
(1) Bongrand, J., "Etude Theorique et Experimental de L'Influence de
Divers Parameters Sur GivrageD'un Profil," Icing Testing for Aircraft

Engines, 10-1 to 10-13, AGARD Conference Proceedings Number 236,
(August, 1978).

) Notation:
b R = Force acting on drop
f’= density of air




velocity of drop relative to air

viscosity of air

= yvelocity of air

u
M
v
d = dfameter of drop

0p = effective temperature of surface

6 = static temperature of air upstream from the obstacle

0@ = equilibrium temperature of surface
Ly = heat of fusion of H,0
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Appendix A-IIT

Summary of E. A. Brun's treatment of Simflitude for Icing Testing (1)
The two conditions of similitude governing drop impingement are that

the following groups should be the same in flight—~ and in model- tests:

_vre,

M
a

@.°
€

If similitude 1s to be maintained when the scale is changed by a factor

Re (A-111, 1)

= 18 (A-111, 2)

n, quantities must be changed as follows:

C, = ncf » Dy =nbD , V o= vf,/n (A-III, 3)

e:m = ézf ’ Mam = Maf

The size of the model can be reduced only if the average diameter of
the droplet is reduced and the air velocity is increased. In most cases it
is not possible to increase the velocity to any extent and small scale
experimentation cannot achieve similitude with its full scale counterpart,

Furthermore, if the test concerns the effectiveness of thermal de-icing
or anti-icing systems, it is also necessary to conform to similitude with
respect to heat transfer and mass transfer.

The additional conditions for similitude when heat transfer is involved
are that the following dimensionless groups should be equal in the model-
and full scale~ object tests:

Lv ~ W VpC YoC

v
Sl €a’Pe TN s Relr (A-III, 4)

(see end of this Appendix for notation)

"Tt 1s possible, with ingenuity, to minimize the deficiencies of a swmall
tunnel. One method of doing this is to distort the model so that the front
part is full scale but the rear part is foreshortened enough to permit the
model to go into the test section. The drop impingement and heat transfer




phenomena on the forward part of the model axe little affected by the
changes downstream and measurements approximate what they would be on a

full scale model."

Notationt

Vf = air velocity

D = drop diameter

é?a = density of alr

Ma = yigcosity of air

ed = density of water

Lv = latent heat of vaporizatton
T = temperature of system

Cp = heat capacity of air

W = liquid water content

C = heat capacity of water

= thermal diffusivity of air

«=Ma/&

Re¢ = Reynolds number air stream

Pr = Prandtl number of air

Reference:

(1) Brun, E. A., "Icing Wind Tunnel Tests," Icing Problems and Recommended

Solutions, pp. 179-181, AGARDOGRAPH 16 (November, 1957).
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Appendix A-IV

Abstract of "The Determination of Ice Deposition on Slender Wings:
An Experimental Technique and Simplified Theory,"” by J. W. Plower (1).

The author used a water tumnel with small glass beads representing
supercooled water droplets.

If condittons were such that the drag characteristics of the drop~
lets could be represented by a constant drag coeffictent, the conditions
for similarity could be written

du\ [ L é, v~ Cm
(&) ())& ) e
wherein

d = drop diameter

1 -~ characteristic length
f’ = free stream density
ew = density of water
Write Equation (A-IV, 1) in the form
d 1 0; -1

df 1m cr? -1

=1 (A-1v, 2)

wherein

r-Q/e

The assumption of constant drag coefficient is not at all realistic for
small droplet, small Reynolds number conditions. A more reasonable assump-
tion would be that Stokes Law holds which implies that CD » the drag coeffi-
cient, varies inversely with the Reynolds number, The condition for
similarity with this assumption is:

vila Vi \ VN 0 -2

m m £ £ m

£ 4 m [ \V'm 4
wherein

V = free stream velocity

V. Kinematic viscosity

4-30
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Appendix A-IV

Abstract of '"The Determfnation of Ice Deposition on Slender Wings:
An Experimental Technique and Simplifted Theory," by J. W, Flower (1).

The author used a water tumnel with small glass beads representing
supercooled water droplets.

If conditiens were such that the drag characteristics of the drop~-
lets could be represented by a constant drag coefficient, the conditions

for simtlarity could be written

(.:_m) (;’1) :ﬁ ::: g‘: )- 1 (AelV, 1)

£ m

wherein
d = drop diameter
1 ~ characteristic length
f’ = free stream density
ew = density of water

Write Equation (A-IV, 1) in the form

) 1. 0;-1
_— — ——— =1 (A-1V, 2)
de 1, o%-1 ’

wherein

T - Q/e

The assumption of constant drag coefficient is not at all realistic for
small droplet, small Reynolds number conditions. A more reasonable assump-
tion would be that Stokes Law holds which implies that CD , the drag coeffi-
cient, varies inversely with the Reynolds number, The condition for
similarity with this assumption is:

v)/fa)? 1, v, g -1

=+ T - —_] =1 (A-1IV, 3)
vf df lm V' Te - 1 ’

wherein
V = free stream velocity
V. Kinematic viscosity
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- Intermediate Reynolds numbers may be taken into account by assuming

cp - _5; (A-1V, &)
Re
wherein
K = a constant
n&1,0

The conditton for similarity now is

n 1+n
v a 1 Y 0. -1
ol = £ £ L -1 (A-1V, 5)

Vel \d¢ L [A\Ya) |0~ !

The water tunnel permits the use of solid spheres instead of water
droplets. It could provide a large change in stream density., It would
permit the use of more uniform particles whose diameters were more
accurately determined.

There are several disadvantages:

. (a) impossibility of arranging for particles to stick to surface,

(b) difficulty of having to track the particles,

Tests indicate that icing levels on the upper surfaces are unlikely
to be serfous. However, the results are not conclusive for various rea-
sons:

i ‘ (a) Complete similarity was not possible because of limitations of
: "tunnel velocity"

(b) unsteadyness of flow leading to uncertainty in impact position

Reference:

(1) Flower, J. W., "The Determination of Ice Deposition on Slender Wings:

An Experimental Technique and Simplified Theory," ICAS Proceedings,
1974, pp. 397-408, (1974).
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Appendix B-I

Review of "Analytical Study of Icing Simulation for Turbine Engtnes
in Altitude Cells" by C. E. Willbanks and R, J. Schulz (15)
Re: Figure 3, p. 963,

1}
q= ag' - anti-icing heat rate
B( -T) convectton heat rate
8 r

wherein
qs" = anti-icing heat rate = (convection heat rate) + (latent heat

rate) + (sensible heat rate)

h ('1‘s - Tr) = convection heat rate
1_ convection heat rate
Q (convection heat rate) + (sensible heat rate) + (latent heat rate)
so, %
' Q = fraction of anti-icing heat rate which goes out by convection
1l - -(]-2' = fraction of anti-icing heat which goes to (sensible heat)
+ (latent heat)
wc cc
now, b = —
h
wherein

W= flux of water striking surface, m/@ I..2
Cc = heat capacity of liquid water = 1

h = convection heat transfer coefficient

so, at constant h and constant Ts - T, » b 18 simply a measure of rate of
heat required to raise W, mass/(unit area unit time) from T4 to T, . An
increase in b under these conditions simply means an increase of Wc .

On Figure 3 increasing b at constant Mg {(and therefore constant h)
implies simply an increase in Wc .

Looking at Figure 3, when M@ = 0.4 and b = 0,0261, 1/Q = 0.5 and
when He = 0,4, b=2, 1/Q = 0,22, This means that when b = 0.0261, 50%
of the anti-icing heat goes out by convection and 50X goes to heat the
incoming water from 456°R to 492°R and to vaporize that amount at 492°R
(according to statement at bottom of p. 962, top of p. 963).
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Now, take as a basis 1 1b, of water coming in at 456°R, To heat this
to 492°R takes 36 Btu; to vaporize tt at 492°R takes 1075.5 Btu, a total
of 1111.5 Btu. If this ts 50X of the total, then the total is 2223 Btu
and the heat loss by convectien s 1111,5 Btu,

If b £s set equal to 2, this tmplies a water rate of 1 x 2/0,0261 =
76.63 1b, To heat this amount of water frem 456°R to 492°R requires
76,63 x 36 = 2759 Btu., Since T’ and Tr are the same as in the previous
case, the convectfon is stfll 1111,5 Btu. Since 1/Q = 0,22, the total
heat equals 1111,5/0,22 = 5052,3 Btu, Hence, the evaporative heat trans-
fer ts 5052,3 ~ 2759 - 1111,5 = 1181,8 Btu. This corresponds to
1181,8/1075,7 = 1.099 1b. of water being vaporized whereas one would
. expect 1 1b, to be vaporized, This discrepancy can be elimtnated by
assuming that the minfmum value of b is 0,0251 instead of 0,0261.

The heat flow rates by each mode and the percentage of each are given
tn the following table (valid for Mg = 0.4):

b = 0,0251 b =2
Heat Flow Mode Btu p4 Btu 2
Sensible heat 36.0 1.6 2865.,0 S6.71
Latent heat 1075.5 48,4 1075.5 21.29
‘ Convection 1111.5 50,0 1111.5 22.00
; 2223,0 100.0 5052.0 100,00

Repeating the above calculation for Mg = 1: For b = 0.0261 (or
0.0251), Q = 2.5; for b = 2, Q = 6.4

1 1
== 0,4 = = 0,156
Q Q )
Basis: 1 1b. H20 coming in Water coming in = 00251 =79,68 1b,
q" = L3 - 2778.75 q," = L2 - 725
Convection = 2778.75-1111.5=1667.25 Convection = 1667,25
Latent heat = 1075.5 Latent heat = 1075,5

'
1. . Sensible heat = 36 Sensible heat = 4382,25




Appendix B-II1
Energy Balances

Hardy (16), Messenger (17) and others (18, 19) derived vartous
equations relating surface temperature, anti-icing heat flow, and other
variables. In this Appendix the problem is analyzed using the First Law
of Thermodynamics for open systems. Both steady-state and unsteady con-
ditions are analyzed, This analysis keeps clear the distinction between
a "heat flow" and the effects of heat flows such as senstble heat and
latent heat changes. The equations derived are somewhat more general
than those previously presented since they recognize that part of the ice
that forms and part of the remaining liquid both vaporize,

In any steady-state analysis it is assumed that there are equal
mass flows in and out of the open system, This is valid when there is
no freezing or when there is no adheston of ice to the boundary surface
of the system. However, when freezing does occur it is well known that
the ice adheres to the surface and hence tce accumulates within the
boundaries of the system., Congequently, one is dealing with a non-steady-
state situation. For this reason, the author has applied the unsteady
state open system First Law equatfon to this problem and derived relation-
ships which apply more realistically,

Case 1. Steady Flow

Assuming steady state means that the combined flows of ice, liquid
water and water vapor out equals the flow of liquid water in, ﬁd and that
temperatures, heat flows, and mass flows are constant.

System: open system inside indicated boundaries

2
First Law: Q—Wn-‘h-i--A—z-\é:—-O- g/gc42

wherein
Q = net heat flow,‘} = gravitational energy = 0

2 . 2
W = shaft work = 0, 4 v i, =@y V /28

Q - qIN - hc (tv, - t“)
hc = convective heat transfer coefficient

tw = temperature of system




t. = recovery temperature of boundary layer

4h = hy - by
h = gpecific enthalpy (subscript tndicates phase (1 -~ 1iquid,

I - fce, v - vapor)
n = fractton of tncomtng water which freetes
f. = fractton of ice which vaporizes

=]

f. = fraction of remaining water which vaporizes

= water rate in per unit area

o

= conversion factor

09
[¢)

|-

= total vaporization rate/unit area

»

= liquid water rate out/unit area

= <

n = fraction of incoming water which freezes
ty = temperature of free stream

tc e = temperature of approaching water droplets
9y = anti-icing heat flux

FIGURE B-II-1 -~ HEAT AND MASS FLOWS FOR A
BODY UNDERGOING ICING

Looking at Figure B~II-1, we see that
2
hIN - lhd hg (tcy) + ﬁnd v, /23c
hOUT = ﬁv hv (‘tw) + iy hI (cw) + h‘ hp (tw)

The followtng dfagram fs helpful in understanding the material
balances:
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From the above we can easily see that

b =@, (an + (1 - n) fL)

&1 - hd 1-n Q- fL)

thI = i:d n(l - fI)

aIN

+ mlh1 (t ) - d

V2

—ﬁh(t') d2g

_ Recognizing that
. t’nd (hl (tw) - hl (tc.)) = gensible heat

d
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FIGURE B-II-2 - FLOWS OF WATER IN VARIOUS FORMS

(111)
(1v)
(v)

E Equation (T) combined with (1) and (iif) gives use to Equation (II) below:

= hc (t -t ) + h (t ) + mI h (t )

2
Vo~ (11)

ch

Using (iii) -~ (V) , Equation (II) can be transformed into

Ay = hc (cw - cr) + ﬁd (n fI + (1 - n) fL) hv (tw)

+ ﬁdn Q- fI) h, (t ) + ﬁd (1-nQ - fL) h, (tw)

(111)

i |'ndn (hI (tw) - hl (tw)) = latent heat of fuston (-)
e . fa an (hv(tw - hI tw)) = latent heat of sublimation
. LA (1 -n) fL (hv (tw) - h1 (tw)) = latent heat of evaporation




Equation (III) can be rearranged as follows:
+ uhdnfI (hv (t') - hy (t')) + td 1 -n) L (hv (t:w) - h, ('v))

2
*d vo

ch av)

One can ascribe the following meanings to the terms in Equattion (IV):
hc (t“\- tr) = convective heat transfer flux

i:d (h1 (tw) - h1 (tc‘) = gensible heat effect = heat required to
raise temperature of incoming water from

tc’ to tw

hn (hI (tw) - hl (tw)) = energy released when LA of subcooled
water freezes
mdan (hv (tw) - hI (t")) = energy required to vaporize &dnfl

ice at t
w
L 1A -n) fL (hv (tw) - hl (tw)) = energy required to vaporize
i, (1 - n) £ 1iquid water at t,
ﬁd V02/23c = Kinetic energy of impinging water droplets

Equation (IV) simplifies in various ways:
If n=0 (no freezing)
v 2
. . o
+a, £ (h1 (tw) - hy (tw) - @, -i?c- (v)
Equation (V) is equivalent to Equation (10) above from Willbanks and Schulz
(15)0
Ifn=1 (total freezing)
Qpy = b, (5, =€) + i, (hy/e) ~hy (e ) +d, (b (£) - hy (t))

o o)
+h, £ (h (£) «hp (£)) -y 7 VD)
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Equations (IV), (V), or (VI) represent the energy balance for this situa-
tion.

The evaporative mass transfer rate can be correlated in terms of the
product of a coefficient and a driving force,

For the case when n = 0

h_ (M, W, H,0) P (t)-P
o c 2 L o
By = by fp s 1273 P (VIII)
(M, W, Atr) | =S
cpair Pr
wherein

Rw»(tw) = parttal pressure of water at t

= yapor pressure of water at .

Po = partial pressure of water in atr stream
P = total pressure of air stream

hc = heat transfer coefficient

Sc = Schmidt number

Pr = Prandtl number

In Equation (VIII) the term in the square brackets can be considered the
mass transfer coefficient and the driving force for the mass transfer is
the partial pressure difference, (F; - F;)/P. Given constant values of
tw and Po the driving force remains constant. The mass transfer coeffi-
cient will be changed by a change in the fluid flow, i.e., a change in the

Mach number or by a change in t

w t
For a fixed Mach number and fixed t, ( constant f;) and F; , ﬁv
will be fixed which implies that if ﬁa is fixed, fL will vary to accommo-

date the heat transfer and mass transfer,

For a given ary ﬁd , tc" . 3; , Mach number tw and fL will adjust
themselves so that equations (IV) and (VIII) are simultaneously satisfied.
For a given ﬁd tcd? . P° , P, and Mach number (tr) as qp is
increased t, will increase which will simultaneously
(a) increase convective heat transfer

(b) increase sensible heat required
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(c) increase driving force for mase transfer, (Fw - i"o)/P, and there-

fore

(d) fL and heat required for evaporation

N

can be fixed so that tw has such a value that fL =1, In this

case the surface is just maintained wet while all the incoming liquid

vaporizes. qpy can be increased without increasing tw providing ﬁd is
simultaneously increased.

The procedure to be follewed in the use of (V) and (VII) is as fol-

lows: 2
Known: tr’tc"hc’ﬁd’vo
(1) Assume a t,
(2) Calculate h (£, -t ), @, (hy (t) - h (tc')
(3) Calculate ﬁv using (VII): ﬁd fL
(4) Calculate Iy using (V)
(5)

Knowing ﬁzv and 40 fL can be calculated
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Case 2.

Unsteady State Situation

System: Non-constant mass system as shown in the Figure:

3.

d

First Law Expression:

2
- £ Vo o, 82,
Q-w =V,-V % (h+2gc + Sc) dm, (1) *

wherein

Q = heat transfer to or from system

Wn = gshaft work done by or on system

t’l , UE = internal energy of "parent system" (inside boundary) at
start and at end of process, respectively

= enthalpy, Kinetic energy and gravitational energy of
streams flowing across boundaries of system. There is
an integral for each stream. A plus sign is used with

streams leaving the system and a negative sign with
those entering.

* See H. C. Weber and H. P. Meisaner, Thermodynamies for Chemical Engineers

2nd edition, Wiley (1957).




All of the terms in the above equation have units of energy,
In this case wo- 0, g/gc Z=0

14
Q= {fqm ~n (¢, -] 46

*
or, if qpy and hc (tw - tr) are constant with time,

Q= [qm R (6 tri T
wherein

N = anti-icing heat flux

hc = heat transfer coefficient

tw = temperature of system

t,. = recovery temperature of alr stream

7 = time period of experiment

lhd = flow rate of water droplets

ﬁlv = flow rate of water being evaporated
ﬁl" flow rate of 1fquid water out of system

m, = flow rate of ice out of system

Expanding Equation (1):

v 2
[az = 1 &, - trﬂ T o, - mY - "“d?((h (tep) * 72:]
+ ian h, (tw_) + ﬁll'T hy (tw) + mI'r h, (tw) (11)

In Equation (II) it is assumed that l'nd . |'nv . ﬁl" . lb.[ are constant. The
symbol h refers to the specific enthalpy of water, energy/unit mass. The
subscript indicates the state involved. In (II) lll and 1\2 are the speci-
fic internal energies of the ice at the start and end of process, hence

l‘l = Lb = l&. m, is the mass of the parent system at start, m, at end.

Now, make a water balance over the period 7 :

m —ml

fnd-ﬁv"'ﬁ.( +ﬁ.1+ (111)
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From (I1I):
my = my = Gy - b, by i) T
Combining (II) and (IV) gives:

[qIN - hc (tw» - try?‘ = (ﬁd - ‘hv - ﬁﬁ- - i'l:) 7“f
v 2
- i:d?.(hl (tc) +% + ﬁﬂ' h, ()
c

vaglng ) +a T n ()

It is quite reasonable in (V) to assume that mI =0
2

\'
L - 1] L] o
qIN—hc (tw-tr) -(md—mv-m )“I-md (h (tc-J +-2-—-s )

c

+d, b (c) +ig he (t) (V1)

72
.,;.d(ql— (h1 (tey) +7:_c)+mv(hv (tw)—ﬂf>
+ﬁl‘ (h* (tw)"l&)
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SHIPBOARD ANTENNA PLACEMENT OPTIMZATION - (SAPO)
by
Barry D. Bullard
ABSTRACT

A search was conducted to determine the most accurate and avail-
able means for optimum top-side antenna placement aboard Advanced Range
Instrumentation Ships (ARIS). The goal of the search was to develop
a user-oriented computer program of shipboard antenna placement opti-
mization for use by TOEIS engineers at the Air Force Eastern Test
Range. It was determined that for electromagnetic compatibility con-
siderations (near-field), the computer algorithms PECAL/DECAL repre-
sented the bases for the best technique. The Numerical Electromagne-
tic Code (NEC) was determined to represent the best technique for the
analytical calculation of antenna far-field radiation patterns in
complex shipboard environment. Utilization of NEC in the determinafion
of antenna placement for optimum far-field characteristics is dis-

cussed.
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I.  INTRODUCTION:

The USNS General H. H. Arnold and the USNS General Hoyt S.
Vandenberg are two Advanced Range Instrumentation Ships (ARIS)
operated by the Air Force Systems Command. The ships' are mobile
platforms designed to collect signature and metric measurement data
on satellites and missile systems. ARIS instrumentation includes
multiple high-performance radars, broad-band telemetry systems and
extensive optical measurement equipment. Data handling, navigation/
stabilization, timing, communication, meteorology and marine support
equipments allow independent operation on optimum remote test positiors
on either the Air Force Eastern Test Range (ETR) or the Western Test
Range (WTR). Figure No. 1 illustrates the ARIS topside and inboard
profile. The problem addressed in this report concerns itself with
two major areas applicable to ARIS: (1) the electromagnetic compati-
bility (EMC) of electronic systems were operating simultaneously, and
(2) the electromagnetic (DM) radiation pattern distortion due to com-
plex shipboard environment.

Typically, during a ballistic missile mission, an ARIS operates
multiple radar and telemetry receiver/transmitters, two high-power
HF transmitters, four HF receivers, and numeraous VHF/UHF communica-
tions systems. With this high concentration of EM radiation, coupled
with the close proximity of the antennas dictated by the ships struc-
ture, electromagnetic interference (EMI)} among the electronic systems
is inevitable. A possible solution to the EMI problem would be to
optimize EMC via antenna location between simultaneously operating

EM systems. Some technology has already been developed in this area.]

5-4
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and is investigated further in this report.

Radio communications must be carried on in conditions of constant
changes in the ships course, therefore, it is desirable that the EM
radiation patterns of the antennas be omnidirectional or at least
uniform in specified angular sectors. A possibe solution is an
optimum location of the antenna (or antennas) which give radiation
pattern(s) as close to omnidirectional as is possible. If it is
assumed that the probability of establishing communication with a
station situated in a given direction is proportional to the square
of the normalized radiation pattern value of a given antenna, an
elementary loss due to reduction in the probability of establishing
communication with a station lying in a given direction can be deter-
mined. By utilization of the above technique, and the Numerical
Electromagnetic Code (NEC)2 computer program for determining an
antenna's radiation pattern in a complex shipboard environment, a
possible solution exists to determine antenna location which realizes

optimum omnidirectional EM radiation patterns.
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II. OBJECTIVES

The objectives of this project were:

(1) To determine the best means for which optimum antenna
location aboard Advanced Range Instrumentation Ships could be
analytically determined.

(2) To develop a user-oriented computer program of ship-
board antenna placement optimization for the Air Force Eastern Test
Range Advanced Range Instrumentation Ships for use by TOEIS*
engineers.

IIT1. LITERARY SEARCH:

An extensive search for research literature pertinent to the
established objectives was conducted. Resources for the search
included an interactive terminal at the University of Central
Florida Library connected to the National Technical Information
Service (NTIS), the Scientific and Technical Information Service -
Patrick Air Force Base, and NASA Technical Library - Kennedy Space
Center.

The NTIS search resulted in eight publications with direct
concern to shipboard antenna radiation patterns and optimum antenna

location. Table No. 1 represents a list of these publications.

Towards the established objective of (2), the Pattern Handbook
series utilizing the SCATRAN computer program was investigated
further and results are discussed later in this report.

A classified search of pertinent literature was conducted by

Scientific and Technical Information - U.S. Air Force, Patrick AFB

*Technical-Operations-Engineering-Instrumentation-Ships




TABLE NO. 1
NTIS SEARCH

Pattern Handbook - Volume I: Far-Field Pattern for Shipboard
Antenna, Ohio State University Antenna Lab.

Pattern Handbook - Volume II: Memorandum on Shipboard Antenna
Far-Field Pattern Predication, Ohio State University, Antenna Lab,

Pattern Handbook - Volume III: Far-Field Patterns of a Linear
Antenna Radiating in the Presence of Square Cylinders, Ohio State
University, Antenna Lab.

Pattern Handbook - Volume IV: Far-Field Patterns of a Linear
Antenna Radiating in the Presence of Rectangular Cylinders, Ohio
State University, Antenna Lab.

Pattern Handbook - Volume V: Far-Field Patterns of a Linear
Antenna Radiating in the Presence of Elliptical Cylinders, Ohio
State University, Antenna Lab.

Pattern Handbook - Volume VI: Far-Field Patterns of a Linear
Antenna Radiating in the Presence of Circular Cylinders, Ohio
State University, Antenna Lab,

Shipboard VHF/UHF Antenna Design and Utilization Criteria, Naval
Electronic Laboratory Center.

Ship Antennas, Naval Intelligence Support Center.




at the request of this researcher. The search incorporated all
publications on file at the Defense Documentation Center - Alexandria,

Virginia up to and including the classified level of SECRET. Results

of the search provided the abstracts of approximately 900 publica-
tions with consideration to shipboard antennas. Review of the
abstracts indicated ten candidates not revealed in the NTIS search

usable toward the established objective (2). Table No. 2 represents

a list of these publications.* Of the ten candidates, the Shipboard
Electromagnetic Compatibility Analysis (SEMCA) computer program was
chosen for further investigation, and the results of that investiga-
] tion are discussed later in this report.

The resources of the NASA Technical Library - Kennedy Space
Center were utilized to acquire immediate acquisition of the SEMCA
? ' publications for review.
IV. SCATRAN:

SCATRAN represents an algorithm for approximating the far-field
pattern in the horizontal plane of a thin vertical antenna near
cylindrical scatterers of arbitrary cross-section whose physical

heights are at least that of the antenna. The method is based on

{ approximating the antenna with an infinite 1ine source and the

? v scatterer with an array of thin infinite wires3. Upon further
investigation of SCATRAN via its source (Naval Electronic Systems
Command), it was discovered that an up-dated algorithm called the
Numerical Electromagnetic Code (NEC) - Method of Moments exists.

1 The NEC algorithm yields improved estimates of the performance of

i . *A11 listed publications are UNCLASSIFIED
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10.

TASLE NO. 2
DDC_SEARCH

Shipboard Electromagnetic Compatibility Analysis (SEMCA);
Volume II, General Electric Co., Apollo Support Dept.

Shipboard Electromagnetic Compatibility Analysis (SEMCA);
Volume III, General Electric Co., Apollo Support Dept.

Shipboard Electromagnetic Compatibility Analysis (SEMCA);
Volume IXB, General Electric Co., Apollo Support Dept.

A Computer Method for Shipboard Siting of Antennas, Naval
Research Lab.

Computer Study of the Performance of Shipboard High Frequency
Antennas, Technology for Communications International.

Analytical Techniques for Predicting Electromagnetic Inter-
ference, Naval Weapons Lab,

HF Shipboard Antenna System Design and Utilization Criteria,
Naval Electronics Lab,

Antenna Select Computer Program, Syracuse University.

Shipboard Antenna and Topside Arrangement Guidance, Naval
Electronics Lab.

GRAPHANT: A FORTRAN Program for the Solution and Graphic
Display of Gain and Patterns for Wire and Linear Antennas
in the Presence of Lossy Ground, Naval Postaraduate School.
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antennas mounted on shore stations, ships, aircraft, and spacecraft.
NEC combines an integral equation for smooth surfaces with one for
wires to provide convenient and accurate modeling of a wide range of
structures (e.g. ships). The NEC program uses both an electric-field
integral equation and a magnetic-field integral equation to model the
electromagnetic response of general structure types4. After detailed
review of NEC documentation, it was determined that NEC represented
the most accurate and available means for the analytical calculation
of antenna far-field radiation patterns in complex shipboard environ-
ment.

V. SEMCA:

The Shipboard Electromagnetic Compatibility Analysis (SEMCA)
routine represents an algorithm for predicting electromagnetic
compatibility among EM systems in shipboard environment. SEMCA
utilizes two basic programs for predicting EMC; (1) the CULL Digital
RFI program (CDRFI) provides a quick evaluation of the total inter-
ference situation at all frequency bands, and (2) the Scattering and
Propagation Simulator program (SCAPS) is a more defined program 7or
predicting interference in the region, accurately defining the
interaction between closely coupled HF antennas and load effects at
each antenna terminals. The SEMCA program has the capability to
evaluate:

(a) Communication suit compatibility

(b) Top-Side Antenna Arrangements

(c) Optimum equipment arrangement for transmit
and recefve channels

(d) Communication circuit performance between
ships in a task force

5-11




(e) Equipment design problems (antenna turner
analysis)

(f) Frequency assignment and allocation
Figure No. 2 illustrates the SEMCA communication model.

With SEMCA having direct capability to determine optimum top-
side antenna location based on EMC, investigation into the acquisition
of the SEMCA program for use at the ETR was initiated. The following
are the results of that investigation:

(1) General Electric Company-Daytona Beach, FL is the sole
source of the SEMCA program.

(2) Mr. Raymond Bouchard is the Project Leader.

(3) The SEMCA program is the principal tool used for
analysis by Naval Seas Systems Command.

(4) No documentation of the SEMCA program has been pub-
lished since December 1974.

With no documentation of SEMCA published since 1974, it was the
opinion of Mr. Bouchard that due to program changes and advancements
since '74, utilization of SEMCA by any party other than the General
Electric team was improbable. In consideration of Mr. Bouchard's
comment, and since out-side contracting is beyond this project, use
of the SEMCA prooram at the ETR was dismissed.

VI. ELECTROMAGNETIC COMPATIBILITY ANALYSIS CENTER:

Contact was made with the Electromagnetic Compatibility Analysis
Center (ECAC) - Annapolis, Maryland, for the determination if ECAC
had any information (publications, computer routine, etc.) which
would realize goals toward the established objective (2). It was

learned that the Naval Ocean Systems Center has tasked ECAC to
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assist in the development of a computer analysis system to advance
the goals of the Navy EMX* program. Towards the above task, two
computer algorithms were delivered to NOSC called the Design
(Communications) Algorithm (DECAL), and Performance Evaluation
(Communications) Algorithm (PECAL). DECAL is a quick-running
interactive electromagnetic compatibility design algorithm for
shipboard communication systems which operate between 2 and 400 MHz.
PECAL is a longer-running statistical EMC performance evaluation
algorithm for shipboard communication systems which operate between
2 and 400 MHz. The major purpose of these two programs is to predict
and evaluate the EMC of specific trial arrangements of shipboard
antenna locations for the various communication systems required by

the ship].

The procedure for using DECAL and PECAL to develop a topside
design consists of iterations around two loops as shown in Figure No. 3.
In loop 1 DECAL is used to quickly iterate through the various design
changes to achieve an acceptable design. PECAL can then be exercised
in the batch mode to determine a predicted measure of the performance
of the proposed design. If the performance predicted by PECAL 1is
unsatisfactory, further modifications to the design can be made using
loops 2 and/or 1.6

Upon further investigation of the PECAL/DECAL computer
algorithms, it was learned that sufficient and up-to-date documenta-

tion exist to allow the design engineer to load, execute and run the

*EMX is a general classification which includes electromagnetic
safety (EMSAF), electromagnetic noise (EMN), electromagnetic
vulnerability (EMV), electromagnetic pulse (EMP), and electromag-
netic compatibility (EMC).
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Figure No.3 PECAL/DECAL Design Procedure
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PECAL/DECAL algorithms.!*6+758:9:10 afier detaited review of PECAL/
DECAL documentation, it was determined that PECAL/DECAL represented
the most accurate and available means for the analytical calculation
of optimum shipboard top-side antenna location based on EMC.

Investigation into the acquisition of the PECAL/DECAL computer
programs for use at the ETR was initiated. The following are the
results of the investigation:

(1) PECAL/DECAL could be supplied from ECAC at no cost to
the ETR.

(2) PECAL/DECAL programs exist for the UNIVAC 1108 or 1110
computer and the IBM 360/370 computer.

(3) PECAL/DECAL represents approximately 10,000 cards of
computer statements.
Computer availability at the ETR for this project was limited to the
Control Data Corp. (CDC) Cyber 74 computer. Therefore, investigation
into the feasibility of PECAL/DECAL being translated from UNIVAC
(or IBM) to CDC was conducted.

Upon verbal communique with ECAC programmers at the request of
this researcher, it was the opinion of the senior CDC resident
programmer at the ETR that feasibility of translation from UNIVAC-to-
CDC exist with approximately a one month task/effort. At the
conclusion of this summer effort, a 1isting of PECAL/DECAL was on
order from ECAC for further review by CDC programmers at the ETR.
VII. FAR-FIELD OPTIMIZATION - (NEC):

As stated earlier, "if 1t is assumed that the probability of
establishing communication with a station situated in a given

direction is proportional to the square of the normalized radiation
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pattern value of a given antenna, an elementary loss due to reduc-

tion in the probability of establishing communication with a station
n

lying in a given direction can be determined". Mathematically,
this can be expressed as;
ds(s) = [1 - F2 (9)] do (1)

If all directions are not of equal importance, a weight function
m(¢) is introduced. Elementary losses after the weight function has

been taken into account can be expressed by the following relation;
ds(s) = m(¢) 11 - F% (4)] do (2)

Individual losses for the i-th antenna can be obtained by

integrating expression (2) in the interval from 0 - 2r;

211' 2-"' 2
S5 =.f‘ ds;(s) = m(e) 1 - F (4)1 do (3)
0

o

By utilizing the NEC computer algorithm to analytically deter-
mine the normalized radiation pattern (F) for a given antenna (S)
in complex shipboard environment, antenna location which realizes
the minimum value for expression (3) can be determined. This loca-
tion would represent the top-side antenna placement which realizes
optimum far-field characteristics.
VIII.RECOMMENDATIONS:

Recommendations generated by this research are as follows:

(1) Translate PECAL/DECAL to CDC for use by the ETR. This

could be done as a low-priority task at the ETR, thereby no addi-

tional expense would be incurred.
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(2) Utilize PECAL/DECAL for optimum antenna placement
aboard the Advanced Range Instrumentation Ships at the ETR.
(3) Modify DECAL so that an optimum antenna placement search

could be made without "manual® location change of the antenna in
question.

(4) Develop a computer algorithm which would realize far-

field optimization as described in Section VII of this report.
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ARMA SPECTRAL ESTIMATION:

AN EFFICIENT CLOSED FORM PROCEDURE

by
James A. Cadzow

ABSTRACT

In this report, a method for generating an ARMA spectral estimate
from a finite set of observations of a random time series is presented.
The method's development is based upon a fundamental recursive relation-
ship which characterizes the autocorrelation sequence of a time series
that possesses a rational spectrum. When statistical estimates of the

autocorrelation elements (obtained from the given time series observations)

are substituted into this fundamental relationship, a set of equation
errors results. The optimum ARMA spectral estimate is obtained by select-
ing relevant coefficients so as to minimize a quadratic functional of thege
equation errors. In examples treated to date, this ARMA spectral estima-
tor has provided significantly superior performance when compared with

the maximum entropy method.
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I. INTRODUCTION

There exist a variety of United States Air Force applications in
which one seeks to obtain increased resolution capabilities over existing
procedures. Some examples are detecting and identifying multiple targets
from radar returns. tracking of low angle targets, high resolution imaging,
synthetic aperature radar, spatial processing, and, enhanced angular reso-
lution for both active and passive sensors in the micro, millimeter, infared
and optical bands. A procedure which has shown much promise in achieving
increased resolution is that of spectral estimation. When applying spec-
tral estimation to the above class of problems, one in essence converts the
time (or spatial) domain data into the spectral (frequency) domain with
the explicit objective of ohtaining increased resolution. For purposes of
presentation, the data to be transformed will hereafter be referred to as
a time-series although in a specific situation it may be spatial in na-
ture.

The inherent characteristics of a time series {x(n)} are often
best displayed in the frequency domain. When the time series is deter-
ministic in nature, this involves generating its discrete Fourier trans-
form (DFT) as specified by

X(w) = 2 x(_n)e“j“m (la)
n=—c
On the other hand, in those situations where the time series is a wide-
sense stationary random process, one must first generate the underlying
autocorrelation sequence rx(n) and then take its DFT to arrive at the
power spectral density

S (w) = ) rx(n)e_:]mn (1b)

==

The autocorrelation sequence uséd in this power spectral density expres-
sion is formally given by

tx(n) = E{x(k) x(n + k)} (2)

where E denotes the expected value operator characterizing the wide sense
stationary time series {x(n)}. Whether the time series is deterministic

or nondeterministic, it is noted that a frequency (spectral) characterization
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entails a complete knowledge of a deterministic sequence on the infinite
extent interval == < n < », Unfortunately, this knowledge is generally
not available in most practical applications.

In the discipline widely known as spectral estimation, one seeks
to approximate the spectral content of a time series based upon an incom-
plete set of time series observations. Without loss of generality, this
set of observations will be taken to be the contiguous set of N time

series elements
X(l), x(z)s Y X(N) (3)

In the classical spectral estimation approach, the spectral content of
the time series 1s estimated by suitably truncating the infinite extent
summations (1) (e.g., see ref. 1). To be more specific, if the time
series is taken to be deterministic, the classical spectral estimate
generated from the incomplete time series observations would be given by
N
Xw) = [ x(me " (42)
n=1
Using a similar approach, the classical spectral estimate of a random

time serfies is typically determined from
N-1
s = [ r(ae Jun
n==N+1

(4b)

where ;x(n) denotes an autocorrelation estimate which is generated from
the given time series observations (3). Upon comparing relationships (1)
and (4), it is clear that the classical spectral estimation approach
makes the implicit assumption that the time series is identically zero
outside the observation window 1 < n < N. In most relevant applicationms,
this is a very unrealistic assumption and all too often results in poor
spectral resolution performance.

In recognition of the classical method's shortcomings, a number
of so-called modern spectral estimation procedures have evolved over the
past decade. By in large, the typical modern spectral estimator seeks
to model the underylying power spectrum as a rational function of the

following form
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This particular model will be shown to arise when a linear, time-invariant
autoregressive-moving average (ARMA) system of order (p,q) is driven by a
vhite noise excitation. The transfer function of this ARMA system is
given by the rational function appearing in relationship (5). It is im-
portant to note that rational spectral models can be justified on the
basis that any continuous power spectral density can be approximated ar-
bitrarily closely by a rational function of sufficiently high order [2].

The various modern spectral estimation procedures distinguish
themselves by the manner in which they estimate the ratiomal models a,
and bi coefficients from the given time series observations (3). The
most widely used spectral estimation model is the so-called all-pole model
in which all the b1 coefficients except bo are taken to be zero. This
particular model, known as the autoregressive (AR) model, has given rise
to the essentially equivalent autoregressive, linear predictive coding,
and maximum entropy methods of spectral estimation. A Collection of papers
treating these and other spectral estimation procedures is to be found in
reference [3].

For an important class of time series, autoregressive spectral
estimators have been found to produce superior spectral resolution per-
formance when compared to the classical Fourier based methods. This be-
havior in conjunction with the resultant simplicity of the a, coefficient
selection has made the maximum entropy method a particular favorite tool
of the practitioner. It must be noted, however, that in those cases
where the spectrum is best approximated by a zero-pole model, the AR model
can yield very poor spectral estimates. With this in mind, a number of
methods for obtaining zero-pole spectral estimates (i.e., ARMA models)
have been developed (e.g., see refs. [4]-[8]). Clearly, the ability to
generate a zero-pole spectral estimation offers the potential of a more
robust behavior and significantly better spectral estimate performance
than its less general all-pole AR counterpart. This capability has been
empirically demonstrated where it was found that an ARMA provided the
best overall spectral estimations for a variety of problems [4].
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The class of ARMA spectral estimators include those which utilize
the so-called whitening filter concept (e.g., [4]) & [5]). Unfortunately,
these particular spectral estimator procedures are iterative in nature,
and, typically require a relatively large number of time series observa-
tions to be effective. Another approach which makes use of the recur-

sive nature of the time series autocorrelation sequence and does not

share these liabilities was developed by Box and Jenkins (6]. A modifi-
cation of this method involving a more efficient noniterative method for
generating the moving average coefficients was recently proposed {7] and
[8]. Although these noniterative methods are computationally efficient,

their spectral estimation performance is often unsatisfactory.




II. OBJECTIVES

The objectives of this project were:

! (1) to develop an effective and computationally efficient ARMA

spectral estimator.

(11) empirically compare the performance of this estimator to
the standard maximum entropy method.

A description of an ARMA spectral estimator which achieves objective (1)
and has been found to yield a significantly better performance than the
maximum entropy method will now be presented. This will entail a further
discussion of the concept of ‘a rational spectrum model.




III. RATIONAL SPECTRUM MODEL

One of the most widely used models for spectral estimation is
the rational model. The stochastic time series {x(n)} 1s said to have
a rational power spectrum if its power spectral density can be expressed
in the form

5.(2) = H(z) H(z"M)o? (6)

where 02 is a positive constant and the characteristic rational function

-1 . -q
l1+bz " + 2 +Db2z
B(z) 1 ' q
H(z) = = , - €))
A(z) 1+ alz-1 + v 4+ aqz P

is composed of polynomials A(z) and B(z) which have real coefficients and
have zeros wholly contained within the unit circle. The rational power
spectral density (6) is said to have order (p,q) and its zeroes and poles
are seen to occur in sets of complex conjugate reciprocals. For reasons
which will be shortly made clear, we shall refer to the a, and bk coeffi-
cients as the autoregressive and moving average coefficients, respective-
ly.

A particularly convenient interpretation on how a stochastic time
series with rational spectrum may arise follows directly from the charac-
teristic rational function. This entails treating the characteristic ra-
tional function (7) as being the transfer function of a causal, time-
invariant linear system. It then follows that this system will be charac-
terized by the recursive equation

x(n-1) (8)

q P
x(n) = J bic(n-i) - a

i=0 i=1

where bo = 1 and the time series {e(n)} and {x(n)} are taken to be the
excitation and response signals, respectively. It is well known that
when this system is excited by a stationary white noise tim= geries as

statistically characterized by

E(c(n)} =0 and  r_(n) = o28(n) 9
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then the power spectral density of the response time series is given pre-
cisely by relationship (6).1 Thus, a stationary random time series with
rational power spectral demsity can be interpreted as being the response
of a causal, time-invariant linear system to a white noise excitationm.
This linear system is then said to have colored the white noise excitation
process (i.e., se(z) = 1) and for this reason it is commonly referred to
as a coloring filter as suggestively depicted in Figure 1.

e(n) B(z) x(n)
—White — | A(z) | T Colored ™

4 Noise Noise

Coloring
Filter

FIGURE 1: Model for a Rational Spectrum Generator

The general linear system (8) is commonly referred to as an
autoregressive-moving average (ARMA) model in the spectral estimation
literature. This ARMA model is said to be of order (p,q) and it gives
rise to the rational spectrum (6) which possesses both zeros (via B(z))

, as well as poles (via A(z)). The ARMA model is the most general of
| rational spectrum models possible and its a, and bk coefficients uniquely
characterize the spectrum.

In the spectral estimation literature, the preponderance of acti-
vity has been directed towards the special class of ARMA models known as
autoregressive (AR) models. An AR model is one in which the numerator
polynumial B(z) is equal to the constant one (i.e., bk = 0 for k ¢ 0).
As such, the AR model is also referred to as an all-pole model since

its transfer function is specified by
1
O

This all-pole model is the one most often used in spectral estimation
primarily due to the ease with which one can compute the a, coefficients

lThe Kronecker delta sequence is defined by
'i » 1 n=20
S(n) =
0 otherwise
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that correspond to a given finite set of time series observations. It
should be noted that it is always possible to approximate a general ARMA
model by an AR model in the following manner

1 N |
H(z) = = A(z) A, (z)
A(z)[ 1 ] g

B(z)

whereby the polynomial Al(z) is obtained by suitably truncating the power
series 1/B(z) as generated by long division. Clearly, the effectiveness
of this approach is dependent on how quickly the coefficients of the long
division 1/B(z) converge to zero. If B(z) has a zero very close to the
unit circle, this convergence rate will be extremely slow thereby making
impractical the approximation of an ARMA model by a reasonably low order
AR model. It can be conjectured that this is one of the main factors
as to why AR models fail to yield satisfactory spectral estimates of time
series composed of sinusoidal samples in a strong noisy enviromment (an
ARMA process).

Another subclass of rational spectrum models which has received
attention is the so-called moving average (MA) model as characterized
by A(z) = 1. The transfer function of a MA model is given by B(z) and
it is therefore also referred to as an all-zero model. With these
thoughts in mind, it is apparent that a general ARMA model is composed
of the cascading of an AR with an MA model. The rational spectrum
associated with each of these models is displayed in Table 1.

MODEL SPECTRUM
MA o?|B(ed?) |2
AR o2/ |aced? |2

ARMA o? |B(ed?) |2/ ]aced®) |2

TABLE 1. Rational Spectrum Models




An examination of Table 1 reveals the greater flexibility which
the ARMA model possesses in providing rational spectral estimates. This
robustness was recently demonstrated in which the ARMA model was found
to provide the overall best spectral estimates for a variety of problems
[4]. Unless one has a priori knowledge which would indicate otherwise,
it seems clear that the ARMA model is the one to utilize when seeking &
rational spectrum model, Hereafter, we shall concern ourselves with the
practical task of developing feasible procedures for determining the
"optimum" coefficients of an ARMA model based on a finite set of time

series measurements.

L ]
L3 ,
i
'
iR
k Y »
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IV. FUNDAMENTAL AUTOCORRELATION RECURSIVE RELATIONSHIP

For reasons alluded to in the last gection, there exists a basic
incompatibility in generating an ARMA spectral model, which is most con-
sistent with a given set of time series observations, when the number of
observations is small. This incompatibility can be, to a large extent,
alleviated by appealing to a fundamental recursive relationship charac-
terizing ARMA time series. This relationship is obtained by analyzing
the "causal image" of the autocorrelation sequence as defined by

r,(n) n20

rr(n) = (10)
0 n<O

Since the autocorrelation sequence of a real valued time series is an
even function of n, it is apparent that one can reconstruct the auto-

correlation sequence from its causal image according to

r, (n) = r:(n) + r:(-n) - £ (0) &(n) (11)

Upon taking the z-transform of this expression, the desired power spec~
tral density is found, that is

s (z) = S:(z) + S:(z-l) - rx(O) (12)

where the function S:(z) denotes the z-transform of the causal image
sequence (10). Thus, a power spectral density estimate may be equivalent-
ly accomplished by estimating the function S:(z). This will be the approach
taken in this report.

When the underlying power spectral density is of the rational
form (6), a little thought should convince oneself that the function
S:(z) must be of the specific rational form

c +¢ z-l + e 4 cpz-p

; St(z) = 22— - (13)
l+a.z2 4+ ¢+ 4+ aa P
1 1)

]

l.

o -
6~13
>,
] . - - - ’




in which the denominator polynomial is identical to the A(z) polynomial
that in part characterizes Sx(z).1 Upon multiplying both sides of this
equation by the polynomial A(z) and then taking the inverse z-transform,
one readily arrives at the following fumdamental recursive relationship

+ 14 P+
r (o) = ) c 8(n-1) + ] a r_(n-1) (14)

1m0 g1 1

where the natural boundary conditions r:(n) = 0 for n < 0 are imposed to
reflect the causality of sequence r:(n). Thus, the causal image of an
ARMA autocorrelation sequence of order (p,q) is seen to be govermed by a
linear difference equation of order p.

Upon examining fundamental relationship (14), it is apparent that

a knowledge of the a;, ¢ coefficients will enable one to generate the

entire autocorrelation siquence. If it were somehow possible to accurately
estimate these coefficients from the given time series observations, a
particularly effective method of spectral estimation is suggested. Namely,
these coefficient estimates, when substituted into equation (13), will
provide an estimate for SI(z). Using this estimate in relationship (12),

the desired power spectral density estimate is then obtained

P P
Sx(ejw) = 2Re kzo cke-jkm/[l + kzlake-jkm] - £, (0) (15)

where use of the fact that S;(ejw) and s+(e-jw) are complex conjugates
has been made. We shall now present a procedure for estimating the

a, ¢, coefficients with the ultimate goal of using relationship (15)

for the spectral estimate.

11t is here assumed that the ARMA model of order (p,q) 1is such
that p 2 q. When this is not the case, the degree of the numerator poly-
nomial C(z) must be increased to q.
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V. ARMA MODEL COEFFICIENT SELECTION PROCEDURES

The most critical step of the proposed spectral estimation method
involves estimating the a, and cy coefficients. In this section, the so-
called direct and indirect procedures for accomplishing this task will be
described. The direct approach makes explicit use of the fundamental
autocorrelation relationship derived in the previous section. On the other i

hand, the more effective indirect approach uses an alternate approach
which provides a solution procedure that is consistent with the fundamental

autocorrelation relationship.

Direct Method
In the direct method, one first generates estimates of the auto-

correlation sequence from the given time series observations using some
convenient method.1 These estimates, denoted as Qx(n), are then substi-
tuted into fundamental relationship (14). In recognition that the auto-
correlation estimates will be generally in error, and that the ARMA model
order parameter p may be incorrect, it follows that this substitution will

give rise to the following "equation error" sequence

" P ~ p
e(n) = rx(n) + 121 airx(n-i) - 1§o cic(n-i) 0<n g N-l (16)

in which ;x(n) = 0 for n < o.

Our objective will be that of selecting the models a;,, ¢y coeffi-
cients so as to minimize these equation errors in some sense. For reasons
of mathematical tractability and subsequently demonstrated effectiveness, I
the equation error criterion to be minimized is taken to be the quadratic

functional

N-1 2
f(a, ¢) = ] w(n)e“(n) (17)
n=0

lAs an example, one might use the biased estimator.

! " 1 N-n
r(n) =% kzl x(k) x(k+n)
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The nonnegative weights, w(n), are usually selected to be montonically

nonincreasing (i.e., w(n) > w(n+l)) so as to reflect an anticipated de-
This degradation
behavior arises primarily from a loss in autocorrelation estimate fideli-

gradation in equation error accuracy for increasing n.

ty for increasing lags (i.e., n).

In minimizing this functional with respect to the ¢

i

coefficients,

it is apparent from relationship (16) that the ey coefficients have no

effect whatsoever on the e(n) for n > p.
that the optimum c

~ n
o
[} = n) +
n = 5@ 7 a

i

g=1 1

coefficients must be given by

r (n-1) 0O<nc<p

This being the case, it follows

(18)

since such a selection will render the equation errors, e(n), identically

zero over 0 < n < p for "any" choice of the a

i

autoregressive coefficients.

It then follows that the optimum autoregressive coefficients must render

the remaining terms (i.e., p < n < N) of the quadratic functional a mini-

errors in the matrix format

where use of relationship (16) for n > p has been made.

e(pt+2)

e(N-1)

-
e(p+l)

r () £ (p-1) . . . r (1)
X X X

L) T M) ... T (D)

QX(u-z) ;x(u-s).. i ;x(N-p—l)

- -

-

tem of equations can be conveniently expressed as

e=Ra+r

-

- -
rx(p+1)

r, (p42)

r (1)

With this in mind, let us express these specific set of equation

. (19a)

This matrix sys-

(19b)

in which a is the p x 1 autoregressive coefficient vector with elements

a,e and r are each (N-p-1) x 1 vectors with elements e(p+n) and ;x(p+n),

respectively, and R is a (N-p~1) x p Toeplitz matrix.

the quadratic functional (17) may be expressed as
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£(a, c”) = [Ra + £] W[Ra + ] (20)

in which W is a positive semidefinite (N-p-1) x (N-p-1) diagonal matrix
whose diagonal elements are given by Vn "~ w(ptn) for n=1, 2, ¢°-, N-p-l.
The minimization of this quadratic funetional with respect to the autore-
gressive coefficient vector is straightforwardly carried out and results
in the following system of p linear equations for the required optimum

autoregressive coefficient vector
[R“WR]a® = -R"Wr (21)

One then solves this system of linear equations to obtain the desired op-~
timum autoregressive coefficients. Upon substitution of these autore-
gressive coefficients into relationship (18), the optimum ci° coefficients
are next determined. Finally, the desired power spectral density estimate
is obtained by substituting these optimum aio, cio coefficients into re-
lationship (15).

It is of interest to note that the system of equations for the
autoregressive coefficients (21) reduces to the Box-Jenkins method for a
welighting selection of w(ntp) = 1 for 1 < n < p and zero otherwise. Un-
fortunately, this particular weighting selection implicitly assumes that
the equation errors e(n) for p+l < n < 2p all have the same statistical
behavior. More realistically, one would presume that the equation errors
become more random as n increases. It is then conjectured that the pri-
mary reason as to why the Box-Jenkins method does not provide adequate
spectral estimates for certain problems is due to this particular weighting
choice and the fact that it makes no use of the fundamental autocorrela-

tion relationship (14) for n > 2p whatsoever.

Indirect Method
Although the direct method has been found to provide satisfactory

spectral estimation performance, the indirect approach to be now briefly
described has yielded significantly better performance. Its development
is based on the coloring filter's characteristic equation (8), and the
fact that the random variables x(n) and e¢(m) are uncorrelated for m > n.
To begin this development, we shall first replace the variable n appearing
in relationship (8) by k. Next, each side of this characteristic equation
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is multiplied by x(k-n)/(N-n) to obtain

q |4
x(k-n x(k-n
xo0 BB - | ] belen) - ] axten| X8

If both sides of this equality are then summed over the index range

n < k < N, after rearrangement one obtains

- P11 ¥ 1 ¥
em) = ) oo } x(k-1) x(k-n) a, + |55 I x(k) x(k-n)
i=1 k=n+1 k=n+1
(22)
for P<n<N

where the pseudo equation error term is specified by

q N
e(n) = Z bi ﬁ%; 2 € (k-1) x(k-n) p<n<N
i=0 k=n+1

Upon examination of this expression, it is clear that the expected value
of the term e(k-1) x(k-n) will be zero. This would indicate that the
general pseudo equation error term e(n) will itself tend to be close to
zero (this is reenforced by the division by N-n). With this in mind, a

logical choice for the a, coefficients used in expression (22) would be

one which tended to mini;ize the pseudo equation error sequence.

If one compares the pseudo equation error relationship (22) with
the equation error relationship (16), a similarity is in evidence. Namely,
the elements within the brackets of expression (22) are recognized as un-
biased autocorrelation estimates., If these estimates are substituted for
the entries of matrix R and vector r in relationship (19), a new system
of equations for the optimum autoregressive coefficients arises. These
new systems of equations distinguish themselves from the former in that
a genuinely different autocorrelation estimate formula is used for each
equation. Once this modified system of equations have been solved for the

a, coefficients, the ey coefficient estimates are obtained according to

1
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o, |1 IZq x(ken)| + ) L § (k) x (k-n+1) (23)
(o] = je— X X -n a,{i— X X -
n NP pepil 121 %P yupn

for 0 <n <p

The required power spectral density estimate is then given by relation-
ship (15).
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vi. NUMERICAL EXAMPLES

To test the effectiveness of the proposed APRMA spectral estimator
method, the classical problem of detecting the presence of sinusoids in
additive noise will be considered. In particular, we will investigate the
specific case in which the time series observations are generated according

to

x(n) = A cos(nfln) + A2 cos(nfzn) + w(n) l<n<N (24)

1
where w(n) is a white Gaussian time series with variance one. This
particular problem serves as an excellent vehicle for measuring a spectral ‘
estimator's performance relative to: (i) detecting the presence of sinu-- ,
soids in a strong noisy background, and, (11) resolving two sinusoids whose
frequencies f1 and f2 are nearly equal. The individual sinusoidal signal-
to-noise ratios (SNR) for the above signal are given by 20 log(Ak//i) for

k =1, 2. 1In order to consider the effectiveness of the proposed ARMA
spectral estimator in different noise environments, we shall consider two

cases. These cases have been examined in reference [9] where the perfor-

mance of many modern spectral estimators are empirically compared.

CASE I: A = Y20, £, = 0.4

Ay = V2, £, = 0.626

In this example, we have two closely spaced (in frequency) sinusoids
for which the stronger sinusoid has a SNR of 10 dB while the weaker sinu-
soid has a SNR of O dB. For this relatively low SNR case, the ability of a
spectral estimator to resolve closely spaced sinusoids and identify their
frequencies will be tested. Upon generating sequence (24) with the

postulated parameters for a data length of N = 1024, spectral estimates




were obtained using a 15th order model with the indir;ct ARMA method

(w(n) = (N—n)s), maximum entropy method, and the modified Box-Jenkins
method incorporating biased autocorrelation estimates. In addition,

a standard periodogram spectral estimate was obtained using the same data.
The resultant spectral estimates are displayed in Figure 2 where a

number of observations can be made

(1) the indirect ARMA spectral estimate provides excellent
results with two sharp peaks at El = 0,400 and EZ = 0.427,
and with the spectrum near 0 dB (the noise level) for most
other frequencies.

(11) the maximum entropy and modified Box-Jenkins methods were
unable to resolve the two sinusoids in the prevailing low
SNR environment.
(1i1) although the periodgram is able to resolve the two sinusoids,

the well-known random fluctuation behavior which character-
izes the periodogram method is in evidence.

This example nicely demonstrates the potential capability of the herein
developed indirect ARMA spectral estimation method relative to existing
procedures. '

In many practical problems, one does not have available exceedingly
long data lengths upon which to make a spectral estimate. To demonstrate
the ability of the indirect ARMA spectral estimator to perform in such
situations the first 64 samples of the data sequence in the above example
were used to generate a spectral estimate. The resultant 15th order

indirect ARMA spectral estimate obtained is shown in Figure 3 where the
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Fig. 2 Spectral estimates of the time series

x(n) = vV 2 cos(0.4m) + 2 cos(0.4267H) + w(n)
in which {w(n)} is a white Gaussian random process with
variance one: (a) time series, and,spectral estimates

given by the methods, (b) indirect ARMA, (c) Maximum
entropy, (d) Box - Jenkins, (e) Periodogram
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ability to resolve the two closely spaced sinusoids is again evident.

The sinusoid's frequency estimates f, = 0.399 and Ez = 0.423 are also

1
of good quality in this low SNR environment.
CASE II: A, = /2, f, = 0.32812

A -/'2’,f2-o.s

2

We are now examining the ability of the ARMA spectral estimator
to detect sinusoids in a low SNR environment (i.e., 0 dB). For a selec~
tion of N = 64, w(n) = (n—n)3 and p = 5, the resultant ARMA spectrdl estima-
tion is displayed in Figure 4a  Clearly, one is able to detect the preoencc
of the two sinusoids, and, the frequency estimates f = 0,3202 and £2 = 0,5012
are of good quality considering the prevailing SNR environment. A 15th
order maximum entropy spectral estimator was then found to generate the
spectral estimate displayed in Figure 4b. Although the two sinusoids

were properly detected, a number of false peaks are in evidence.

Digital Filter Design
It is possible to use the proposed ARMA method for synthesizimg

digital filters. To illustrate the approach that is taken, let us con-
sider the specific case of designing a low-pass filter of normalized,
cutoff frequency fc. One may readily show that the impulse response of
an idealized version of this low pass filter is given by ein[wfcn]/ln.
With this in mind, one then applies the herein developed ARMA procedure

to the specific sequence

x(n) = sin[wfc(n-O.SN)]/w(n-O.SN) l1<n<N

The resultant ARMA model obtained in this manner will have the attenua-
tion characteristics of the desired low-pass filter. To illustrate this,
a 15th order ARMA spectral estimate of this sequence was made for

fc = 0,2, N= 128 and w(n) = [N—n]z. The resultant filter's magnitude
characteristics are displayed in Figure 5 where the low-pass characteris-
tics are in evidence. In a paper now in preparation, a detailed descrip-
tion of this filter synthesis procedure will be made and compared to an

alternate method [10].
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VII. RECOMMENDATIONS

A computationally efficient closed form method for generating ARMA
spectral estimates has been presented. Conceptually, the method offers
the promise of producing superior spectral estimation performance in com-~
parison to such AR spectral estimators as the autoregressive, linear
predictive coding, and maximum entropy methods. Empirical results have
substantiated this conjecture.

In order for this method to achieve its full potential, a number
of important considerations need further investigation. They include de~
termination of the most effective autocorrelation estimation procedure to
use since an inferior procedure will generally result in poor spectral
estimations. Another important consideration is the choice of error
weights. This weighting selection should reflect, in some manner, our
growing lack of confidence in the autocorrelation estimates for increas-
ing lags (n). Since no statistical assumptions on the time series are
being made (other than it is an ARMA time series), it is apparent that
the weighting sequence should be data dependent. One further considera-
tion is that of determining a procedure for obtaining the best choice of
the ARMA ordering parameter p. As a final point, the possible use of the
approach herein developed to two and higher dimensional signals should be
explored.
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A STUDY OF TWO AVIONICS MULTIPLEX SIMULATION MODELS: SNS AND MUXSIM

by

Malcolm D, Calhoun

ABSTRACT

Simulation is an invaluable aid in the development of Avionic
Systems as required by the United States Air Force. To this end, the
Alr Force Avionics Laboratory (AFAL) at Wright-Patterson Air Force
Base, Ohio has developed two simulation models to assist in the evalu-
ation of multiplex avionics systems: (1) Multiplex Simulator (MUXSIM),
and (2) System Network Simulator (SNS). A lack of utilization of these
models led to the study reported herein. This paper describes the
methods of use of these two simulators; also, attributes and deficiencies
of the simulators are delineated. Included in the report is a literature
survey of related simulation efforts. Since a major part of this study
! was devoted to utilization of MUXSIM and SNS, a User's Guide is included
in the Appendix. Recommendations for further work on the simulators

4 is included in the report.
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I. INTRODUCTION

The advent of LSI and the microprocessor has led to integrated

'1 avionic systems in all types of Air Force aircraft. In conjunction

with multiplexed data buses, microprocessors can be distributed both
functionally and physically among various avionics subsystems.
Simulation techniques provide the system design engineer with methods
of evaluating complex avionic systems in the early design phase.
Simulation allows system characteristics and operations to be varied
and observed prior to the actual construction of hardware.

The avionics system engineer is confronted with the complex

problem of designing the multiplex system to operate in an optimal
fashion. For the case of several processors distributed along a
multiplex bus, there is the problem of partitioning avionic tasks

; among the processors. For a data bus with one centralized controller,

| the problem is less complex but still requires modeling in éetms of
communication with remote terminals connected to the bus. At this
point, simulation tools are employed to explore various system para-
meters such as bus architectures, message protocols, timing, and task
partitioning.

To assist in the design and evaluation of avionic multiplex
systems, the Air Force Avionics Laboratory (AFAL) has developed two
simulation models, SNS and MUXSIM.! These simulators are resident in
the DEC-10 Computer System at AFAL and are available for general use,
yet the utilization of these models has been minimal since their develop-
ment. The primary thrust of the summer research effort has been to
utilize and document the two simulators to the extent that they may

be useful to AFAL and contractor engineers.

I1. OBJECTIVES

The objectives of the summer research effort as specified in the

Project Work Statement, Project AAA-14, were as follows:
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(1) To review available documentation on SNS and MUXSIM.
(2) To prepare a user's manual for the two simulators giving
information on the following:
(a) Types of problems appropriate to each simulation model.
(b) Input data requirements.
(¢) Sources of input data.
(d) Evaluation of output data.
In addition to the objectives of the work statement, it was decided
that a literature survey of multiplex simulation would be pertinent
to this effort. Consequently, a literature search was performed

and the results have been included in this report.

III. SYSTEM NETWORK SIMULATOR (SNS)

SNS is a discrete event simulation program which allows the avionics
system designer to evaluate various parameters of a distributed time-
division multiplex system. The simulator provides a means of observing
the transfer of digital information as a function of the topological
configuration of the avionic system. Additionally, the effects of
varying bus structure and protocol may be assessed by sNs.?

Presently, SNS resides in the DEC-10 computer system at AFAL.

The simulator is encoded in ANSI FORTRAN and DEC-10 MACRO. Three
versions of SNS allow some versatility in the evaluation of bus archi-
tecture; (1) MIL STD 1553A bus protocol with a central controller,
(2) MIL STD 1553A protocol with control to terminal and terminal to
terminal transfers, and (3) a round robin bus polling wherein bus
control is passed sequentially from processor to processor. The
simulation program may be run in batch mode or through an interactive
terminal. A detailed description of the procedure for using SNS is
contained in the Appendix. For specific information on the program,
see reference [3].

The scheme of using SNS is outlined in flow chart form in Figure 1.
The data base which is input to SNS may be a specific aircraft aviomic
system or it may be a generic type system. The SNS user is responsible
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for the assignmant of tasks to be processed. Information regarding
task start times, update rates, and execution times must be supplied.
The input data file may be entered via punch cards, magnetic tape, or

a time sharing terminal. An example of input data assigmment along
with information on executing SNS is contained in the Appendix."
Capabilities and deficiencies of SNS are summarized below:

SNS Attributes

1. Evaluation of various architectures.

2. Ability to model a hierarchical system with global and local bus
connectivities,
3. Verification of specific system design.
4, Evaluation of processor utilization and partitioning.
5. Output information,
(a) Discrete event summary
(b) Bus evaluation over a sample period
(c) Bus decomposition report
(d) Bus utilization summary

(e) Message transmission summary

(f) Processor utilization summary
6. Relative ease of varying input parameters and system architecture

for comparative evaluatioms.

SNS Deficliencies

1. Provides for maximum of 16 processors.

2. Lack of software documentation makes modifications difficult,
3. Detail of defining tasks and messages, assigning tasks to processors,

scheduling.

4. No provision for handling asynchronous messages.
5. No provisions for terminal or bus malfunctions or noise.
6. Executive processing overhead is not included in message summaries.

' ‘ 7. No provisions for fault tolerant simulation.




Iv. MULTIPLEX SIMULATOR (MUXSIM)

The Multiplex Simulator (MUXSIM) simulates the transfer of digital
avionics information on a single level, time-division multiplex bus.'
The primary functions of MUXSIM are (1) analysis of bus loading and
utilization, and (2) design aid for avionics systems.® As a design
tool, MUXSIM aids the avionics engineer in the assignment and placement
of subsystems and remote terminals. The primary capability of MUXSIM
is the evaluation of data bus usage.

MUXSIM is coded in FORTRAN and resides in the AFAL DEC-10 Computer
System. Additionally, MUXSIM is augmented with FORTRAN based GASP-1V.°®
The simulator's front-end routines are particularly useful in making
assignments of subsystems to remote terminals, based on signal type and
location. the MUXSIM user has the option of interactively modifying
assignments of the system elements. A list of required inputs to MUXSIM
is indicated in the Appendix.

The user has the responsibility for creating the input data files
to MUXSIM. The large volume of input data to the program necessitates
the use of punch cards or magnetic tapes. Subsequent to the data files
being entered, MUXSIM operates on-line in an interactive mode, complete
with a coaching text. The user has a choice of eight modes of operation
of the multiplex data bus. The static and dynamic modes are listed in
the Appendix. Figure 2 is a flow chart indicating user interaction with
MUXSIM.

MUXSIM prints out a large number of reports, several of which
are the input data lists sorted and reformatted. The bus analysis
reports include (1) message bus loading and utilization, (2) data bus
message structure list, and (3) bus schedule.

Some capabilities and deficiencies of MUXSIM are summarized below:

MUXSIM Attributes

1. Provision for reconfiguring task to processor assignment after
initial input.
2. Provision for sorting, reformatting, and listing input data base.

3. Provisions for eight modes of bus control (see Appendix).
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4., Provision for defining physical location of remote terminals in
aircraft.

5. Provision for varying bus capacity.

6. Analyzes bus loading and scheduling.

7. Provision for simulating asynchronous messages, bus noise, and bus
failures using GASP-IV (not directly through MUXSIM).

MUXSIM Deficiencies

1. Some input parameters not clearly defined in User's Manual.

2. Complex task of loading input signal list and dictionaries.

3. No provision for bus architecture above single level.

4. No provision for including executive processor overhead in message
summary.

5. No provision for linking MUXSIM front-end with dynamic simulation.
6. No provisions for redundancy and fault-tolerant simulation.

7. Element memory, neither fixed nor dynamic, 1s considered.

V. SURVEY OF MULTIPLEX SIMULATION LITERATURE

As part of the research effort a literature survey of multiplex
bus simulation was conducted. The search utilized the Lockheed Dialog
data base, the Defense Documentation Center (DDC) data base, and the
MASIS data bases. For convenient reference, the pertinent publications
have been arranged categorically as follows:

(A) Avionics Multiplex Simulation

(B) MIL STD 1553 Data Bus Simulation

(C) General Multiple Processor Systems

(D) Other Multiplex Techniques
The references are listed alphabetically by author. The DDC AD

number is given when available.
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A. Avionics Multiplex Simulation

1. Brent, G. A., GASP-PL/1 Simulation of Integrated Avionic l
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2. Husbands, C. R., A Comparison of Time Division Multiplex

Data Bus Techniques Based on Data Transfer Performance, Mitre Corp.,

Bedford, Mass., Navy Contract F19628-77-C-0001.

3. Johnson, T. W., "Design of a Digital Flight Control
System Using Area Multiplexing', Proceedings of the IEEE National
Aerospace and Electronics Conference, Dayton, OH, May 1976.

4. Kearney, John J., A Computer Simulation Study of the

General Purpose Multiplex System (GPMS) Applied to the Information

Transfer Requirements of the A-7E Aircraft, Vol. I, Methodology and

Results, Semcor, Inc., Mooristown, N.J., AD#787544, Oct. 1974.

Aircraft, AFAL-TR-73-133, July 1973,
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2. Barbacci, Mario, et al, The Application of Multiple
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Carnegie-Mellon University, Pittsburgh, PA, AD#A049192, June 1976.
3. Hays, J. F., "Modeling an Experimental Computer Communi-

cation Network", IEEE Data Communications Symposium, St. Petersburg,
Florida, Nov. 1973.
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No. 2, Feb. 1974.

5. Hoener, S. and W. Roehder, "Efficiency of a Multi-Processor
System with Time-Shared Buses'", Microprocessing and Microprogramming,
Amsterdam, Netherlands, Oct. 1977.

6. McAuliffe, D. J., Switching Simulations, Rome Air Develop-
ment Center, NY, RADC-4519-19-07, Oct. 1978,

7. Stickler, B. T., and P. M. Balisle, Data Distribution for

Tactical Data Systems, Naval Post-Graduate School, Monterey, CA,
AD#C004390L, Sept. 1975.

8. Warren, H. M., A General Computer Network Simulation
Model, AFIT, WPAFB, OH, AD#A039772, March 1977.
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1. Clark, A. P., "Synchronous Multiplexing of Digital
Signals Using a Combination of Time-and-Code-Division Multiplexing
(TDM and DCM)", Radio and Electronics Engineering (Great Britain),
Vol. 42, No. 10, Oct. 1972.
2. Wing, P. A., "Code Division Multiplexing", Proceedings
of the Institute of Radio and Electronics Engineering (Australia), Jan.-

Feb., 1976.
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VI. CONCLUSIONS AND RECOMMENDATIONS

The primary strength of SNS is its ability to perform conceptual
system architecture evaluations. From the user's point of view, SNS
is easier to operate than MUXSIM because SNS requires less detail in
the input data base. The major deficiencies of SNS are (1) the lack
of adequate documentation for modification, and (2) its inability to

simulate faults and recoveries.
The utility of the MUXSIM front-end in making subsystem and remote

terminal assignments, and in mapping signals into messages, 18 a
definite asset to the simulation process. MUXSIM also allows for
several different modes of bus operation. A major negative feature of
MUXSIM is the complex and laborious task of encoding a data base. One
of the author's of MUXSIM estimated two to three man-months to encode
the signal 1ist and dictionaries for an avionics suite such as the F-16.
Another weakness of MUXSIM is that its dynamic mode does not interface
directly with the MUXSIM front-end.

In their present forms, SNS and MUXSIM are adequate as conceptual
design tools within the constraints of the individual simulation programs.
However, both simulators have serious deficiencies insofar as simulating
advanced avionics systems such as multi-level architectures, distributed
processors, and fault tolerant networks. It is felt that revision of
these programs is not the approach to take at this time, but rather
that new simulation tools should be assembled for the design and evalu-
ation of advanced avionics systems. Consideration should be given to
utilizing simulation languages such as SIMSCRIPT or ECSS II, or to
higher order languages such as ADA.

Until new simulation routines are available, SNS and MUXSIM should be
utilized to the fullest extent of their capabilities. Some possible
revisions to enhance the value of MUXSIM are as follows:

(1) Assemble a pre-processor for MUXSIM so that the user input is
reduced to aircraft type, mission, and system configuration.

(2) Link MUXSIM front-end with GASP-IV so that MUXSIM is truly

a dynamic simulator.

7-13




VII. REFERENCES

1. AFAL/AA Handbook for Avionic System Analysis Tools, Systran Corp.,
Dayton, OH, Sept. 1978.

2. AFAL Simulation Facility/Capability Manual, Vol. I, AFAL-TR-77-118,
June 1978.

3. Distributed Processor/Memory Architectures Design Program, AFAL-TR-
75-80, Texas Instruments, Inc., Dallas, TX, Feb. 1975.

4. Butler, R., and System Consultants, Inc., System Network Simulator (SNS), 1
User's Manual, AFAL, W-PAFB, OH, June 1977.

5. Multiplex Simulator Design Study, AFAL-TR-76-201, Harris Corp.,
) : Melbourne, Florida, Jan. 1977.

6. Pritsker, A. A. B., The GASP-IV Simulation Language, J. Wiley and
f Sons, New York, NY, 1974.

7. Multiplex System Simulator (MUXSIM) User's Manual, Contract AFAL
F-33615-73-C-1172, Harris Corporation, Melbourne, Florida, June 1976.

O 7-14




APPENDIX

7-15




USER'S GUIDE: SNS AND MUXSIM

A.I. INTRODUCTION

The intent of the User's Guide is to provide the AFAL avionics

systems engineer with sufficient information to utilize the simulators
SNS and MUXSIM. Section A.II. contains information regarding the use
of SNS, and Section A.III is devoted to MUXSIM.

A.II. System Network Simulator (SNS)

1. General Information

T T e A

SNS is located on the AFAL DEC-10 Computer System. To conserve
computer resources, SNS resides in executable form in disk area DSKG
under project, programmer number (ppn) [275,316].

The FORTRAN source programs are stored on magnetic tape
REELID 630, area [250,1322]. The procedure for copying the source
coded files from tape to disk is given in Table A.l. A listing of
FORTRAN coded SNS routines is found in reference [4]. Once SNS has been
transferred into a disk area, the programs may be copied or modified

as necessary.

+MOUNT MTA FAILSA/REEID:630

.DIR MTA <device number>:*, *[* %]

.R FAILSA

*/W

*/A

*/3

*/L

*/T, <files to be transferred to disk>
-DISMOUNT FAILSA

TABLE A.1 SNS Tape Commands
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Three executable forms of SNS are stored on the aforementioned
tape and in DSKG [275,316]. For information on the three versions of
SNS, refer to FILE.UND in area [275,316]. Briefly, the three executable

versions of SNS are:

(1) TESTA.EXE - MIL STD 1553A bus protocol for a centralized
bus controller allowing only terminal to controller and controller
to terminal communications. All messages have a minimum length of
65 microseconds.

(2) TEST B.EXE - MIL STD 1553A bus protocol with C/T, T/C, and T/T
data transfers. Messages numbered less than 100 are treated as T/C
or C/T transfers with a minimum length of 65 microseconds. Messages
numbered 100 or above in the data program are treated as T/T transfers
with a minimum length of 110 microseconds.

(3) SNSY.SAV - Bus control is passed sequentially from one processor
to the next in a round robin polling fashion. Data is treated as a
17 bit word with 3 bits of sync.

To run SNS, the user must create a data file which is linked to

a disk assignment. Similarly, the output data file must be linked to
an assigned element. After completion of the SNS execution and data
printout, the temporary files FOR@5.DAT, FORP6.DAT, and FOR1#.DAT
should be deleted.

The commands listed in Table A.2 are used to execute SNS from a TTY
terminal. These commands cause test program SNSTES.NET to be copied into
data file FOR@S.DAT. Next, SNSY.SAV is executed and the output reports
are displayed on the CRT terminal.

Since considerable time is required for execution of SNS, the
user may elect to submit a batch job as outlined in Table A.3. This
example control file was created under the name MC.CTL and executed
by the command .SUBMIT MC.CTL.
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.AS DSK:5

.AS DSK:6

.AS DSK:1¢

.COPY FOR@S.DAT=SNSTES.NET

+RUN SNSY.SAV

.TYPE FOR@6.DAT

.DELETE FOR@5.DAT,FOR@6.DAT,FOR1@.DAT

TABLE A.2 SNS TTY Commands

.AS DSK:5

.AS LPT:6

.AS DSK:1¢

.COPY FOR@5.DAT=SNSTES.NET
-RUN SNSY.SAV

.DELETE FOR@5.DAT, FOR1@.DAT
.K JOB

TABLE A.3 MC.CTL Control File




-

2. System Modeling for SNS

There are two primary considerations in modeling for SNS

simulation. First, the avionics system should be laid out in flow
graph form showing the relationship between subsystems and events.
Secondly, avionics task scheduling must be considered with regard to
(1) starting time, (2) execution time, (3) update rate, and (4) memory
words required.

For illustration purposes, a simple avionics system consisting
of five subsystems with six processors was used for test program
SNSTES.NET. Figure A.1 illustrates the task assignments and message
F flow. Note that tasks numbered 1 through 20 are executive tasks and

have no predecessors. Tasks numbered 41 through 69 have predecessors.
On the flow chart, the number in the top of the circle indicates the
task identification number. The number beside the ray indicates
' message number, and the quantity in parenthesis is the number of words
' in that particular message. Task 4 is a completion status and has

no successor tasks.

For the same example program SNSTES.NET, Figure A.2 shows the processor ]
bus connections thd the task to processor assignments. Note that pro-
cessors 7 and 8 are shown with no bus connections. SNS requires a

minimum of eight and a maximum of sixteen processors.

Concluding the example, start time RUNT, interation time ITER, and

subfunction processor assignment SFPE are tabulated in Table A.4.

; TASK_ID RUNT ITER SFPE
' 3 25000 31250 4
5 12600 31250 5
. 6 27500 31250 3
i 15 19000 31250 2
- 16 0 31250 6
. . TABLE A.4 Subfunction Schedule for SNSTES.NET
- 7-19




TASK ID
3’ 4’ 5!
6, 15, 16

FIGURE A.]1 Task Diagram for SNSTES.NET

Task ID Task ID
61 63
PE PE PE PE
1 2 3 7
PE PE PE PE
4 5 6 8
TASK ID TASK 1ID TASK ID
65 67 59

FIGURE A.2 Task to Processor Assignment
for SNSTES.NET
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3. SNS Data Program

A data program for SNS consists of five sections, The

first section controls the report data and consists of 3 lines, as
described in reference [4], section 5.1. An example of the comtrol
cards is shown in Figure A.3. The last four sections of the data
program are FORTRAN NAMELISTs and define (1) Avionic Task Definition,
(2) Bus Connectivity, (3) Task to Processing Element Aasigmment, and
(4) Subfunction Scheduling.

Figure A.4 shows the structure of the avionic task definition in
the data program while Figure A.5 indicates bus comnectivity definition.
Tables A.5 through A.8 define the data program NAMELISTs avionic tasks,
bus connectivity, task to processor assignment, and subfunction schedule,
respectively.

A coding sheet of the form shown in Table A.9 is convenient
for listing the data to be entered in the data program. Note that the
information contained in Table A.9 was obtained from the task diagram,
Figure A.1. After all of the assignments have been completed, data is
entered into the data program. Table A.10 is a partial listing of

example data program SNSTES.NET.
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$TTBD
AS MANY
- AS THERE
ARE TASKS
: STDEFN $TDEFN $TDEFN
i_
; NUMMSG NUMMSG NUMMSC
. ] i
| ' AS MANY
. '
- «= — AS NUMMSG
$MDEFN $MDEFN $MDEFN
5 ,
) FIGURE A.4 Avionic Task Definition Structure
F )
1
1
E
$GBDEF "
AS MANY AS
~ == == THERE ARE

AFFINITY GROUPS

SLBDEF SLBDEF SLBDEF

ﬁ FIGURE A.5 Bus Connectivity Definition
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VARIABLE DESCRIPTION DEFAULT VALUE
$TTBD Start NAMELIST

WSI1ZE= Bus data word length (usec/bit) 20
BITPRD= Bus bit period(usec/bit) 1
MSYNC= Message sync signal length (bits) 0
GAPTME= Inter-message gap time (usec) 5
$END

(As many of the following data sets are there are taskst*)

$TDEFN Start NAMELIST data set descriptor

LAST= .True. If last task definition

TASKID= Task identification number

NPRED= Number of predecessors to task

DELTA= Inverse of rep. rate (period) 232
NUMSUC= Number of successor tasks 0
SRID= List of successor tasks id's

RTYPE= 16-bit words of memory used

NUMBS= Number of run time branch successors 0
BSID= List of run time branch successors

NIMSG= Number of input messages required by task 0
IMTYPE= List of input message types, pointer from TYPE
XTIME= Tasks' execution time in processor clocks 0
$END End NAMELIST data set

$MTBD Start NAMELIST data set

NUMMSG= Number of output messages generated by task

SEND End NAMELIST data set

As many of the following NAMELIST data sets as specified by NUMMSG
$MDEFN Start NAMELIST data set

TYPE= Message type, is a pointer to IMIYPE 0
LENGTH= Message length in words exclusive of overhead 0
NUMDES= Number of destination tasks 0
TASKID= List of destination tasks

PHASE= Transmission time 0
PERIOD= Period of message transmission 1
PRTY= Priority of message 0
CCLEN= Control length 20
SOURCE= Source id 0
DENS= Density 0
$END End NAMELIST data set 0

TABLE A.5 Avionic Task Definition




VARIABLE DESCRIPTION DEFAULT VALUE

$GBDEF Start NAMELIST data set descriptor
TOTPE= Total number of PEs in the system
GBCL= List of PE numbers that define the Global

bus connectivity in the order for control
to be passed, exclusive of Local connections.

BLGTH= Total number of elements in GBCL

TLOCL= Total number of local bus connections [
PERTIME= Period time for periodic reports ]
$END

(One set for each affinity group to be defined, if 15 processors, then 15
affinity groups are defined).

$LBDEF Start NAMELIST data set descriptor

NUMPE= Number of PEs in this affinity group

PECON= List of PE numbers that define the Local bus
connectivity in the order for control to be
passed.

BLGTH= Total number of elements in PECON

gAST= .TRUE. Use if last affinity group definition

END

TABLE A.6 Bus Connectivity Definition

VARIABLE DESCRIPTION DEFAULT VALUE }
L

$DEFINE Start NAMELIST data set

PEID= ID of processor having tasks assigned to it %

NUMT SK= Number of tasks assigned to processor

TASKS= List of tasks ID's assigned to the processor 3

LAST= .TRUE. If this is the last processor assigned :

$END

(One data set for each processor assignment defined)

TABLE A.7 Task to Processing Element Assignment
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VARIABLE DESCRIPTION

(As many of the following data sets as there are subfunctions)

$FNDEFN Start NAMELIST data set descriptor

RUNT= Time at which subfunction gets first 'go' message
ITER= Iteration period of subfunction

NUMPE= Number of PEs with subfunction starting mode
SFPE= ID of PEs with subfunction start mode

LAST= .TRUE. If last subfunction definition

ID= Numeric identity of subfunction

$END

TABLE A.8 SUBFUNCTION SCHEDULING DEFINITION
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4. §SNS Output Data

The output reports generated by SNS occur at three levels:

(1) event level, (2) at the completion of a sample period, and (3)
at the completion of the simulation run. Event level reports occur
at the completion of each event during the simulation. An example
of an event level report is shown in Table A.1l.

Sample period reports are generated every 50,000 microseconds or
as specified by the user setting the parameter PERTIME. Evaluations
are made of bus and processor performance over the sample interval.
An example of a period report is shown in Table A.12,

Finally, SNS generates summary reports at the completion of the
simulation. The summary reports include processor utilization summaries,
bus utilization summaries, message transmission summaries, and a bus

traffic decomposition report. An example of a summary report is given
in Table A.13.
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A.IIT Multiplex Simulator (MUXSIM)

MUXSIM resides in the AFAL DEC-10 Computer System, area DSKG,
ppn [275,311]. The MUXSIM routines in this area are encoded in FORTRAN
as well as executable object code. MUXSIM is run from a remote terminal
by typing .RU MS and following the coaching text.

In addition to its residence in disk, MUXSIM is stored on two
magnetic tapes, REELID:587 and REELID:563. To copy files from tape
587, a routine called FAILSAFE is used. Table A.l4 illustrates the
method of copying the files from tape REELID:587, DSKH, ppn [171,7513]
to disk area DSKF, ppn [242,363].

.MOUNT MTA FAILSA/REELID:587
.R FAILSA

* /W

*/A

*/L

*/T, <files to be copied>
.DISMOUNT FAILSA

TABLE A.14 FAILSAFE Example
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The MUXSIM files stored on tape 563 were copied onto tape by use
of a routine called FRS which is no longer in use on the DEC-10 System.
For information on FRS, type on the remote terminal .TYPE DOC:FRS.DOC.
To copy the MUXSIM files from tape 563 onto disk area DSKF, ppn [242,363],
follow the procedure listed in Table A.15. Once the MUXSIM files
have been copied into disk area DSKF, ppn [242,363], the user may
modify or move files to other disk areas as necessary.

.MOUNT MTA FRS/REELID:563

.R FRS

*REW

*RESTORE DSKF:*,%[242,363]-DSKC:*.*[171,7513]=MTA#
.DISMOUNT FRS

TABLE A.l15 FRS Example

An attempt has been made to consolidate all of the MUXSIM files
onto one tape. The BACKUP routine was employed to store MUXSIM onto
tape REELID:457. The procedure for copying files from tape 457 to a
disk area is given in Table A.1l6.

.MOUNT MTA BACKUP/REELID:457
.R BACKUP

/REW

/FILES

/RESTORE DSKG: File name .ext[275,311]=DSKF: File name
.ext [242,263]

.DISMOUNT BACKUP

TABLE A.16 BACKUP Example

7-34




In essence, MUXSIM front-end aids the user in wmodeling the avionic
system being simulated. Subsequent to user input of the gignal list
and required dictionaries, MUXSIM allows interactive modification of
the system until the user is satisfied with the design.

Input data required for MUXSIM engulfs the entire signal 1ist of
the avionic system, down to pin level. Other inputs include definitions
and locations of various subsystem componenets and remote terminals.
Static MUXSIM maps signals to appropriate remote terminals, allowing
the user to make modifications as necessary. The detailed signal list
and the following dictionaries are required inputs to MUXSIM:

(1) LRUNME.DIC LRU Name

(2) LRULOC.DIC

(3) SGLADC.DIC

(4) LRURMY.DIC

(5) DRSMAP.DIC

Additionally, there is a dictionary input requirement for each

LRU Location/Remote Terminal
Signal Group/LRU Assignment
LRU Key Modification

Data Rate/Signal Map

of the two dynamic MUXSIM models.

The detailed signal 1list must be input as data; there are three
lines of data to represent each signal. The format requirement for the
signal list and the dictionaries is found in MUXSIM User's Manual,
Section 5, The detailed signal 1ist and the necessary dictionaries
for the AJD avionic system are stored in the MUXSIM files on the DEC-10
Computer System.

There are eight static modes of operation of MUXSIM which are
input through the STATIC subsystem Word Map and the Message Map programs.

(1) Model SA T/T data transfers

(2) Model SB T/C/T data transfers

(3) Model SC Digital T/T, Discrete T/C/T

(4) Model SD Hybrid of SA and SB

(5) Model SE T/T transfers with Bus Control Interface
Unit (BCIU) Broadcast Reception

(6) Model SF T/C/T transfers with BCIU Broadcast
Reception

(7) Model SG Hybrid of SE and SF

(8) Model SH T/C/T transfers with word shuffling




The
(1)
(2)
3
(%)
(5)

In addition to the static models, there are two dynamic models;

Model DA for demand access transfers and model DB for demand access
transfers including fault-tolerant and redundancy schemes.

output data from MUXSIM is as follows:

Corrected equipment list, signal list, and signal flow summary
Signal to remote terminal assignments

Signal to message assignments

Message bus loading and utilization

Dynamic model summary reports.

Documentation on the use of MUXSIM is available by typing .TYPE
MUXSIM.DOC on the TTY terminal. More detailed information on the
MUXSIM programs 1s found in MUXSIM User's Manual, reference [7]. With
this documentation and the aid of MUXSIM coaching text, MUXSIM is

relatively easy to run from an interactive terminal.
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LASER CANDIDATE AND ENERGETIC MATERIAL STUDIES
by
William Robert Carper
ABSTRACT

The search for a chemical laser operating in the visible and ultraviolet
spectral regions has been extended to SeF and TeF. The flame emission spectrum
has been obtained and a vibrational analysis completed for both compounds. The
spectroscopic analysis indicates that the internuclear distances vary consid-
erably between the ground and excited states of SF, SeF and TeF. The results
support the concept of SeF and TeF as potential laser candidates.

The energetic materials, RDX and HMX have been analyzed by mass spectral
and ESR studies to determine their mode of thermal decomposition. The evidence
supports the formation of gaseous free radical chains which are highly reactive

and volatile. Future studies in this area are suggested.
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