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Demand-Assignment TIMA schemes, a class of hybrid TIMA/Collision-

Resolving schemes and Fixed Reservation schemes, governing the sharing of
multiple-access commmication channels, are studied. Sources commmicate
with each other through a synchronized (slotted), fully commected commmi-
cation medium. This commmication medium can be a terrestrial radio or
iine commmication channel (inducing low propagation delay) or a satellite
channel (inducing high propagation delay).

The Demand-Assignment TIMA schemes studied here are used to allocate
channel capacity among sources which require real-time transmission. A
non-preemptive Cutoff Priority discipline is employed to offer priority
services to important messages. The performance of the schemes is measured
in terms of the message blocking (loss) probability and the message delay
vs. channel throughput functions. For sources which transmit at multiple
rates, a maximm normalized average waiting time is introduced as an overall
system performance measure. The latter is used as an objective function
in finding the optimal channel frame structure.

The class of store-and-forward hybrid TDIMA/Collision-Resolving
schemes, developed here, are composed of a TIMA component and a Tree Search
component. Groups of sources are served on a TIMA basis. Collisions among
sources within each group are resolved by following a Tree Search technique.
Message arrivals in a sequence of slots are assumed to be i.i.d., governed
by an arbitrary distribution. The messages are assumed to contain single
packets, except in the pure TIMA case where the message length distribution

is arbitrary. Two cases are studied. In one case, the source buffers are




assumed to have limited capacities and, in the other case, unlimited capa-
cities. A recursive formulation technique is employed to evaluate the

performance of these schemes. 3

Fixed Reservation schemes, operating on a store-and-forward basis,
are investigated as well. A preemptive priority discipline is incorporated
as an important feature. Message arrivals in a sequence of frames are
assumed to be i.i.d. with an arbitrary distribution. The message length
distribution is also assumed to be arbitrary. A technique is developed to
yield bounds on the average delay of an arbitrary priority class of messages.
, ) In some special cases, these bounds converge and yield an exact result. ?

This is demonstrated by a numerical example.
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CHAPTER I

INTRODUCTION

1.1 Imtroduction

In the following chgpters, multi-accessing of a coomunication

f

channel by a number of sources is considered. This channel serves as
a communication medium between a population of geographically distri-
buted sources. A channel is said to have broadcast capabilities if
every source can receive and listen to the messages transmitted by
any source, including itself. In order to provide this broadcast
cap;bilities, a single repeater is assumed to be established. Messages
arriving at the sources are transmitted in an uplink manner to the
repeater. Upon receiving these messages, th: repeater then transmits
them in a downlink manner (broadcast) to all the sources. Of course,
uplink and downlink transmission are carried out in separate frequency
bands, otherwise, interference would destroy the messages. A few
examples of how a repeater is used in practical situations are
described as follows. The repeater can be a satellite transponder in
geosynchronous orbit with the earth. The sources sharing the broadcast
channel provided by the transponder are the earth stations covered by
the satellite (See [1]). In another situation the repeater can be
an air-borne (mobile) radio-repeater station providing communication
medium between a squadron of military units (sources) (sez {2] and [3]).
The repeater can also be a business radio-rep~ater station serving
intracity subscribers (sources). All these practical situations

serve as the main motivation of our studies. Even though our studies

e




are motivated by these practical situations, the results of our studies
are also applicable to many terrestrial communication networks when
considering network channel multi-accessing. It is easily observed

that in a radio-repeater situation, the propagation delay of the channel
is negligible while in the satellite transponder situation, the round
trip propagation delay of the channel is comparatively much longer,
about 0.27 seconds. This propagation delay will serve as an important
parameter in our studies.

Since the channel is shared among a number of sources, an
access-control mechanism is required to appropriately allocate the
channel capacity (resource) among the sources in order to make the
most use of the capacity of the channel and serve the sources in the
most efficient manner. Two methods of carrying out access-control,
known as central control and distributed control, are described as
follows.

Under a central control scheme, a central controller is
established which collects information about the sources, the channel
and the messages which are to be transmitted. Based on this collected
information, the central controller then appropriately supervises
transmission scheduling. This intelligent unit, because of its high
complexity, can allow the implementation of very sophisticated and
efficient access-control disciplines. However, in order to collect
the required information and to send supervision information, not only
additional delays are introduced, but also additional protocal messages
are generated. Furthermore, the centralization of control increases

the vulnerability of the system.

el ndiania




Under a distributed control scheme, management of the channel is
shared by all the sources. Therefore, the sources are required to be
equipped with more sophisticated instruments so as to carry out their
individual control duty and achieve coordination. Such a system is less
vulnerable. However, coordination is not easy and more sophisticated
equipment at every source induces higher costs.

Three important issues should come to mind when the implementation
of an appropriate access-control mechanism is considered. First, the
nature, capabilities and geographical distribution of the sources that
share the channel. Second, the capacity and the propagation delay of
the channel. Third, the characteristics of the messages arriving at
the sources which require transmission over the channel.

If messages are arriving at the sources in a deterministic
manner and (or) the holding times (occupation times) of the channel
for the transmission of messages are deterministic, the task of
channel access-control would be much easier. Unfortunately, these
factors are usually nondeterministic and can only be described by
probability distributions., Furthermore, the flow of message traffic
may fluctuate greatly between regular and critical periods which are
a priori unknown functions of time, geographic distribution of the
sources and situations. Hence, an efficient access-control mechanism
is required not only to provide adequate general services to the
sources at regular times but is also required to be able to cope with
these message traffic fluctuations and offer acceptable services at
critical times. Due to the stochastic characteristics of the message

traffic, stochastic processes and queueing models are important tools




employed in our studies to evaluate the performance of access-control
schemes,

If the message traffic arriving at each source is steady, Fixed
-Assignment FDMA (Frequency Division Multiple Access) or Fixed-Assign-
ment TDMA (Time Division Multiple Access) schemes are very efficient .l
(see [4]). Under a Fixed-Assignment FDMA scheme, the bandwidth of the
channel is divided into appropriate portions and each source is
assigned one or more portions so that each source can transmit its
messages in its own assigned portions of the channel bandwidth,

Under a Fixed-Assignment TDMA scheme, the channel time is divided into
consecutive equal durations called frames. In a fixed manner, each
frame is divided into appropriate portions, slots, and each source is
assigned one or more slots in each frame so that each source can trans-
mit its messages at full capacity of the channel in its own assigned
slots. Under both schemes, each source utilizes only its own assigned
portion of the channel, thus, sees the channel as transparent and
therefore no contention is developed among the sources. Furthermore,
the sizes of the portions can be updated periodically in oder to adapt
to message traffic fluctuations.

When the message traffic arriving at the sources is bursty

(statistically fluctuating), then both Fixed-Assignment FDMA and

Fixed-Assignment TDMA schemes yleld low utilization of the channel.
Consequently, we consider Demand-Assignment FDMA (DA/FDMA) or Demand
-Assignment TDMA (DA/TDMA) schemes. If all the sources require
transmission at a specific source information rate, that is, each

source requires real-time transmission when a subchannel is granted,
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we do the following. Under a Demand-Assignment FDMA scheme, the
bandwidth of the channel is divided in such a way that each frequency
subband forms a subchannel which is adequate to support the message
transmission of one single source. Similarly, under a Demand-Assignment
TDMA scheme, every channel time frame is divided into equal durations
called slots. Each sequence of slots (of fixed frame position) in
successive frames forms a subchannel which is adequate to support

the message transmission of one single source. For example, the
periodic sequence containing the first slot in each frame forms a
subchannel. Coded voice transmission applications form a typical
example. Usually, under a Demand-Assignment FDMA or Demand-Assignment
TDMA scheme, the number of subchannels is less than the total number

of sources which share the channel, therefore, subchannels are granted
to sources on a demand-assignment basis. Sources which have messages
to transmit request for subchannels. To meet these requests, a
control mechanism 1s established to appropriately assign available
subchannels to sources. The control can be centralized or distributed,
Protocol information for requesting and relinquishing subchannels can
be sent through an assigned portion of the channel or a separate
channel.

In practice, some messages are more important than others,
therefore, we need to study priority schemes. 1In this dissertation,
we employ a Cutoff Priority discipline to give advantage to important
messages,

In realistic situations, sources usually do not transmit at one

single source information rate. Therefore, we also develop and study




demand-assignment schemes to cover the case in which the sources require
real-time transmission at multiple information rates. In order to
satisfy their information rates, appropriate allocation of the capacity
of the channel with respect to different information rates has to be
considered and incorporated into the control mechanism (see [5]).

In many situations, messages are not required to be transmitted
at a specific source information rate on a real-time basis. In order
to reduce transmission delay and increase throughput, it is more
efficient to allow only a few sources to transmit simultaneously at the
higher channel transmission rate than to allow many sources to transmit
simultaneously at the lower source transmission rate (see [6]). Data
transmission applications form a typical example. Such channel sharing
schemes are said to operate on a store-and-forward (message-switching
or packet-switching) basis. An example of such a store-and-forward
procedure is a Polling scheme. Under such a scheme, in a cyclic manner,
the sources are scheduled to transmit at full channel capacity. The
policy governing the holding time of the channel by each source may
vary. However, due to the walk time required in switching from one
source to another, Polling may not be efficient., For example, if
the number of sources is large and every one generates information in
low duty cycle fashion, that is, every one generates short messages
interrupted by long pause intervals, a Polling scheme yields poor
channel utilization and long message delays.

In many situations, when a packet-switching access-control
scheme is used, messages are decomposed into blocks of equal lengths

called packets and are transmitted over the channel separately.
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Therefore, each packet carries identification and destination informa-

tion so that the packets can be reassembled at the destination to

recover the message, Such packet-switching access~control schemes
include various versions of Random Access and reservation procedures.
Under a Random Access scheme (see [7]), a newly generated
packet 1s transmitted without waiting. If two or more packets are
transmitted at the same time, a collision occurs. The sources are
assumed to have the ability to distinguish if a received broadcast is
a successful transmission or a collision. Upon sensing a collison, .
the collided packets are retransmitted at random future times. ,
Retransmission is repeated until the collided packets get through.
Unfortunately, the maximum throughput of the channel implemented

by this scheme is very low, equal to 1/2e. To improve the throughput,

the Random Access procedure is modified to form a Slotted Random
Access scheme (see ([8]) by dividing the channel time into slots such
that each slot can accommodate the transmission of exactly one packet.
Transmission or retransmission of packets are allowed to start only
at these slots. Such a scheme requires synchronization of slot times.
The maximum throughput is improved to 1l/e, but still too low to be
acceptable in many practical situations. Furthermore, under both
Random Access and Slotted Random Access procedures, when a traffic
burst causes most of the transmitted packets to be generated due to
retransmission, the channel will become unstablé, yielding excessive

packet delays and diminishing throughput values,

. Under a Tree Search random access scheme (see [9]), the channel

Lo~ . time is again slotted as under a Slotted Random Access scheme. New




packets start their transmission at the beginning of specially dynami-
cally recognized time epochs. Each epoch is made up of subperiods

called steps. Each step is made up of two slots. At each step,

transmission rights are assigned to certain sources. The policy
governing the selection of sources to be given transmission rights is
as follows. At the first step of an epoch, the entire population is
divided into two groups of an equal number of sources. Transmission
rights in the two slots are given to the two groups separately. If
no collision occurs in either slot, the epoch ends and a new one starts
' . subsequently. Otherwise, transmission rights in successive steps of
the epoch are assigned according to the following two rules. First,
if a collision occurs in one slot, the group of sources which are
. - given transmission rights in that slot are divided into two smaller
groups of an equal number of sources which are then separately given
transmission rights in the two slots of the next step. Second, if
collisions occur in both slots, the collision in one group is
completely resolved before the other is attempted. Both rules are
applied to collisions not only at the first step but also at subsequent
steps, if necessary, to resolve collision(s). The epoch ends when
all the collision(s) and subsequent collision(s), if any, are
resolved. A new epoch starts thereafter. Packets which arrive after
the start of an epoch are not allowed to be transmitted during the
on-going epoch but will be transmitted during the ne .t epoch. Such
a scheme is stable, but the maximum throughput is very low, equal to
only 0.432,

We observe that under Fixed-Assignment TDMA schemes, in order
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to avoid conflicts among sources, every source is assigned one single
slot in every channel time frame. Under a random access scheme, actions
are taken only when collisions occur. It would be advantageous to
integrate the features of these classes of schemes. One such method
involves the use of a Group Random Access scheme. Under this scheme,
the entire population is divided into groups and the channel time
frame is also divided into the same number of portions such that each
group of sources is associated with one portion of the channel time
frame. The sources in each group are allowed to use only the group's
assigned time portion of the channel. Hence, there is no conflict
between groups. Conflicts among sources in each group are resolved

by the Random Access technique. This scheme has been studied
extensively by Rubin [10]. The schemes we have developed and studied
work as follows. The entire population is divided into groups
containing an equal number of sources. The channel time frame 1is also
divided into the same number of equal portions. Each group is
assoclated with one portion of the channel time frame and the sources
of each group are allowed to utilize only the group's associated
portion of the channel so that there is no contention between groups.
Sources share their group time portions on a random access basis.
Conflicts in each group are resolved by the Tree Search technique. By
varying the number of groups to be divided from the entire population
(consequently varying the number of sources in each group), we obtain
a family of hybrid access~control schemes, with the pure Fixed-
Assignment TDMA and the pure Tree Search schemes as extreme members

of the family.




Under these schemes, a message to be transmitted over the channel

is first decomposed into packets; then these packets are transmitted
independently over the channel. These schemes exhibit favorable delay-
throughput functions if the messages arriving at the sources contain
single packets. For long mesages which are composed of multiple
packets, these schemes will not be efficient because of two reasons.
First, the total delay of a message is equal to the sum of the delays

of its packets which are transmitted individually and independently

over the channel can become excessively long. Second, packet reassembly
is necessary at the destination.

To accomodaée long messages, we consider a Fixed Reservation
scheme to share a communication channel on a store-and-forward basis.
Under this scheme, the channel time is divided into two fixed portions,
one portion for sources to make reservations and the other portion
for actual message transmission. A source that has a message to
transmit uses the reservation portion of the channel to make reserva-
tion. When reservation for the message has been successfully made,
the message is then scheduled for future transmission. The source
will transmit the messac: at the channel transmission rate in its
reserved slots. Since interruptions for more important messages are
acceptable and practical in data transmission applications, we
analyze the delay-throughput performance of Fixed Reservation schemes

using a preemptive priority discipline.

1.2 History

Years ago, channel multi-accessing was accomplished by circuit- -

switching methods, such as Fixed-Assignment FDMA schemes. These .
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methods were adequate for a long time. In recent years, data trans-
mission applications have substantially expanded. Consequently, not
only has the amount of communication needs grown, but also the
diversity of message characteristics and complexity of source require-
ments have developed. Conventional communication techniques are no
longer adequate for the efficient sharing of communication channels.
With the decrease in cost of processing and processor, attention has
shifted to packet-switching forms of multiple access. A transmitter
formats messages into packets of constant length and then transmits
them over the channel. This can be carried out in real-time transmission
and store-and-forward transmission. Most of the wofk that has been
done on this form of multiple access is as follows.

Abramson [7] and [11] studied the Aloha system (Random Access).
It is unstable and it has a low maximum throughput of 1/2e.

Roberts [8] improved the maximum throughput of the channel to
1/e by slotting the channel time and synchronizing the sources so
that the packets arrive in phase (Slotted Random Access).

Metcalfe [12] and [13] tried to stabilize the Aloha and the
Slotted Aloha systems by two methods. First, he introduced blocking,
that is, a source may not generate another packet until the present
packet has been transmitted successfully. Second, he varied the
transmission probabilities.

Kleinrock and Lam [14] and [15] extended Metcalfe's work. They
showed that even by blocking, if the population of sources is
infinite and independent, the system is unstable. If the population

of sources 1s finite, then the system is stable. However, due to

11




traffic fluctuations, the system sways between two points, one with

a small number of retransmitted packets and another with a large

number of retransmitted packets.

) Rubin [10] introduced Group Random Access schemes. These ‘ﬁ
schemes have been described in the previous section. He also introduced .
blocking in order to stabilize the channel.

‘ Capetanakis [9] proposed Tree Search schemes. Under a Tree

Search scheme, sources are arranged to form a tree structure. Sources
are allowed to transmit only when they are given the transmission
rights. Transmission rights are given to sources by following a
search pattern along the branches of the tree.

So far, under the schemes we have discussed, if more than one

¢ - packet is transmitted simultaneously,then a collision occurs and all
the packets are destroyed. However, Roberts [8] showed that this
need not be true because FM receivers can track the strongest of many
signals if the next strongest is down by 1.5 to 3 db, 1In a ground

1 radio system, he increased the channel maximum throughput to 0.6

by taking advantage of this FM capture.

There are other schemes which can improve the channel throughput
by requiring each source to obtain more information about the other
sources. However, these schemes are efficient only if the round trip

propagation delay of the channel is small. Kleinrock and Tobagi [16],

f17], [(18) and [19] examined CSMA (Carrier Sense Multiple Access). In
CSMA, a source with a packet to transmit first listens for the carrier
of other sources to determine if the channel is busy. If it is busy

then the source holds the packet. Otherwise, it transmits the packet

12




with certain probability. Unavoidable collisions are resolved by the
Aloha technique.

Kleinrock and Yemini [20] suggested Urn schemes under which
sources that have packets to transmit are required to send signals
in mini slots. Hence, every source can acquire information about the
other sources by listening to these mini slots. Then based on this
information, transmission rights in each slot are assigned among the
sources by following a certain rule.

In addition to these schemes, a number of reservation schemes
have been proposed. Crowther et al [21] introduced Reservation Aloha
schemes under which the channel siots are grouped into frames that
are at least one propagation delay long. A source that has successfully
used a slot retains transmission right in that slot in the following
frame. Unused slots can be captured by any source through the Slotted
Aloha technique.

Roberts [22] suggested Interleaved Reservation Aloha schemes
under which the channel is divided into two states, Reservation and
Aloha. On the Reservation state, the sources try to reserve the Aloha
state by the Slotted Aloha technique.

Binder [23] introduced reservation schemes under which the slots
are grouped into frames such that each source is allocated a slot in
every frame. A slot which is not used by its owmer is available to the
other sources on a Round Robin basis.

Rubin [24] offered Fixed Reservation schemes under which the
channel frame is divided into two portions, one portion for sending

reservation information and the other portion for actual message
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transmission. By changing the frame duration and the ratio of the two
portions, Dynamic and Fixed Reservation schemes are obtained which are

capable of adapting to traffic flow fluctuations.

Instead of fixing the channel frame into two portions, Rubin [24]
and [25] developed the Asynchronous Reservation Demand-Assignment schemes
by establishing reservation slots dynamically according to observed %

service demands and queue sizes.

1.3 The System Models

In the following chapters, we will describe several situations
by various system models. Each system is composed of a communication
channel and the sources that share it. To completely describe and
analyze a system, it 1s necessary to specify the characteristics of
the channel and the sources, the stochastic properties of the
messages arriving at the sources and the access-control scheme that
allocates the capacity of the channel to the sources. To accomplish .
this, a channel model, a source model or (and) message model and an

access-control scheme model are set up.

1.4 Outline of the Dissertation

In Chapter II, Demand-Assignment TDMA schemes used to grant
channel access to real-time sources which require transmission at a
specific source information rate are discussed. A Cutoff Priority
discipline is employed to give advantage to priority messages.
In Chapter III, Demand-Assignment TDMA schemes for real-time
i sources which require transmission at different source information .

rates are presented. An overall message delay performance measure is

14
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introduced and used as an objective function to optimally allocate the

capacity of the channel among the sources.

In Chapter IV, Fixed-Assignment TDMA and conflict resolving random

access schemes are combined to form a class of hybrid access-control
schemes., Two versions of the Tree Search technique are combined with
Fixed-Assignment TDMA schemes to form two families of hybrid access-
] control schemes. A technique is developed to obtain numerical results
for the delay-throughput performance of these hybrid schemes through
recursive calculations. Two cases are studied. In one case, the
sources are assumed to have limited buffer capacities, and in the
other case, unlimited buffer capacities. To demonstrate the adapta-
] bility of both families of schemes over the throughput range, global

| delay~throughput performance curves of the members of each family are
obtained. The performance of the two families is then compared by
numerical examples.

In Chapter V, we study the performance of Fixed Reservation
schemes. A mathematical technique (Theorem 5.4) is employed to
modify Rubin's results to obtain tighter bounds on the average
message delay. In some special cases, these bounds converge to give
exact results. The technique is further used to study the effect
of employing a preemptive priority discipline under Fixed Reservation
schemes. As a special case, numerical results are obtained for the
mean delay of a preemptive priority Fixed-Assignment TDMA scheme.

In Chapter VI, conclusions and suggestions for future research

are presented.
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CHAPTER II
DEMAND~-ASSIGNMENT TDMA SCHEMES WITH CUTOFF PRIORITY

FOR REAL-TIME SOURCES

2.1 Introduction

In this chapter, we consider the sharing of a communication
channel by sources which require real-time transmission at a specific
information rate. These sovrces require real-time transmission. Hence,
once access is assigned, a source will transmit at a specific informa-
tion rate. Since message arrival times and message holding times are

a priori unknown, to efficiently utilize the channel capacity and

yield acceptable average message delay, it is necessary to design an

access—-control scheme to allocate channel capacity among the sources.
We consider Demand-Assignment TDMA schemes.

In practical situations, some messages are more important

3 than others and they demand higher priority than others when
requesting access. On the other hand, it is undesirable to interrupt
or preempt a source once access is assigned to it. Our goal 1is to

design an access-control scheme which will give advantage to the

important messages and yet won't interrupt any source which has been

assigned access.

2.2 The System Models

In the following, we present the channel model, the Demand-
Assignment TDMA schemes and the message model that will be used to

describe the systems we are going to study in this chapter.

16




The Channel Model

The channel is time-slotted, that is, its channel time is divided
into equal durations called slots. These slots are further arranged
to form consecutive blocks of slots called frames. Each frame is
made up of a fixed number of consecutive slots. When a source is
granted permission to transmit, it will transmit in a sequence of
slots of fixed frame position in successive frames. For example, if
a source is assigned the first slot, then it will transmit in the
first slot of every frame until it finishes and relinquishes the slot.
(This is illustrated in Figure 2.1.) Therefore, each source can
transmit information at a fixed information rate., The slot length
and the frame duration are designed in such a way that this fixed
information rate matches that required by the sources. Set K to be
the number of slots per frame. Then the channel can support K sources

simultaneously.

Demand-Assignment TDMA Schemes

I1f the message traffic arriving at the sources is steady, then
we can employ a Fixed-Assignment TDMA scheme by dedicating ome slot
in eaéh frame to every source. However, if the message traffic
arriving at the sources is bursty (statistically fluctuating), a
Fixed-Assignment TDMA scheme will yield low channel utilization. In
that case, to efficiently allocate channel slots among the sources,
we employ a Demand-Assignment TDMA scheme.

Under a Demand-Assignment TDMA scheme, sources which have

messages to transmit are required to send requests. A source can

17
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transmit only when its request is granted. Twou procedures for sending

requests are described. One is central control and the other is

distributed control.

Under central control, a central controller is established.
Sources that have messages to transmit send requests to the central
controller. Upon receiving these requests, the controller assigns
E available slots to the sources. If there is no available slot, then
the requests are lost or queued in a request buffer where they will
receive permissions to transmit when there are available slots. When
the transmission of a message is finished, the slot is relinquished
by sending a signal at the end of the message or by sending a
separate finish signal to the controller.

Under distributed control, sources that have messages to transmit
send their requests to all the sources through a broadcast channel.
Hence, every source knows which are the sources requesting slots.
Based on this information, the requests are granted, lost, or queued
and granted permissions later according to an agreed upon policy.

In both cases, a channel is required for sending control
information. This can be done by establishing a separate channel or

by assigning a portion of the channel under consideration.

The Message Model

Sources which have messages to transmit send requests for slots,
one request for one message. We assume the message arrival process to be
'
l. . : Poisson with average arrival rate ) (messages per second). The holding

times of the messages are assumed to be independent and identically

19




distributed with mean u-l (seconds) .

2.3 The Performance of Demand-Assignment TDMA Schemes

k In order to store requests when immediate access cannot be ?
assigned, a request buffer is established. This buffer may havé )
limited or unlimited capacity. Here, we present the results of two
systems. In one system, the request buffer is assumed to have
unlimited buffer capacity and in the other, limited buffer capacity
N. In the latter system, upon the arrival of a new request, if the

. request buffer is full, the request is regarded to be lost.

Request Buffer with Unlimited Capacity

LA If the buffer used to store requests is assumed to have unlimited
capacity, then the system can be approximated by an M/M/K queueing .
system (see Appendix and [26]). The average waiting time of a

request is given by

E(W] = P(K);Ku(l—p)zz—l, for o < 1, (2.1)
where
o = AW, (2.2)
P(K) =P (o) o (%)K , (2.3)
and
Po) = 1+ e+ 2l (%)K_l
. v O] '

. E[W} = =, for p > 1. (2.5)




“s ' ’ .

Since the request buffer has unlimited capacity, the loss probability

of a request is 0.

Request Buffer with Limited Capacity

1f the buffer used to store request is assumed to have limited
capacity, N (requests), then the system can be approximated by an
M/M/K/N queueing system. The average waiting time of an accepted

request is given by

-1
E[W] = PR (1 + N - (N+1)p“){xu(1—p)2} (2.6)
where
-1
p = A(Ku) 7, (2.7)
k
1 (A
P(0) fc—l(i) » 0 <k <K,
P(k) = (2.8)
1 /X\K k-K
P(O)E(i)p s K<k <K+N
and k-1
- Ly L1 __ (2
P(o) = {1 + ” + ...+ ®-1)1 (u)
N+1 K)-1
1-p =~ 1 /A
S w ) (2.9)
The loss probability of a request is
N
2 =P(K)p . (2.10)

2.4 The Performance of Demand-Assignment TDMA Schemes with Cutoff

Priority

Among the messages that require transmission over the channel,

some of them are more important than others. We call these messages

21
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priority messages and the others ordinary messages. It is desirable
to give advantage to these priority messages and yet not interrupt any
ordinary messages which are being transmitted. For this purpose, we
use a Cutoff Priority discipline. It is defined as follows. Recall
that there are K slots in every frame. Let K, be a number such that

1
K, £ K. At any time, if the number of occupied slots is greater than

1

or equal to Kl’ then no ordinary requests are granted, even if there
are vacant slots. However, ordinary messages are not preempted by
priority messages, that is, if a slot has been assigned to an ordinary
message, the latter can keep the slot until it is finished, even

if there are times during its occupation of the slot when the number of
occupied slots is equal to or greater than Kl . Kl is defined to be

the cutoff threshold.

A request, either priority or ordinary, which is not granted a
slot can be put into a queue or regarded as lost. If it is queued, we
assume the request buffer has unlimited capacity. There are two types
of requests (priority messages and ordinary messages) and there are two
ways of treating each type of requests when immediate slots cannot be
as§igned. Hence, theré are four system combinations. (This 1s
described by Table 2.1.)

Before we present the results of these four cases, we make the

following assumptions.

Assumption 2.1

The arrival process of the priority messages is assumed to be

Poisson with average arrival rate Al (messages per second) and the

22
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Assumption made when lmumediate

slot(s) cannot be granted

CASE NUMBER PRIORITY REQUEST ORDINARY REQUEST
I lost lost
II queued lost
III lost queued
v queued queued

Table 2.1. Four ways of treating Requests when
immediate slot(s) cannot be granted.

23




arrival process of the ordinary messages is also assumed to be Poisson

with average arrival rate AZ (messages per second). Both processes are

assumed to be statistically independent.

Agsumption 2.2

The holding times of both priority and ordinary messages are

assumed to be independent and identically distributed according to an

i -

- exponential distribution with mean u 1 (seconds) .
We also define the following terms:

= 1) A= 24+ ),.

1 2

2) 9 = Ai/u, i=1, 2.

3) o= Ay,

4) 21 - the loss probability of a priority request.
: 5) 22 -~ the loss probability of an ordinary request.

. 6) Wl - the waiting time of an accepted priority request.

I)) W2 the waiting time of an accepted ordinary request.

In the following, we will present results of the four cases
without going into details. The derivation of the results are based
on the analysis of the joint queue size of both types of requests which

forms an underlining Markov Chain (see [27]).

Case I
In this system, both types of requests are lost when no immediate

slot can be assigned. We have
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where
K K
1 1 K
=1 o ants (& ] ok anTh
k=0 t k=K1+1
Obviously,
E[Wll = E[w2] =0,
Case II

~ K KK fl
P(w1 >0) = eg o ;(K—l)!(K—ol)s ’
4 K K-K
E[wll =0 o K= - (K-1)01] e

. t(K—l)!(K-ol)

- T

and

K
. 1 K
L, = e {(gL) I o an™t
1 k'Kl

, R, KK+l 1
PO +0 "0 (K!(K~0,)) ;, for o,
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In this system, the priority requests are queued and the

requests are lost when no immediate slot can be assigned.

< K.

(2.13)

(2.14)

ordinary

We have

(2.15)

(2.16)

(2.17)




where

K K
1 _ 1
3= L anT (3
€ k=0 1
K K-K_ +1 o
1 1 -1
+ 0 9 (K! (K- ol)) .
Obviously,
P(W1 >0) = 22 =1, for 01‘3 K. (2.19)
Case III1

In this system, the priority requests are lost and the ordinary

requests are queued when no immediate slot can be assigned. We have

K
R T b Sl U T N
17 5,& D | o, X' A
K -1,
+ K! OIK z o? (k!)-l' €,
k=K_+1 j
1
and
K
PO, >0) = ¢ K! 0% T ofan7l,
2 1 1 b
1
where
K-1 k 5 (6.-K.) K
P S R { (oK ol @t
=73 k!~ (K;-Dlo, | o, 1 1°
e k=0
K -1 X
+ ) o 1 I of an™
k=K +1 f k=K,
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Case IV

In this system, requests of both types are queued if no
immediate slot can bé assigned. No useful result of simple form can
be obtained.

In all the above cases, if there are more than two types of
requests, hence, more than one cutoff threshold, the results would be
much more complicated. However, in Case IV, if the cutoff thresholds
for all types of requests are set to be K, then it can be approximated
by a non-preemptive multiple server queueing system. This has been
studied by Cobham (see [27]). For the j Class of requests, we have

.o LN PP B i
E[Wj] R | Qa - m 121 Ay

-1
1 |
o (1 - = i A) . (2.23) ,
Ku qm1 1 ‘ ‘ i

where

k|

=g (K!(l - %%)

K-1 o
) a4 ) od (k1 Kj'K)]
j-o j! jsK

-1
(2.24)

Numerical Results

To demonstrate the performance of Demand-Assignment TDMA schemes
with Cutoff Priority discipline, we consider a system in which K = 10,
i i. ) Al = 0.05 and u = 0.1. Figures 2.2-2.4 plot the performance curves of
| : the system when 0.1 < A, < 0.4.
Q‘ P . Figure 2.2 plots the loss probability of a Type 1 request, 21,

versus the loss probability of a Type 2 request, 22, under different
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Figure 2.3. P(W, >0 vs €y Curves of Case I1.
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values of Kl,when the requests of the system are treated according to
the policy described in Case I. Tor any fixed value of Az (in

particular, Az = 0.1 and A2 = 0.4 in the filgure), the smaller is Kl'

the smaller is the number of slots available for Type 2 requests and
the more is the advantage given to Type 1l requests. Hence, a

threshold of lower Kl value yields lower 11

than a threshold of higher Kl value. For any K1 value, when AZ is

increased, the loss probability of both types of requests are increased.

value and higher £2 value

However, a threshold of higher K1 value means more slots available for
Type 2 requests and therefore more influence on the total traffic by

Type 2 traffic than a threshold of lower K, value. Hence, a curve of

1

higher K, value is steeper than a curve of lower K, value.

1 1

Figure 2.3 plots the probability of waiting of a Type 1 request
versus the loss probability of a Type 2 request, 22, under different
values of Kl, when the requests of the system are treated according
to the policy described in Case II. This set of curves are similar
to those in Figure 2.2. However, in this set of curves, Type 1
requests are queued, not lost, when no immediate slot can be
assigned. Hence, this set of curves are higher than those in Figure
2.2,

Figure 2.4 plots the loss probability of a Type 1 request, 21
versus the probability of waiting of a Type 2 request, under different
values of Kl, when the requests of the system are treated according
to the policy described in Case III. This set of curves are similar

to those in Figures 2.2 and 2.3. However, in this case, Type 2

requests are queued, not lost, when no immediate slot can be assigned.
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Hence, this set of curves are lower than those in Figure 2.3 but
shifted to the right. Also, for Kl < 8, the system becones unstable

with respect to Type 2 requests, that is, E[WZ] = o ag the value of

Az is increased to a rate which is smaller than 0.4.

When the requests of the system are treated according to the
policy described in Case IV, both types of requests are queued, not
lost, when no immediate slot can be assigned. In this case, when

Kl = K, the probability of waiting of either a Type 1 or Type 2

request is 0.01 if Az = 0.01 and 1s 0.669 if Xz = 0.04. This is higher

and more shifted to the right than any of the previous cases with the

same Kl value.
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CHAPTER ITI

DEMAND-ASSIGNMENT TDMA SCHEMES WITH FIXED BOUNDARIES

FOR MULTIPLE-RATE REAL-TIME SOURCES

3.1 1Introduction

In the last chapter, we discussed the sharing of a time-slotted
communication channel by a number of sources which require real-time
transmission at a specific information rate. 1In this chapter, we
consider systems in which sources require real-time transmission at
different information rates. In our analysis, we consider the case
in which sources transmit at two multiple information rates. However,
the method can be extended, inducing algebraic complication, to cases
in which sources transmit at more than two multiple information rates.
Demand-Assignment TDMA schemes with fixed boundaries are used to
allocate channel slots to sources which have messages to transmit. To
quantitatively assess these schemes, a system performance measure is
introduced. Subsequently, a procedure 1s developed to find the optimal
Demand-Assignment TDMA frame structure. Finally, a numerical example
is presented. In this example, the performance curves of the Demand
-Assignment TDMA schemes are plotted. The procedure of finding the

optimal TDMA frame structure is also demonstrated.

3.2 The System Models

In the following, we will present the source model, the channel
model, the Demand-Assignment TDMA schemes and the message model which

will be used to describe the systems we are going to study in this

chapter.
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The Source Model

The sources which share the channel require real-time transmission
at multiple information rates. Consequently, they can be divided into

two types according to their information rates. Type 1 sources transmit

at information rate R1 (bits per second). Type 2 sources transmit at .
information rate RZ (bits per second). We assume that R1 is an integer

multiple of R,y. Hence, R, = MR2, where M is an integer.

The Channel Model

The channel time is divided into slots of equal durations. The
slots are futher arranged to form consecutive blocks of equal lengths
called frames. Since the two types of sources require real-time

transmission at R, and R2, respectively, the slot length and the frame

1
length are designed in such a way that to support a Type 2 transmission
would require a sequence of slots (one slot of fixed frame position

per frame) in successive frames and to support a Type 1 transmission

would require a sequence of groups (M contiguous slots of fixed frame

positions per frame) of slots in successive frames.

Demand-Assignment TDMA Schemes with Fixed Boundaries

If the message traffic is steady, a Fixed-Assignment TDMA scheme
can be employed by assigning a portion of the channel frame to every

source. However, if the message traffic is bursty, a Fixed-Assignment

TDMA scheme will yield low channel utilization. It is then more
efficient to employ a Demand-Assignment TDMA scheme. Under a
Demand-Assignment TDMA scheme, the sources which have messages to

transmit are required to send request information before they can be
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granted permission to transmit. The method of sending request informsz-
tion has been discussed in the last chapter and is not to be repeated

here. We are interested in how to allocate the channel slots among

the sources which have sent requests,

One simple strategy 1s described as follows. The channel frame
is divided into two fixed portions, Portion 1 for Type 1 sources and
Portion 2 for Type 2 sources. The two portions of the channel operate
independently. Type 1 sources can only use the slots in Portion 1 and
Type 2 sources can only use the slots in Portion 2. If there are

Ml(1 slots and K, slots in Portion 1 and Portion 2, respectively, then

2

the channel can support K, Type 1 sources and Kz Type 2 sources

1

simultaneously.

The Message Model

Messages arriving at Type 1 sources are called Type 1 messages
. and messages arriving at Type 2 sources are called Type 2 messages.
! The arrivals of the two types of messages are assumed to be statistically
independent. The arrival processes of messages at Type j, j = 1, 2,

sources are assumed to be Poisson with parameters ), (messages per

]
second), j = 1, 2. The holding times of the two types of messages

are statistically independent. The holding times of Type j, j = 1, 2,

messages are independent and identically distributed, according to

3

. employ an M/M/K queueing system in our analysis, the means of the

an exponential distribution with mean u 1 (seconds). In order to

'
. . holding times of both types of messages are assumed to be much longer

, than the channel frame time (see Appendix).

Tu 3s




3.3 The Performance of Demand-Assignment TDMA Schemes

As described in the last chapter, a request buffer is
established to store requests when immediate slot(s) cannot be
apaigned. Consequently, we present the results of two cases. In one
case, the request buffer is assumed to have unlimited capacity and in
the other, limited capacity N. Since the two portions of the frame
operate independently, a system with unlimited or limited buffer
capacities for either type of requests can be described by these two

cases.

Request Buffer with Unlimited Capacity

If the buffer used to store Type j requests, j = 1, 2 is assumed
to have unlimited capacity, then the operation of Portion j, j =1, 2,
can be approximated by an M/M/Kj queueing system (see Appendix and [26 ]).

The average waiting time of a Type j request, j = 1, 2 is given by

E[Wj(Kj.Xj)l
N 2.-1
=P, (K,) xu(l-—l—)} ,
Xj 3 { i3 Kjuj
for Aj < Kjuj . (3.1)
where
1 hkj
P, (K,) =P (0)—( ) , (3.2)
ij Xj Kj! u_1
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Lo = .
*s > /!
[ A OO/ SO UU ISP LA

and
K,-1
P, (0) = {1+ + e + = ( )
% by k=D Ay

-1 K, -1
o 1My '
+ (1 e e (== : (3.3)

i) A h]

E[wj(xj,xj)] = o , for Ay 2 Kjuj (3.4)

Request Buffer with Limited Capacity

If the buffer used to store Type j requests is assumed to have
limited capacity Nj’ j =1, 2, then the operations of Portion j, § = 1,
2, can be approximated by an M/M/Kj/Nj queueing system. The average

waiting time of an accepted Type j request, j = 1, 2, is given by )

E[WJ(KJ,Aj)] |
N, +1
A
=P (K,D){1+N ( ~—J—-)
Xj h| { h| Kjuj
N [ -1
A 3 A, (2
-(N+1)(—-L) K.u (1——-'1—) (3.5)
i Kjuj } % h B Kjuj ,
where
K
1 Y b
P, (K) = P (0)——(——-1—) , (3.6)
)(j 3 Xj Kj! Kj"j
37

M—




P, (0) = {1+—1+....+——1—(f.1)

1 Hy (Ky=DEY .
, N +1 - X Ryl t
+[1 - (K—-J—) ] (1 - ‘K—‘L-) il—!'(-i) 3.7)
33 13 A NARS
The loss probability of a Type j request, j = 1, 2, is
_"LNj
b, =P (K )( ) : ‘ (3.8)

3.4 Optimal Allocation of Slots

Under a Demand-Assignment TDMA scheme, the channel frame is

divided into two portions, MK1 slots in Portion 1 and K, slots in

2
Portion 2, K2 = K—MKI. Our goal is to find the optimal Kl’ consequently,
K2’ so that a prescribed level of performance is guaranteed. We will
study the system in which the request buffers for both types of
requests are assumed to have unlimited capacities.

One appropriate performance measure of the system is the maximum

normalized average waiting time, denoted by W, of the requests. This

is defined as

W(KI’KZ’)‘I’AZ) = Max[wl(xl’x)’ wz(Kz’Az)] ] 3
where

- -1
Wj(K = l‘lle(l(j.kj)]/uj » 1 =1, 2.

j’Aj)

Therefore, QJ(K ) denotes the ratio of the average waiting tiwe of

"M




a Type } requeét, j =1, 2, to the average holding time of a Type J

4
message, J = 1, 2. According to this system performance measure, the
*
2

*
minimum value of W(*), denoted by W (¢). Therefore,

*
optimal allocation of slots, denoted by MK, and K,, ylelds the

* * *
W (Kl, K,, Al, Az) = Min W(Kl,K-HKl,Al,Az).

K

*

%
In order to find Kl and Kz

» given A, and Az, we make the

1
follwoing definitions:
Q(KI) - for each given Kl’ the region of average message

arrival rates, (Al,kz), which yields a finite normalized

average waiting time., Therefore,

Q(Kl) = [(Xl’xz)' Al >0, Az > 0: wl(Kl,Al) <

and WZ(K—MKI,AZ) <o},
W(Kl) - for each given Kys the region of average message
arrival rates (Al,lz), which yields a finite normalized

*
= K,. Therefore,

average walting time in which Kl 1

YR = (O0)): (a2 )ea(k) and K = K} .

1

Let [X] denote the largest integer less than X. We introduce
*
the following theorem which yields a procedure for calculating Kl

given (Al,kz)-

Theorem 3.1
[k/M]
Partition the region Q= U Q1)
i=1

into the disjoint region A(Kl), 1< K, < [k/M),
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[£/M)
R= U AK) ,
K1=1

»

where A(Kl)c:Q(Kl) and is further contained ﬁétwﬁen Boundaries
L

B(Kl-l) and B(Kl), where

B(0) ={(x1,xz): A1=0} ,

B(K)) = ((h,hp): WK HA) = Wy (K-MEK#1), A < =)
1 <K < [kK/M} -1,

Then,

Y(Kl) = A(Kl) . 3.9)

Proof
Let

C(Kl) = {Q(Kl-l) nQ(l(l)}
U{Q(Kl) nQ(K1+1)} .

By construction, any point (AI,AZ) which belongs to the region

Q(Kl) - C(Kl) satisfies the following equations.

wl(Kl-l,Al) =2 o, (3.10)
wz(K-M(K1+1),A2) = o (3.11)
wl(Kl,Al) < @ ’ (3.12)
and
wz(K-MKl.AZ) < o , (3.13)
40




Consequently, in this region

wl(Kl-i,Al) > wl(Kl—l,Al) =o  for 1 <1 < K1 . (3.14)
and
Wz(K—M(K1+i),A2) > wz(K—M(K1+l),A2) = o %
for 1 < 1 < [K/M] - K, . (3.15) r

Therefore, for any point (Xl,kz) in the region Q(Kl) - C(KI)’ K; = Kl.

Now, we consider the region C(Kl). First, we examine the

Boundary B(Kl—l). From the construction of C(Kl), we have
0 <A, < (KUK )Du,} = CK)) . (3.16)

We also have the following properties.

Property 1

ﬁl(Kl—l, 0) = 0 and ﬁl(Kl-l, Al) is a monotonic increasing

function with respect to A, given K.-1, where K.,~1 > O.

1 1 1

Property 2

——

QZ(K—MKI, 0) = 0 and WZ(K-MKI’ Az) is a monotonic increasing

function with respect to A, given K-MK, , where K—MRI > 0.

2
Therefore, B(Kl-l) is well defined in C(Kl) and for any point

(Al,xz)eB(Kl—l), we have

wz(K~m<1,A2+A) > wz(K—MKI,AZ) ,

™
‘-
*

for any A > 0 , (3.17)
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- and

WZ(K-MKI,AZ-A) < wz(K-Mxl,Az) R

for any 0 < A 5.12 . (3.18)

The same conclusions apply to the Boundary B(Kl) and therefore .
B(Kl) is well defined in C(Kl) and for any point (Al,kz)eB(Kl),

we have
Wy (K-M(K;+1) ,1,%4) > W, (K-M(K;+1),1,)

b, for any &4 > 0, (3.19)

and

Wy (K-M(K +1),0,m8) < Wy (R-M(K +1),0,)

for any 0 < A 5_)2 . (3.20
3
] Consider any point (Al,Az)eB(Kl—l). Since .
3
‘ . wl(Kl—l,xl) > wl(xl,xl) » N #0, (3.21) i
We have, by the definition of B(Kl-l), '
W(Kl,K-Mkl,Al,xz)
= Max(wl(Kl,Al), wz(K-Mxl,Az))
= wz(K-MKl,AZ) . (3.22)
Similarly, since
WZ(K-M(KI—I),AZ) < wz(K-MKI,Az), AZ #0, (3.23)
' Wwe have
o !0
. w(Kl-1,K-M(K]—I).AI.A2)
m = Max(wl(Kl-l,Al), WZ(K-M(K]-l),Xz))

1. “




= Wl(Kl-l,Al)
By similar argument, for any point (Al,xz)eB(Kl), we

W(K1+1,K—M(Kl+l),kl,kz)

= WZ(K—M(K1+1),A2),
and

W(KI,K-Mkl,Al,AZ)

= Wl(Kl,Al).

Consider any point (Al,Az)eB(Kl-l). Let A, > 0. From (3.22)

1
and (3.17), we have

W(K],K-PEE,XI,AZ+A1)

= WZ(K-MKl,A +A1)-

2

Incorporating (3.17) and the definition of B(Kl-l), we have

wz(K—MRI,A2+A1)> wl(xl-l,xl) .

Since

WZ(K-MK],A2+AQ > WZ(K-M(KI—I),A2+A1) R
We conclude that

W(K; K=MK, 52 50,44, )

> W(K =1, K-M(K;=1) A, 0 +8,)

2

(3.24)

have

(3.25)

(3.26)

(3.27)

(3.28)

(3.29)

(3.30)

*
Therefore, K1 b Kl at (AI,A2+A1). Consequently, in the region bounded

*
by (0,A2) and B(Kl-l), we have Kl ¢ Kl.
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Consider now any point (Al,kz)eB(Kl-l) and let 0 < A2 s_Az .
From the definition of B(Kl-l) and by applying (3.18), we have
> WZ(K—MKI,AZ-AZ) . (3.31) :
We also have
wl(xl-i,xl) > wl(xl-l,xl) > wl(Kl,Al) R |
k
1 <1< Kl . (3.32)
Therefore, H
w(Kl—i,K—M(Kl-i),Al,A2~A2)
> WK} K=MK 52 ,0,-8,) A (3.33)

Therefore, we conclude that in the subregion C(Kl) which is bounded by
*
B(Kl—l) and (Xl,O), Kl # Kl—i, i>1.
Now consider any point (AI,AZ)EB(Kl) and let A3 > 0. From the
definition of B(Kl) and by applying (3.19), we have
Wl(Kl,Al) < W2(K—M(K1+1),A2+A3) . (3.34)
We also have
WZ(K—MKI,A2+A3)
< WZ(K-M(K1+1),A2+A3). (3.35)

Futhermore,

W,y (R=M(K +1) A, +A,)
< Wy (R=-M(K +1) A, +45),

1< i< [KMIK) . (3.36)
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Hence,

W(Kl,K-MK ,A2+A

3)

1’A1
< W(K1+1,K-M(K1+i),Al,A2+A3) ,
(3.37)

Therefore, in the subregion of C(Kl) which is further bounded by
B(K;) and (0,1,), K] # K;+i, 1 < 1 < [R/M]-K,.

Consider any point (Al,xz)eB(Kl) and let 0 < Aa.i Az. From
(3.26) and (3.20), we have

W(K; K=MK 52 52578,)

= Wy (R A (3.38)

By the definition of B(Kl) and by applying (3.20),

Wy (Kys2p)

> wz(K—M(K1+1),A2—A4) . (3.39) a
We also have

Wl(Kl,Al) > wl(K1+1,A1) . (3.40)
Therefore,

W(Kl,K-MKPXI,AZ—Aa)
> W(K1+1,K-M(Kl+l),AI,AZ-AA) . (3.41)
Hence, in the subregion of C(Kl) which is further bounded by B(Kl)
A.,0), K, #K
and ( 1’ )9 1 1’

Since ﬁl(Kl,Al) < wl(Kl-l,Al), B(Kl) and B(Kl-l) have no

common point except (0,0). Therefore, W(Kl) = A(Kl).
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When the system is implemented by a Demand-Assignment TDMA scheme,
to optimally allocate the slots given K and M, we proceed as follows.
Construct Q according to its definition. Then obtain the boundaries
B(i) (defined in Theorem 3.1), 0 < i < [K/M], in Q. For any given

pair of traffic rates A, and AZ’ if (Al,Az)eQ, and is between B(i-1)

1

*o1,1 <1< [R/M].

and B(i), set Kl

Numerical Results

To demonstrate the optimal allocation of slots when the system
is implemented by a Demand-Assignment TDMA scheme, we consider the
following numerical example.

The channel is time-slotted and there are 18 slots in every
frame, K = 18. We also set M = 5, My = 0.1 and ¥y = 1.0.

Since K = 18 and M = 5, possible pairs of Kl and K2 are
(1, 13), (2, 8), (3, 3).

By the definition of Q(K,),

Q(1) = {(A¢>2,): 0 < A < 0.1, 0 <}, < 13}

2 1 2

is contained in the tallest rectangle in Figure 3.1.

2(2) = {(A,2,): 02 A <0.2, 0< %, <8}

is contained in the second tallest rectangle in Figure 3.1.

< 3}

2(3) = {(A52,): 0 < A < 0.3, 0< 2

2 1 2

is contained in the shortest rectangle in Figure 3.1.
By definition,
3

Q= U a(i)
i=1
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and is therefore the union of the regions covered by the three rectangles
in Figure 3.1.

Next, we construct the boundaries defined in Theorem 3.1. B(0)
is from O to 13 along the ordinate. B(l) is determined by the line

satisfying the equation
W (L) = W, (8,0,)

0<A <01, 0<X <8. (3.42)

1 2

B(2) is determined by the equation satisfying the equation
WI(Z.A ) = W2(3.A2),

0< A <0.2,0< A, <3. (3.43)

1 2

B(3) is from O to 0.3 along the abscissa.

Following Theorem 3.1, ¥(1) is the highest region in which

*

1= 2 and ¥(3) is the

*
Kl = 1, ¥(2) is the middle region in which K
*—
1=

Each region can be further divided into two portions by the

lowest region in which K 3.

threshold line satisfying the equations
W, (KA s MK
Wy (Rpody) = WKy MK uA))
*
for K, =1, 2, 3. (3.44)

From the constructions of these threshold lines, in the portion

above a threshold line

* ~ *
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and in the portion below a threshold line

* ~ ok
W(Kl) = Wl(l(l,).l).

Figure 3.2 plots W(*) versus Az when Al = (0.14.

) set at least equal to 2, otherwise,

W(e) = ﬁl(l, 0.14) = = .

has to be switched to 2 in order to yield minimum W(-).

49
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From the figure, K, = 3 when 0 < A, < 2.33. When 2.33 < A

(3.46)

Kl has to be

*
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CHAPTER IV

P R i At

A CLASS OF HYBRID TDMA/COLLISION-RESOLVING SCHEMES

4,1 Introduction
In this chapter, we consider the sharing of a slotted broadcast
communication channel by a number of geographically distributed
sources., The traffic accommodated by the channel is composed of single
packet messages (if the system is implemented by a Fixed-Assigmment
TDMA scheme, this constraint 1is relaxed and the traffic is considered
to be messages composed of multiple packets) arriving at the sources.
Every source has the capability of listening to and receiving the
packets transmitted in previous slots by all the sources, including
itself. Hence, we are considering a broadcast (fully connected)
- packet-switched network.
Three events can happen at a channel slot. First, no source
transmits any packet in a slot, then it is an empty slot. Second,
a single source transmits a packet in a slot, then the packet can be
received successfully by any source. This is recognized as a successful
transmission. Third, two or more sources transmit packets in a single
slot, then a collision occurs and none of the packets involved can be
recelved successfully by any source. When this occurs, all the collided
packets have to be retransmitted in future slots until they can be
successfully received.
A source can gather information abtout the states of the other
sources by only listening to the broadcasts from the channel. Based

1 : on this information, a scheme can be devised to allocate the channel




slots among the sources and to resolve collisions when they occur. The
scheme 1s required to be devised also in such a way so that certain

performance criteria are satisfied.

Motivation

Three basic schemes in accessing such a broadcast communication
channel are a Fixed-Assignment TDMA scheme, a Random Access scheme
and a Tree Search scheme.

Under a Fixed-Assigrment TDMA scheme, the channel slots are
arranged to form frames of fixed durations. Each source is then
given a fixed portion of every frame and contention among sources is
avoided.

Under a Random Access scheme, when a packet arrives at a scurce,
the source transmits the packet without waiting and determines whether
or not the packet is involved in a collision by listening. If a
collision occurred, then the packet will be retransmitted in a randomly
chosen future slot. Retransmission is allocated to a randomly chosen
future slot so as to avoid sure collision. This is repeated if
necessary until the packet is successfully transmitted.

Under a Tree Search scheme, the channel slots are arranged to
form pairs of slots called steps. The entire population of sources is
divided into two groups. At the first step, the sources in the first
group are given transmission rights in the first slot and those in the
second group are given transmission rights in the second slot. Colli-
sion and subsequent collision(s) in each group are resolved in a binary

manner. (This has been briefly discussed in Chapter I and will be
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described in more detail later in this chapter.)

The performance of a Fixed-Assignment TDMA scheme is good when
the throughput, S, of the channel is high, and poor when S is low. A
Random Access scheme and a Tree Search scheme individually offer good
performance for low values of S, but are inefficient for high values of
S. Our goal is to extend these schemes to a class of hybrid access-
control schemes so that optimum performance of the channel can be
obtained by choosing appropriate members of the class for the entire
range of S.

We observe that under a Fixed-Assigmment TDMA scheme, every slot
is assigned to only one source. Under a Random Access scheme or a Tree
Search scheme, a slot or a pair of slots is first assigned to all the
sources and then if collision occurs, an established policy is used to
resolve the collision. Hence, we combine these three schemes in the
following manner. We divide the entire population into groups of an
equal number of sources, Then, we arrange the channel slots to form
frames of fixed durations and each group is assigned a fixed portion
of every frame, Hence, the groups can now bLe served independently
in a cyelic manner. Collisions among sources in each group can be
resolved by applying a Random Access scheme or a Tree Search scheme,

We define the set of schemes constructed by this method a class of
hybrid access-control schemes which include Fixed-Assignment TDMA
schemes, Random Access schemes and Tree Search schemes. If we apply
a Random Access scheme to resolve the collisions among the sources
of each group and if the population is infinite, then we have a

Group Random Access scheme, which has been studied extensively by




Rubin [10 ). 1In this chapter, we apply a Tree Search scheme and the
population is assumed to be finite. However, the results obtained can
be applied to the case when the population is infinite,

In the next section, we will present the system models to be
studied in this chapter., In Section 4.3, we will describe two policies
(required by the said above class of hybrid access-control schemes)
chosen to resolve collisions among the sources of each group. The
intuitive reasons for choosing these policies, including the effect
of propagation delay, will be discussed, In Section 4.4, we will
analyze the procedures for resolving collisions by following these
two policies. Numerical results will be presented., In Section 4.5,
we will study the systems implemented by these two policies when the
sources are assumed to have buffers of limited capacities. Numerical
results will be used to compare these two policies. In Section 4.6, we
will study the systems implemented by the two policies when the sources
are assumed to have buffers of unlimited capacities, Exact analysis can
be shown to be impossible and an approximation will be used to analyze
the system. Numerical results will be used to compare these two

plicies., The approximation will be justified.

4,2 The System Models

The following is a description of the channel model which will be
used in this chapter. The class of hybrid access-control schemes usged
to allocate the capacity of the channel among the sources is presented.
The source models which will be used in this chapter are briefly

explained. Performance measures of the channel are also defined.
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The Channel Model

The channel is considered to be time-slotted, that is, the
channel is divided into equal durations cslled slots. These slots are
long enough so that exactly one packet can be transmitted in a given
slot, Problems of modulation, synchronization, coding and the like are
assumed to have been solved. The channel is to be shared by a finite
number of sources, NT' These sources are assumed tc be synchronized
to slot boundaries, therefore the channel can be considered merely as
a succession of fixed time slots shared by the sources,

All the sources are considered to be alike. Although they are
geographically distributed, each source can listen to the transmission
of packets from all the sources, including itself. No source can
obtain full information about the states of the other sources. However,
a source can obtain partial information about the status of the other
sources by listening to the previous slots. A slot is considered to be
empty if nc packet is transmitted in it by any source, If only one
source transmits a packet in a slot, the transmission is regarded as a
successful transmission. If two or more sources transmit packets in
the same slot, a collision occurs and none of the packets can be
correctly received. In the latter case, it is necessary then to
arrange for these sources to retransmit the collided packets. No source
can transmit more than one packet in the same slot, as a collision
would be sure to occur. Every source has the ability to distinguish
if a previously receiv:'d slot was an empty slot or whether it was a
successful transmission or a collision, Hence, every source listens

to the previous slots; based on this information and a previously
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agreed policy, decides whether or not to transmit in a given slot,

The Class of Hybrid Access-Control Schemes ?
Because of the possibility of having collisions of packets from ;

different sources, it is necessary to design a scheme to assign

transmission rights in every slot among the sources so as to avoid

collisions and when collisions cannot be avoided, to arrange retrans-

mission of the collided packets in future slots. The scheme is also

required to satisfy certain system performan - 2 criteria such as

channel throughput, the average delay of the accepted packets and the

loss probability of a new arriving packet. Some of these access—control

schemes have been discussed in the previous section, and were noted to

yield good performance only when the throughput, S, of the channel is

in the neighborhood of either 0 or 1. In the following, we will

introduce a class of hybrid access-control schemes which includes the

discussed schemes. Then by varying control parameters, we will study -

the performance of the system through the entire throughput/range.

Furthermore, this will expose the possibility of finding an optimum

access-control scheme,
The ertire population of sources, NT’ is divided into NG groups

The time slots

of an equal number of sources, G Hence, N, = N G

s* T G'Ss®
of the channel are arranged to form consecutive blocks called frames.

Each frame is composed of a consecutive slots, Each slot in a frame

is associated with a group of sources by its position in the frame.
Hence, o = Nge For example, if the first slot is assigned to a group,
then the first slot of every frame is assigned to that group. This

is 1llustrated by Figure 4.1, This arrangement is similar to a .
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Fixed-Assignment TDMA scheme, However, it differs from a Fixed-
Assignment TDMA scheme in that each slot in a frame is associated with

a group of sources, Of course, if N, = N, , the structure of the time

G T°
frame is identical to that of a Fixed-Assignment TDMA scheme.

Now, each group is associated with a slot in every frame. To
complete the design, a policy must be chosen to assign transmission
rights among the sources in each group. We must determine which
sources in a group should hazve transmission rights in a given slot
assigned to the group. The details of choosing a policy may vary
according to the particular enviromment considered. The main concept

is that, once N, is fixed and a policy is chosen, we have established

G

an access-control scheme, Then, by varying N, , consequently G.,, we

S
subsequently develop a family of access-control schemes associated
with that policy. Finally, by choosing differert policies, we further .
develop families of access-control schemes which form a class of
access-control schemes., In Section 4.3, we will introduce two

policies developed from two versions of a Tree Search scheme. The

intuitive reasons for choosing these policies will also be discussed.

The Source Models

Single packets are assumed to be arriving at the sources which
share the communication channel., By the construction of the class of
hybrid access-control schemes, buffers are required to be established
at each source to store packets arriving at the source. The number of
buffers required to be established at each source will be discussed
in the next section., We will consider two buffer models in this

chapter, In one model, the buffers are assumed to have limited
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capacities and in the other model, unlimited capacities. We will i

study the first case in Sectijon 4,5 and the secord case in Section 4.6, h

Channel Performance Measures

Each of the systems to be considered is composed of a communica- ?
tion channel and the sources that share it, In order to quantitatively
“ assess the performance of each system, several performance measures
are defined. The measures which will be relevant to our study are:

A - the average input rate of the channel. Let Rh be the total

number of packets arrivimg at the sources in the nth slot, then

' lim 1 N
# A= e N . E[An], if it exists.

I~

1
L S ~ the throughput of the channel. Let Nn be the number of

successful transmission in the nth slot, then

. . lim
. S=N~p

B~z

E[Nn], if it exists,

1
N n=1

¢ - the loss probability of a new arriving packet. Let Ln be 1

the number of packets lost in the nth slot, then

N E[L )
L = ;ﬁ: Z ——1;1— , 1f it exists.
n=1 E[An]

E[Q] - the average number of packets at a source (excluding the

] ‘ packet being transmitted). Let an be the number of packets

I, at a source (excluding the packet being transmitted) in the
. . nth slot, then
. E[Q] = itﬂ E[ﬁn], if it exists,
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E[D] - the average delay of the accepted packets. Let D be the

delay of the nth accepted packet, then

lim
E(p) = ;%

N
%nzl E[D_], if it exists. .

Stability - If E[D] is finite, then the system is stable., Other-

w’'se, it is unstable.

4.3 Two Versions of a Tree Search Scheme

In Section 4.2, on the class of hybrid access-control schemes,
] we stated that in order to complete the design of a hybrid access~
control scheme, a policy must be chosen to resolve unavoidable colli-
sions among the sources of each group. For this purpose, we present
L two policies which are two versions developed from a Tree Search
scheme, The first policy i1s motivated by its simple form and the

second policy is developed from the first,

Policy 1

To start with, we assume there is no propagation delay, that is,
every source can determine the outcome of the present slot before the
commencement of the next slot. Hence, transmission rights in the next
slot can be determined immediately following the start time of the
present slot., Recall that the tctal population NT is divided into
NG groups, each containing Gs sources. Let L be a non-negative
integer. The policy requires the population to be divided in such a

way that there are 2L sources in each group, that is, Gs - 2L and 1

NT = NGGS. Since all the groups are alike and independent, we can, |
by symmetry, consider only one group of sources and the slots assigned 7




to this group in the following analysis. The process of determining
the sources which are given transmission rights in a slot can be
visualized by a tree diagram., (This is illustrated by an example in
Figure 4.2 with L = 4,) The end nodes in the tree represent the
Gs = ZL sources in the group, For each slot, a node is selected from
the tree according to certain rules to be given below, Then, all the
sources (end nodes) which are connected to the selected node by
sub-branches are given transwmission rights in the slot. If the
selected node is an end node of the tree, then only the source which
is represented by this end node is given the right to transmit in
the slot.
We now describe how a node is selected from the tree at each
slot,
1) If a collision occurs in the present slot, the next node is
the one at the immediate lower right of the present node.
2) If no collision occurs in the present slot and the present
node has an immediate upper left node, then a) if the present
slot is an empty slot, the next node is the immediate lower right
node of the node which is at the left of the present node;
b) if the present slot is a successful transmission, the next
node is the one at the left of the present node,
3) If no collision occurs in the present slot and the present
node has an immediate upper right node, we trace up in the
upper right direction until a) we reach the Lth level node,
then the next node is the Lth level node; b) we reach a node
without an immediate upper right node,then the node to the left

of this node is the next node.
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4) If no collision occurs in the present slot and the present

h level node.

node is the Lth level node, the next node is the Lt
Note that in rule 2), if the present slot is an empty slot,
following b) will yield a sure collision, therefore a) is followed.
This policy is easy to implement. It operates in a cyclic manner
and always beging at the Lth level node, that is, all sources are given
transmission rights, If no collision occurs, the next node is the Lth
level node again, If a collision occurs, sub-nodes will be selected,
splitting the sources in a binary manner until said collision and other
(if any) subsequent collision(s) are resolved.
Ve now discuss why the splittings are done in a binary mamner.
We assumc the total traffic of the group of sources to be low enough
such that 1f a collision occurs, it is mcre likely to be caused by
the simultaneous transmission of two packets rather than being caused
by more than two packets, If a collision occurs at the Lt"h level
node and k of the: 2L sources are given transmission rights in the next

slot, the probability of a successful transmission in the next slot is

given by an element of the Hypergeometric distribution
( k)(?.’“-k)
1/\1

2L)

2
This expression assumes its maximum when k is equal to ZL-l. Alsos when
k 1is equal to ZLPI, the average number of packets tranemitted in the
next slot is equal to unity, Hence, we design the policy to split the

sources in a binary manner. This requirement on the total traffic

of the grcup of sources can be met to a certain degree by varying Gs,
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consequently NG. If the total traffic is too high to allow slots wasted
on collisions, we adjust Nc to be equal to NT’ and a Fixed-Assigmment

TIMA scheme is procured.

Propagation Delay and the Construction of Superframes

So far, we have assumed no propagation delay. The importance of
propagation delay is seen in the implementation of Policy 1 when
the selection of the next node depends on the outcome of the present
slot. Recall that every group of sources is assigned one slot in
every frame. Set R slots to be the propagation delay of the channel.
If R < a, then there 1s.no problem. Otherwise, the required information
about. the present slot is not yet available when selecting the next
node. In that case, to make the policy feasible, we construct super-
frames. Suppose n is the smallest integer such that R < na, then the
frames are arranged to form consecutiv; superframes, each composed of n
congsecutive frames. Set B slots to be the duration of a superframe, .
then B = na, (This is illustrated by an example in Figure 4.3.) Hence,
every group of sources is assigned n evenly spread slots in each super-
frame. Again, by symmetry, we consider only one group of sources and
the slots assigned to this group. Due to propagation delay, the
soonest slot in which the transmission rights can be determined by the
outcome of a given slot of the group is the slot with the same position
of the given slot in the next superframe. To satisfy this propagation
constraint, we do the following, There are n slots assigned to the
group in every superframe, therefore, we equip each source with n ;
independent buffers, one buffer associated with each slot in the super- i

frame., When a source is given transmission right in a slot, it can .
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transmit only the packet, if any, stored in the buffer associated to

that slot, Also, every buffer accommodates only the packets arriving | *

in the o slots (the duration of one frame) preceding its associated
slot, At this point, it is appropriate to make the following defini-

tion,

AStep

Given a Tree Search scheme and its superframe structure, a
buffer's associated slot(s) in a superframe is defined to be a step
of the buffer,

By definition, the packets stored in a buffer can only be
transmitted in the steps of the buffer., FPurthermore, the intervals
between the starts of the successive steps of a buffer are each 8
slots (the duration of one superframe) long. We are now ready to

investigate the delay of an accepted packet,

The Delay of an Accepted Packet

In Section 4,1, we defined some performance measures. One of
them is the average delay of the accepted packets. Let's now
observe not all the accepted packets, but just one, and see what its
delay i{s made up of, We define the delay of an accepted packet to be
from thte start of the slot right after its arrival to the time it is
successfully received. The delay of an accepted packet can be
decomposed into three parts; the waiting time of the packet, the
slot in which the packet is successfully transmitted and the channel's
propagation delay. The last two parts are obvious., We investigate

the first part.,
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The waiting time of a packet is defined to be from the start of

the slot right after its arrival at a source to the start of the slot

in which it is successfully transmitted. The waiting time of a packet

can be further deccmposed into three components as follows:

The Frame Latency of a Packet

(1)
s

The first component, denoted by W slots, 1s the frame latency

of the packet, It begins at the start of the slot right after the

packef's arrival at a source until the start of the first slot which
V)

wS

is associated to the group the source belongs. depends on the

position of the slot in which the packet arrives, and the frame duration,

LA The Passive Waiting Time of a Packet

(2)
s

The second component, denoted by W slots, is the passive

. waiting time of the packet., It begins right after the packet's wél)

period until the start of the slot in which the packet is transmitted

(2)

for tte first time. Let W be the number of steps required to

transmit the packets being in process and the packets in the source

buffer which have arrived at an earlier time, Then Wéz) = BW(Z)

(2) (2)

Hence, WS

is directly proportional to f. W is defined to be the

passive waiting steps of the packet.

The Active Waiting Time of a Packet

F The third component, denoted by Wé3)

slots, is the active waiting

(2)
s

until the start of the slot in which the packet is successfully trans-

time of the packet. It begins right after the packet®s W period

mitted. Let w(3) be the number of steps after Wéz) but before the slot

in which the packet is successfully transmitted. Then Wéa) = ew(a).
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Hence, Wéa) is also directly proportional to B, W is defined to
be the active waiting steps of the packet.
Hence, we conclude that tte delay of an accepted packet is given

by

o wél) e @@ s vy a1 4, (4.1)

Given a Tree Search scheme and its superframe structure, it is

(2) 3)

observed that the number of steps, W + W' ™7, required to resolve
collisions and the superframe duration, B, are very important para-
meters when considering the delay of an accepted packet. This

observation motivates the construction of Policy 2 which is described

as follows,

Policy 2

When Policy 1 is implemented, each group of sources is associated
with one slot per frame. This frame structure is modified by asso-
ciating each group of sources with two consecutive slots per frame.
Hence, a = ZNG. Let L be a positive integer. Policy 2 requires the
population to be divided in such a way that each group contains 2L
sources, that is, GS = 2L. The groups are independent, by symmetry,
we again consider only one group of sources and the slots associated
with this group. The assignment of transmission rights among a group
of sources is similar to that when Policy 1 is implemented. Policy 2
can again be visualized by a tree diagram. (This is illustrated by an
example in Figure 4.4 in which L = 4.,) The ZL end nodes represent

the sources of a group. For each pair of slots, a pair of nodes

(connected by a horizontal branch) is selected from the tree according
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to certain rules to be given below. Then all the sources (end nodes)
which are connected by sub-branches to the right node of the selected
pair are given transmission rights in the first slot and all the
sources (end nodes) which are connected by sub-branches to the left
node of the selected pair are given transmission rights in the second
slot, If the selected pair are end nodes of the tree, then only the
source represented by the right node of the pair is given transmission
right in the first slot and only the source represented by the left
node of the pair is given transmission right in the second slot,

We now describe how a pair of nodes is selected from the tree,

1) We begin at the Lth level pair. If no collision occurs, the

next pair is ggain the Lth level pair. Otherwise, the following

rules are applied until all collision(s) ané subsequent
collision(s), if any, are resolved. Then, we begin again at

the L':h level pair.

2) For any pair of slots, resolve the collision, and subsequent

collision(s), if any, in the first slot (the right node of the

pair) before those in the second slot (the left node of the pair).

3) If the collision in a node.,is to be resolved, the pair of

nodes to be selected next is right below the node.

Note that Policy 1 requires only to know the position of the
present node and the outcome of the present slot in order to determine
the position of the next node, Policy 2 requires not only to know the
position of the present pair of nodes and the outcomes of the present
pair of slots, it also requires the memory of the past unresolved

collisions because of rule 2),
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Like Policy 1; if the propagation delay of the channel is large,
we need to construct superframes for Policy 2., From the structure of
the frame, if R + 1 < a, the construction of superframes is not
necessary. Otherwise, we construct superframes as follows. Let n be
the smallest integer such that R + 1 < na, Then the channel frames
are arranged to form consecutive superframes, each composed of n
consecutive frames, that is, f = na, Hence, each group of sources
is associated with n evenly spread pairs of slots per superframe,
Similar to Policy 1, to satisfy the propagaticn delay constraint,
each source is equipped with n independent buffers, one buffer asso-
cizted with each pair of slots in the =zuperframe. When a source is
given transmission right in one of a pair of slots, it can only trans-
mit the packet, if any, stored in the buffer asscciated to that pair
of slots, Also, every buffer accommodates only the packets arriving
in the o slots (the duration of one frame) preceding its associated
pair of slots.,

Note that under Policy 2, by definition, a step of a buffer is
made up of two consecutive slots.

Note also that because of the similarities of the procedures
in resslving collisions under both policies, the delay and the waiting
time of an accepted packet under Policy 2 can be deccmposed like that
of the delay and the waiting time of an accepted packet under Policy 1.
Hence, under Policy 2, if a packet is successfully transmitted in

the first slot of a step, the packet's delay can be decomposed as

(2)

p=ul+ w® +uMgr1er . (4.2)
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If a packet is successfully transmitted in the second slot of a step,

then the packet's delay can be decomposed as

(1) (2)

1)=ws + (W +W(3))B+2+R . (4.3)

Now, let's discuss the motivation for the construction of Policy
2., We mentioned previously that if a collisior occurs, it is more
likely to be caused by the simultaneous transmission of two packets
than more than two packets. A collision caused by the simultaneous
transmission of two packets requires very likely three steps ( three
slots in three successive frames) to resolve when Policy 1 is imple~
mented, If Policy 2 is implemented, very likely two steps (four slots
in two successive frames) are required. The retransmission delay
incurred in resolving a collision depends on the number of steps
required and the duration of the intervals between successive steps,
If propagation delay is small such that the construction of superframes
is not necessary, then the retransmission delays incurred in resolving
a collision under Policy 1 is likely to be less than that under Policy
2 because the frame duration of Policy 2 is twice as long as the frame
duration of Policy 1. However, if propagation delay is large, re-
transmission of packets are made at intervals of superframes. If the
durations of the superframes of the two policies are the same or close,
then the retransmission delays incurred in resolving a collision under
Policy 2 is likely to be less than that under Policy 1 becuase Policy
2 requires less steps than does Policy 1 to resolve a collision.
(This is illustrated in Figure 4,.5.)

Obviously, Policy 2 has two disadvantages. First, it cannot
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save slots which can be saved by rule 2)a) of Policy 1. Second, each
group of sources is assoclated with two consecutive slots per frame
which automatically adds an additional delay of one slot to every

packet successfully transmitted in the second slot of a pair,

4.4 Collision-Resolving Procedures

In Section 4.3, we presented two policies to resolve collisions
incurred in each group of sources, In this section, we analyze the
procedures involved in resolving collisions by each of the two policies.

According to either policy, a sequence of sources from a group
to be given transmission rights in a sequence of steps is equivalent
to a sequence of jumps upon the nodes (pairs of nodes) of the tree
constructed from the group. Henceforth, we will call a jump upon a
node (pair of nodes) a step. We make the fcllowing "definitions and

assumption,

Group Level

Given a group of 2L sources and its tree structure, if at a step,

a kth level node is selected, we say the group is at level k.

An_Epoch

Given a group of ZL sources and its tree structure, an epoch is

h level node of Policy 1 (pair

a sequence of steps starting at the Lt
of nodes of Policy 2) and ending at the node( pair of nodes) preceding
the next Lth level node (pair of nodes). If the next node (pair of

nodes) after the Lth level node (pair of nodes) is again the Lth level

node (pair of nodes), then the epoch 1s composed of one step, the first

Lth level node (pair of nodes).
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Assumption

The packets processed during an epoch are those transmitted at the

first step of the epoch. Hence, no packet can join an epoch after the

first step of the epoch,

A j-epoch

An epoch during which j packets are transmitted is defined to
be a j-=2poch,

Note that from the above assumption, at most one packet from
each source can be transmitted during an epoch, Hence, given a group

of ZL sources, possible values of j are 0, 1, 2,..., ZL.

Analysis of a j-epoch

Given a group of 2L sources, to study the probabilistic properties
of a j-epoch, we define the following:

TL|j - the number of steps of a j-epoch,

WLIj - the sum of the active waiting steps of the packets

transmitted during a j-epoch,

According to either policy, if j > 1, the 2L sources are split
into two smaller groups of an equal number of sources. Among the j
sources which transmit packets during the epoch, suppose j' are in
the first group and j-j' are in the second group. We further define
the following:

TL}j,j' - the number of steps of a j-epoch given that among the

j scurces which transmit packets during the epoch, j' are in

the first group and j-j' are in the second group.




WLlj,j' - the sum of the active waiting steps of the packets

transmitted during a j-epoch given that among the j sources which

transmit packets during the epoch, j' are in the first group and

j=j' are in the second group.
In the following, we will study TLIj, WLIj, TLIj,j' and lej,j'

under Policy 1 and Policy 2,

Policy 1
If L=1and j < 2, we have :
T =1 4.4
. L|j s ( )
and lej = 0, (4.5)
If L=1and j§ = 2, we have
LN Tle =3, (4.6)
and W |2 =3, (4.7) -
: If L > 1, the policy can be described by the finite state -

machine in Figure 4,6, The states represent:
L - the group is at level L.
L-1, R - the group 1is at level L~1, right node,
L-1, L - the group is at level L-1, left node.

L-2 - the group is at level L-2,

The weights of the edges represent:

0 - an empty slot.

1 - a successful transmission.
0, 1 - an empty slot or (exclusive) a successful tranemission.
¢ - a collision,

r - the resolution of a previous collision at level L-2 or -
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lower if required.
In the machine, each cycle starts from state L and goes back represents

a complete epoch, The cycles represent:

For Cycle O or 1, j < 2, We have

T 8 =1, (4.8)
and lej =0, (4.9)

For Cycle cll, j = 2 and is split into 1, 1. We have

T 2,1 = 3, (4.10)
and wL|2,1 = 3, (4.11)

For Cycle cler, j > 2 and is split into 1, j~1. We have

T l3,1=1+1+ (TL_le-l), (4.12)
and WL|J.1 = j + (3-1) + (“L-llj'l)' (4.13)

For Cycle cOr, j > 1 and is split into 0, j. We have

T, |3,0 = 1 + (TLpllj), ( 4.14)
and WLIj,O = j'+ (WL_llj). (4.15)

For Cycle ccr0O, j > 1 and is split into j, 0. We have

T 13,3 = 14 (T 4. +1, (4.16)
and W [f,3 =3+ (W, (D). (4.17)

For Cycle ccrl, j > 2 and is split into j-1, 1. We have

T 13,3-1 = 14 (1, 13-D + 1, (4.18)

| and WL|j,j-1 =3+ (wL_llj-l) + (TL_llj-l). (4.19)
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For Cycle ccrer, j > 3 and is split into j', j=j' such that

j' > 1 and j-3j' > 1. We have

T 13,3 = 14 (1 13" + (T, [3-3"), (4.20)

and W 3,30 =3+ Gy 11D + Q-3 (T 13 ;

+ 13- (4.21)

Note that T and T in Equation (4,20) are independent

L—llj' L—].'j-j'

random variables.

Policy 2
If L=1 and j < 3, we have

T li =1, (4.22)
and lej = 0. (46.23)

If L > 1, the policy can be described by the finite state machine
in Figure 4.7. The states reprecent the level of the group. The
weights of the edges with brackets separated by commas indicate
possible (exclusive) outcomes of a step. The first and second elemerts
in each bracket indicate the outcomes of the first slot and the second
slot, respectively, of a step. r is the resolution of a collision
at level L-1 or lower if required. In the concatenation of 2 rs, the
first r and the second r represent the recolutions of collisions in
the first slot and the second slot, respectively, of a previous step
at level L-1 or lower if required. Each cycle starts from state L

and goes back represents a complete epoch, The cycles represent:
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independent random variables,

For Cycle (00) or (01) or (10) or (11), j 3 and 1s split into

0, 00r0, lorl, Oor 1, 1, We have

TLlj =1, 1f § - 2, : (4.24)
and lej =0, if § < 2, (4.25)
TL|2,1 =1, if § = 2, (4.26)
and le2,1 =0, 1f j = 2, (4.27)

For Cycle (cO)r or (Oc)r, j > 1 and is split inte j, 0 or O, j.
We have

T 13,3 = T 13,0 = 1+ (1, 19), (4.28)

and lej,j = leJ,o i+ (wL_llj). (4.29)

For Cycle (cl)r or (lc)r, j > 2 and is split into j-1, 1 or
1, j=1. We have

T 3,0 = T l3,5-1 = 1+ (1, 13-D), (4.30)
and W [5,1 =W [3,5-1 = 3-1 4+ G, [3-D). (4.31)

For Cycle (cc)rr, j > 3 and is split into j' and j-j' such that
3' > 1 and j=j' > 1. We heve

To133" = 1+ (T 13" + (1 13-3"), (4.32)
and W (3,37 =3+ @[3 + G-I, 14N
+ M,y 3-1h. (4.33)

Note that TL_llj' and TL_llj-j' in Equation (4,32) are
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Theorem 4,1

Assume a system implemented by a Policy 1 or Policy 2 scheme with
2L sources in each group. Consider a j-epoch, The distributior. of

TL)j, denoted by P (k|j) and the mean of WLIj, denoted by E[WLlj],

T, |3
L
can be calculated numerically by recursion formulas: .
P 2L—l 2L-l
Ppos (k[ = ] P (k3,3 - . (4.34)
TL‘j j'= 0 TLlj,j' (ZL)
R
and
j (JL—I 2L—l)
'S ) s [
E(W |31 = 1 Elwpl3,500° . (4.35)

L

(%)

where P . .,(k|j,j") and E[(W, |[j,1'] can be represented in terms of
TLIJ’j L

Pp 0 Gl3®, PTL_1|j_j.(klj-j'), E(W,_,[3'] and E[W,_,[3-3"] :

Tial
according to Equations (4.4)-(4.21) when a Policy 1 scheme is imple-

mented, and according to Equations (4.22)-(4.33) when a Policy 2

scheme is implemented.

Proof

Consider Policy 1.

If j < 2, Cycle 0 or Cycle 1 determines PTLlj(klj) and
E[lej] according to Equations (4.4)-(4.5).

If j>1and L = (k|3) and E[WLIjl are determined by

1, PTL'j
Equations (4.6)-(4.7).

If § >1 and L > 1, consider the splitting of the 2L sources

into two smaller grcups of an equal number of sources, Among the j sources




which transmit packets during the epoch, the probability of j' are in
the first group and j-j' are in the second group is given by an element

of the Hypergeometric distribution
(ZL-l) ( 21.4-1)
h J-3'
(+)
3

The splitting of j into j' and j-j' determines the cycle which represents

the epoch. From the equations associated with the cycle, PT I3 j,(klj,j')
14

and E[WLlj,j'] can be represented in terms of PT ,(klj'),

p-1ld

P v(k[3-3"), EMW ]3] and EMW _,{3-3").

TL"]. IJ-J
The proof of the theorem for Policy 2 is similar to that for

Policy 1, and is omitted here,

Q.E.D.

: Numerical Results

Tables 4.1-4.4 show the numerical results of Pr Ij(klj) and
L
E[lej] when j is equal to 2, Notice that P ‘j(klj) is stretched as
L
L is increased from 1 to 6. Note that each step in Policy 1 is omne

slot and each step in Policy 2 is two slots,

4.5 Sources with Limited Buffer Capacities

We are now ready to study the performance of the systems
implemented by Policy 1 and Policy 2. As mentioned in Sections 4.1,
, the buffers at each source may have limited or unlimited capacities,
!° . In this section, we will study tlte case in which the source buffers

are assumed to have limited capacities. First, we describe the source
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L
e o = - - e A s o sl i

PTle(kIZ)
L 1 2 3 4 5 6
3 1.0 | 0.667 | 0.571 | 0.533 0.516 0.508
4 \ 0.167 | 0.143 | 0.133 0.129 0.127
5 0.167 | 0.179{ 0.167 0.161 0.159
6 s 0.071 | 0.075 0.073 0.071
7 0.036 | 0.058 0.058 0.058
8 0.0 ’ 0.025 0.032 0.032
9 0.0 0.83x10~2|  0.020 0.022
* 10 0.80x10"%| 0.013
11 0.0 t 0.20x10~2 | 0.69x10-2
12 0.0 0.0 0.25x10-2
13 l 0.0 0.50x10-3
v elsewhere { { 0.0 0.0
Table 4.1. PTle(k\Z) under Policy 1.
L 1 2 3 4 5 6
Ew, 2] 3.00 | 3.667 | 4.143 | 4.467 4.677 4.810

Table 4.2. E[WLIZ] under Policy 1.

1: 84
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. P (k]2)
r |2
1 2 3 4 5 6
k
f 1 1.0 0.667 0.571 | 0.533 | 0.516 0.508
2 0.333 0.286 | 0.267 | 0.258 0.254
3 t 0.143 | 0.133 | 0.129 0.127
*
4 0.0 0.0 f 0.067 | 0.065 0.064
5 0.0 0.0 0.032 0.032
6 0.0 0.0 0.016
elsewhere 0.0 0.0 0.0
j
k Table 4.3. P (k[2) under Policy 2.
i T |2
: L 1 2 3 4 5 6
13
; E(w |2] 0.0 | 0.667 | 1.143 | 1.467| 1.677 1.810
Table 4.4. E[WLIZ] under Policy 2.
]
| PR
LY 1
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buffers and the statistics of the arrivals of packets at the sources.

Then, we analyze the systems implemented by Policy 1 and Policy 2.

The Source Model .

In a given system, the groups of sources are independent, There-
* fore, we again, by symmetry, consider only one group of sources and the
slots associated to this group. Recall that every buffer accommodates
only the peckets arriving in the a slots preceding each of its steps.
Each buffer is assumed to have two buffer spaces. The first buffer
space is used to store the packet being transmitted during an on-going
epoch., If a source does not have any packet to transmit during an
epoch, this buffer space is left empty. The second buffer space is
used to store the first packet which arrives after an epoch has started,
Those packets which arrive after the first are assumed to be lost., A
packet in the second buffer space is transferred to the first buffer
space just before the start of the next epoch. .

The numbers of packets which arrive at a source in a sequence of

1 slots are assumed to be independent and identically distributed. Let A

be the number of packets arriving at a source in a slot. Set PA(i) to
be the distribution of A and CA(Z) to be the z-transform of PA(i), that

is,

c(z) = } 1>(1)zi , Jzl <1,
A 421 A
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Analysis of the Systems

The average input rate of the channel is

A =N, E[A] . (4.36)

We set p to be the probability of having at least one packet arriving in :
o slots and q to be the probability of having no packet arriving in

o slots. Then

p=1- (pA(o))Ol , (4.3D)

9 and q=1-p . (4,.38)

Theorem 4.2

Assume a system implemented by a Policy 1 scheme or a Policy 2

L
' scheme with 2L sources in each group, Set Xn to be the number of
packets transmitted during the nth epoch, Then{‘xn, n>0}is a
’ Markov Chain over the state space {0, 1, 2,..., ZL}. If p > 0, this
) B Markov Chain is irreducible, aperiodic and positive recurrent with a
! state transition distribution given by
;
% ? P(xﬂ+1 = 1lxn-j)
1 =2 Yot app?t, (4.39)
£
Z where
; oy Kk
g I k=1 T
' ;
S P Furthermore, this Markov Chain has a steady state distribution
. {nj, 0<4< 2%} which 1s the unique solution of the following set
™ " of linear equations:
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2 L L
n, - 120 "1(§ )pi a-pp® 3, 0y <2t, (4.41)
and
,L
j{;g- 1, nj >0, (4.642)
Proof

We set pj to be the probability of having at least one arriving
packet at a source in a j~epoch. The arrivals of packets at a source
in different slots are independent, therefore, pj is given by Equation
(4.40) . Since the arrivals of packets at sources arc independent, the
state transition distribution of the process {xn, n > 0} is given by
Equation (4.39). By Equation (4.39), we conclude that the process 1
{Xn, n > 0} is Markovian. The state space of the Markov Chain
{Xn, n > 0} is finite. If p > O, the probability of going from every

state to every other state is non-zero, therefore, the Markov Chain

{xn, n > 0} is irreducible, aperiodic and positive recurrent. Since the
Markov Chain {Xn, n > 0} is irreducible, aperiodic and positive recur-
rent, it has a steady state distribution which is the unique solution of

the set of linear Equations (4.41)-(4.42). ?

Q.E.D. ;

As described in Section 4.3, the waiting time of an accepted
packet can be decomposed into three components. We now analyze these

three components,
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The Mean of wél)

Consider the o slots preceding a step of a buffer.

' If a = 1, then E[Wél)] = 0,

If o > 1, then the conditional probatility of the first packet
arriving in the 1th slot given there is at least one packet arriving

in the a slots is

-

i 1-1
(1-P,(0))P,(0)

P

Then the mean of wél) is

i-1
S

. i=1 P

ifa>1,. (4.43)

) : The Mean of w(Z)

In a group of 2L sources, we set lek to be the sum of the
passive waiting steps of the accepted packets during an epoch of k
steps, We have

k
L -1

EV (k] = 2% ] p ¢ (k1)

=1

k
- 2Me - Z1 (4,44)

' Set w(z) to be the svm of the passive waiting steps of the accepted

PO "
packets during the nth epoch and N, to be the total number of packets

'
transmitted during the nth epoch, We have
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"(2)
n=1 O

ew(?) - , W.P.1.

Y N
n=1 n

By applying a Markov Ratio Limit Theorem (see [ 10], [ 24] and [ 28)),

we have
2L o
n P (k|3) Elw_|k]
= j = T lj R
g{P) - 420 " k=1 fLL , W.P.1. (4.46)
11
j=0 ~ 3

Incorporate the result of E[wR|k] given by Equation (4.44) imnto

Equation (4.46), we have
2L

2LV g
@), __1=0 I k=1

Pr
L

I
i
gm0 = 1

(k|9) L-ilf
L3 P G )

E[W » W.P.1, (4.47)

The Mean of w(3)

Set N to be the number of packets transmitted during the nth

epoch and w(3)

h to be the sum of the active waiting steps of the packets

transmitted during the nth epoch, We have

E)
n

E[W

) .nal , W.P. 1, (4.48)

Nn
n=}l

By applying the Markov Ratio Limit Theorem, we have
oL
L Elw 3,
E[W(3)] L i'ol 'y ".P. 10 (aoag)

% ']
) AL
=0 "4
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We are now ready to calculate the performance measures of the

systems implemented by Policy 1 and Policy 2.

Policy 1

The system's average packet input rate is given by Equation
(4.36).

Set Sn to be the number of slots in the nth epoch and Nn to be
the number of packets transmitted during the nth epoch., By definition,

we have

I N
s=21__  w.r.a. (4.50)

I s,
n=1
By applying the Markov Ratio Limit Theorem, we have
%L
ey
j=o 1
§ =7
2

k P . (k|§n
jzo kzo T8 i

» W.P,1, (4.51)

Obviously, the loss probability of a new arriving packet is

P Q. R (4.52)
N_E[A]
T

From Equation (4.1), the average delay of the accepted packets is

E[D] = E[wél)] + (E[w(z)] + E[w(3)])s +1+R, (4.53)

Where E[wél)], E[w(z)] and E[w(3)] are given by Equations (4,43), (4.47)

and (4.49), respectively,
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Policy 2
The system's average packet input rate is given by Equation

(4.36).

By similar techniques as under Policy 1, we have
2L
L

j .
S = J-o L ’ W.P.l. (40510)

2 @
2 )Y J ke k|f)n
j=0 k=0 TLld i

The loss probability of a new arriving packet is

S
L =] - NTE 2T - (4.55)

The average delay of the accepted packets is

E[D] = E[Wél)] + (E[w(z)] + E-[W(3)1)8 +1.5+R, (4.56)

where E[Wél)], E[H(z)] and EIW(3)] are given by Equatiors (4.43),
(4.47), ard (4.49), respectively. Note that because of the additional
delay of orne slot for every packet successfully transmitted in the
second slot of a step, by symmetry, the average successful transmission

delay of the accepted packets is 1,5 slot,

A Fixed-Assignment TIMA Scheme
All along, we have assumed that the messages arriving at the

sources are single packets. Let's now relax this constraint when the
system is implemented by a Fixed-Assignment TDMA scheme, The messages
arriving at the sources are now assumed to be composed of multiple

packets. Each buffer space is assumed to be able to hold one message.

The numbers of packets composing these messages are assumed to be
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independent and identically distributed. Let B be tte number of packets

in a message. Set Pn(i) to be the distribution of B and CB(z) to be

the z-transform of PB(i). By definitions, we have

6lk , for § = 0

P, oy, (k[§) =
Told Pgk) , for 3 =1,

and

¢ , for j =0,

E[Holj] =
E[B]-1 , for § =1,

where

‘ 1,if k=1,

Sk =

l 0 , otherwise .
By applying Theorem 4.2, we heve

o - ‘P , for =0,

( 1-CB(q) , for 3 = 1.

ard

Cyla)

N~ T

P
TR @
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The system's average message input rate is
A =a E[A] . (4.62)
By applying the Markov Ratio Limit Theorem, the loss probability

of a new arriving message is given by

n .
1
i=1- AE[AT(liFT E[B]) (4.63)

The average frame latency of the accepted messages is given by
Equation (4.43).

By applying Equation (4.47) , we have

ew®1 = £(8] - £ (g (@) . (4.64)

By applying Equetion (4.49), we have
E[w(3)] = E[B] - 1., (4.65)

By applying Equation (4,.51), we have

T, E[B]

- — (4.66)
g+, E[B]

S =

Under a Fixed-Assignment TDMA scheme, no collisions occur and the

construction of superframes is not necessary. Hence, a = 8, and the

average delay of an accepted message is given by

e} = w4+ E D)+ @ na s 14r, (4.67)

where E[Wél)], E[W(z)] and E[W(3)] are given by Equations (4.43), (4.64)

and (4.65), respectively,
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Numerical Results

To demonstrate the performance of the system implemented by
Policy 1, we consider a population of 64 sources., The arrival process
of the packets at a source is described by the Bernuolli trial
distribution

1-PS’1fi=0.

P(1) = ¢ By L, if1=1,

0 , otherwise .

A family of access-control schemes is obtained by dividing,
according to different values of L, the entire population into groups
of an equal number of sources as described in Section 4.2, The
possible values of L are 0, 1, 2, 3, 4, 5, 6., Hence, there are seven
access~control schemes in this family, each associated with an
appropriate value of L. The joint performance of this family of
access~control schemes is demonstrated by curves plotted in Figures
4,8-4,12, Note thst when L = 0, it is a Fixed-Assignment TDMA
scheme, When L = 6, it is a pure Tree Search scheme.

),

Figure 4.8 plots the mean of W of the packets versus

the throughput, S, of the system. From the figure, it is evideat that
a scheme of higher L value on the average encounters more collisions
per epoch, and thus has longer average epoch length than does a

scheme of lower L value. When the average packet input rate of the
system is increased, the throughput, S, of the system is also increased.
However, when the average packet input rate is increased beyond a
certain limit, frequent collisions of packets not only increase the

), ,(3)

mean of W' '+ W but also reduce the throughput, S, of the system,

95




30 L=6
L=5
L=4
L=3
£ 20}
w
r_
(7]
5
3
+
3]
2
w
101~ L=2
0 : .

0 0.2 0.4 0.6
THROUGHPUT S

Figure 4.8. EW'2) + W3] ys Throughput Curves under Policy 1.
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Figure 4.9. £ vs Throughput Curves under Policy 1.
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‘ Figure 4.11. Delay — Throughput Curves under Policy 1, R = 0. 1

Tu . 59




E([D] (SLOTS)

0 ] | ] |

0 0.2 0.4 0.6 0.8
THROUGHPUT S

Figure 4.12. Deley — Throughput Curves under Policy 1, R = 12.
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This is well demonstrated by the curve L = 1,
Figure 4.9 plots the loss probability, £, of a new arriving
packet versus the throughput, S, of the system. A scheme of higher L
value has more scurces per group and shorter frame duration than does
a scheme of lower L value. Hence, if the throughput, S, is low, we
obtain a lowver value of £ when the system is implemented by a scheme
of higher L value than when the system is implemented by a scheme of
lower L value, But if the throughput, S, is increased beyond a certain
value, the effect of frequent packet collisions prevails and the
opposite is true, The same reason applies in Figure 4.10, which plots
the throughput, S, of the system versus its average packet input rate A.
Figures 4.11 and 4.12 plot the average delay, E[D], of the
accepted packets versus the throughput, S, of the system. When the
throughput, S, is low, the frame latency, Wél) is the dominant part
of the delay of an accepted packet. A scheme of higher L value has
shorter-frame duration and yields lower average delay of the accepted
packets than does a scheme of lower L value, But if the throughput, S,
of the system is increased beyond a certain value, because of frequent
packet collisions, W§2)+ W§3) prevails over wél) and we have opposite
results. Notice that because of the construction of superframes, if
the throughput, S, is low, the curves of high L values in Figure 4,12
(R = 12) are much steeper than the curves of high L values in Figure
4,11 (R = 0), Also notice that in Figure 4,11 (R = 0), if the
throughput, S, is lower than 0.45, the optimal value of L is O and
1f the throughput, S, is higher than 0.45, the optimal value of L is 6.

Values of L beside 0 and 6 are optimal only when the throughput S, is
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in a very small vicinity of 0.45., This is not so in Figure 4,12
(R = 12) when the construction of superframes is necessary.

When the system is implemented by Policy 2, possible values of
Larel, 2, 3, 4, 5, 6. Hence, there are six access-control schemes
in this family. The joint performance of this family of access-control
schemes is demonstrated by curves plotted in Figures 4.13-4.17. They
look similar to the performance curves of the system when implemented
by Policy 1. Note that when L = 1, it 18 a Fixed-Assignment TDMA
scheme, When L = 6, it is a pure Tree Search scheme,

It is observed that if the throughput, S, of the system is low,
the system performs better both in terms of the loss probability of
a new arriving packet and the average delay of the accepted packets when
implemented by Policy 1 than when implemented by Policy 2. 1If the
throughput, S, of the system is high, the opposite is true.

To demonstrate the effect of propagation delay on the average
delay of the accepted packets, we plot, in Figure 4.18, the lower
envelopes of the curves in Figures 4,12 and 4.17, The resulting curves
show better performance of the system wher implemented by Policy 2
than when implemented by Policy 1, unless the throughput, S, is very

low. This is consistent with what we suggested in Section 4.3.

4,6 Sources with Unlimited Buffer Capacities

In this section, we will gtudy the case in which the source
buffers are assumed to have unlimited capacities, First, we describe
the source buffers and the statistics of the arrivals of packets at
each source. Then, we analyze the systems implemented by Policy 1

and Policy 2.
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Figure 4.16. Delay — Throughput Curves under Policy 2, R = 0.
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Figure 4.17. Delay — Throughput Curves under Policy 2, R = 12.
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The Source Model

Again, by symmetry, we consider only one group of sources and
the slots assigned to this group. The arrival process of packets at
each source is again described by A, PA(i), and CA(z) defined at the
beginning of Section 4.5. However, the buffer capacity of each source
is now assumed to be unlimited. Packets arriving at each source are
transmitted in a first come first served order.

Set Xn’ n > 0, to be the joint queue size of all tle queues at
the sources at the beginning of the nth epoch, then Ysn> o,

Go) G
m @ (Gg | s
= Yn ), Yé ),...,Yn , 1s over the state space ¥ = j§1 Ij' where

th

Y
—ﬂ

Ij is the set of non-negative integers. The development of the n
epoch depends only on Zn’ n > 0, Also, the numhers of packets arriving
at all the scurces during the nth epoch depend only on the duration of
the epoch. Hence, the future development of the process depends only
on Y ,n >0. Consequently, the sequence {Y , n > 0} describes the
state of the process. Therefore, {!n’ n > 0} 1s a Markov Chain,

A complete description of this Markov Chain means the
specification of joint probabilities depending upon ZL indices.
Each indice corresponds to the queue of one source, Hence, the deter-
minatior of these probabilities demands the solution of a large
number of sets of equations of complicated form that no simple useful
analytical expressions for this Markov Chain can be obtained. Conse-

quently, we develop the following approximation of the joint queue size

distribution of this Markov Chain.
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Approximation of the Joint Queue Size Distribution

In this joint queue size distribution approximation (see [29 ],

[30 ], and [31 ]), we assume the same distribution of packets at each

source meets the group slot(s) at the beginning of each epoch. Then we
can find the distribution of packets at each source at the beginning

of an epoch by the following argument. If the group slot(s) meets the
same distribution of packets at each source at the beginning of an
epoch, then the group slot(s) must meet the same distribution of

packets at each source at the beginning of the next epoch. By symmetry,
. we need to study the queue size distribution of packets at only one
specific source. Henceforth, we call this source Source A, We make the
following definitions with respect to Source A:

Fi - the probability of having i packets, 1 > 0, at the beginning
of an epoch at steady state, if it exists,

Fo~ tte probability of having at least one packet at the
beginning of an epoch at steady state, if it exists, F_, = 1-F,.

>0 0
Fin ~ the probability of having n packets at the beginning of the
next epoch'given there are i packets at the beginning of the
present epoch. 1

Uo - the duration of an epoch given Source A has no packet at

the beginning of the epoch,

Py (j) - the distribution of U

0 0

Cy (z) - the z-transform of Py 1.
0 0

U>0 - the duration of an epoch given Source A has at least one

packet at the beginning of the epoch,
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P

(i) - the distribution of U
>0

U o °

C.. (z) - the z-transform of P,, (3).
U U
>0 >0

Analysis of the Systems

Let i be the number of sources, beside Source A, which have
packets to transmit during an epoch. Since the distributions of
packets at all the sources at the beginning of an epoch are statistically
independent, the random variable i assumes the Binomial distribution

L
( 2 '1) ol FZL—l-i
i >0 0 )

Recall that a source can transmit at most one packet during an epoch,

Hence, we have

L
2°-1 ,.L L
Py (&) = [ (2 '1) i, ‘l‘ipT RO (4.68)
0 i=0 i L
and
L
2°-14.L L
Gy (=) = I (2 ‘1) Fi, To -1-1CT 1110 (4.69)
o i=0 i L
where CTLli(zli) is the z-transform of PTLli(k|i).
Similarly, we have
L
2°-1 4L L
271\ 1 27-1-1
P, (k) = } ( ) Fi. F P (k|1+1) (4.70)
. Uso 120 ] 7000 T |141
o l.
s ~
1;5 ) 111
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and

L
27-1 L L
27=1\ 1 _27-1-1
c, (z)= 1) ( )F F P (z|i+1) , (4.71)
Uso %0 17070 T 141 .
where CTL|1+1(z|1+1) is the z-transform of PTL|1+1(in+1)'
Theorem 4,3

Assume a system implemented by a Policy 1 or Policy 2 scheme
with 2L sources in each group. Set Y, n> 0, to be the number of
packets at a source at the beginning of the nth epoch., Under the joint
queue size distribution apprcximation, {Yn, n > 0} 1s a Markov Chain
over the state space of non-negative integers. If PA(O) < 1, this
Markov Chain is irreducible and aperiodic with state transition

distribution given by .

‘kop‘(‘ka)(") Py (), 0<n<=, .
Fon = (4,72)
0 , otherwise,
and
z Pika)(n+1-i) Pu (k) , i~1 <n <
k=0 >0
F, = (4.73)
in 0 , otherwise ,
(ka) ,_«
where PA (n) is the ko-time convolutior of PA(n).

This Markov Chain is positive recurrent 1iff

1
0 < E[A] < m . (4.74)
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Furthermore, if this Markov Chain is positive recurrent, the z-transform

of its steady state distribution is given by

¢ (B
>

0
F(Z) = CU (¢) , (4.75)
>0
1l - -
where
¢ = CA(Z)“ N (4.76)
and
1 - oE[A]JE[U ]
Fo " T+ oE[ATE[U,] - GE[ATE[U o] ° (6.77)
Proof

By definition, {Yn, n > 0} is a Markov Chain,

Also by definition, Equations (4.72) and (4.73) are obtained.

If PA(O) < 1, every state car be reached from every other state
with non-zero probability given by Equations (4.72) and (4.73). Hence,
the Markov Chain lYn, n » 0} is irreducible and aperiodic.

Assume the Markov Chain {Yn, n > 0} is positive recurrent, then
the steady state distribution of {Yn, n > 0} is the unique solution of

the following set of equations:

F o= | FF , 0O<n<= (4.78)
1=0
and
Zan-l » F 20,0<n <o, (4.79)
n=
113




Taking z-transform of Equation (4.78), we have

(-]
F(z) = § F 2"
n=0
0 o0 a
) nZO 1Zo "1 Fn ®
=F, J F, 2"+ Y pr, J F_ 2" . (4.80)
O pmg Om 1=1 !qe=o i0

Consider the first term at the right hand side of Equatior. (4.80).

From Equation (4.72), we have

0 o

s ko) n
F, L oE 2f=r 1 3 p5Ym p (02
0 ao 00 O =0 k=0 A Y%
' a [
S =Fy L Py (0 ] Pik“)(n)z“
k=0 0 n=0
i =F, J B (K C ()
0 k=0 U0 A
a
= F, CUO(CA(z) ) . (4.81)
Consider the second term at the right hand side of Equation (4.80).
From Equation (4.73), we have
F,o L Finzn =1 F 1 RN “)(n+1-1)ru (k)"
i=1 n=0 i=1 n=i-1 k=0 >0
) F, I py ] nga)(n+1—i)zn
i=1 k=0 >0 n=f-1

! co o0 o©

!. : ) F, ) Py (it ) P:ka)(n+1-i)zn+1-1
' i=1 k=0 >0 n=i-1

' Y Y

7jx . 114 ¢
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Set ¢ = cA(z)° .

From Equation (4.81), we have

F

i

i-1 v
z z P
k=0 >0

U

ka
(k)CA(z)

i-1 a
RO

n
Fy ) Fon 2 = FOCU°(¢).

n=0

From Equation (4.82), we have

2 F z F, z =
4=1 i in

(4.82)

(4.83)

(4.84)

Incorporating.Equations (4.83) and (4.84) into Equation (4.80), we have

F@ = B Gy (9 +

= Fy Cy () +Cy () 3

0

= F, CU0(¢) + cU

F (C,. () -
07U,

%

>0

>

1€))

0

>0
z

)

Jr=
o~
]
N
(¥

N f

(F(2)-Fg)
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Evaluate F(z) at z = 1, we have

Fo(E[Uj1aE[A] - (E[U_)laE[A] - 1)}
-(ElU_ JaE[A] - 1)

F(z) |
z=]
Since F(1) = 1, we have

Fo{E[UlaE[A] - (E[U ,laE[A] - 1)}
-(E[U_,JoE[A] - 1)

= ]

Rearrange terms, Equation (4,77) is obtained.
The Markov Chain {Yn’ n > 0} is positive recurrent iff 1 > F
(see [28] and [29])., From Equation (4.77), this condition is

satisfied iff

1 - QE[A]E[U>0] >0

which is equivalent to Condition (4.74).

.E.D,

Corollary 4.1

Consider the Markov Chain {Yn, n > 0} defined in Theorem 4.3,
Set gn = Yn--llYn > 0, n > 0, which is the number of packets at the
source at the beginning of the nth epoch excluding the packet
transmitted during the epoch given that there is at least one packet

at the beginning of the nth

epoch. Under the joint queue size
distribution approximation,if Condition (4.74) is satisfied, the
steady state distribution of this embedded queue, denoted by
{Hi’ i > 0}, 1s given by

P

H = ~— (4.85)

1 7F,,
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The z-transform of {Hi’ i > 0}, denoted by H(z), is given by
. % (¢)-1

0 0
H(z) = F>0 z_cu (¢) .
>0

(4.86)

Furthermore, the mean of this imbedded queue, denoted by E[Q], is given
by

«E[A1%E[U]] + E[U(] (Var(A) - E[A])
EfQl - ZE[AJE(U]

oPEIAIZELUZ ) + aELU o] (Var (A)-E[A])
2(1 - aETAJE[U_ 1) ’

+ (4.87)

where Var(A) is the variance of A,

Proof

The distribution {H,, 1 > O} is obtained from the distribution
{Fi’ i > 0}. H(z) is deduced from F(z) giver by Theorem 4.3. E[Q]
is obtained by differentiating H(z) witl respect to z and then

evaluate it at z = 1,

Q.E.D.

Theorem 4.4

Assume a system implemented by a Policy 1 or Policy 2 scheme
with ZL sources in each group. Under the joint queue size distribution
approximation, if Conditior (4.74) is satisfied, the steady state
distribution of the number of packets transmitted during an epoch,

denoted by {Nn,, 0 < j < 2L} 1s given by the Binomial distribution

j’

L L
Wt 2= < L
T, (3 )‘{o"o , 0<3<2-, (4.88)
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. Proof

Direct implication of the joint queue size distribution

approximation.

Q.E.D.

We are now ready to calculate the performance measures of the
eystems by applying the steady state distributions given by Theorems
4,3 and 4,4, Henceforth, we assume Condition (4.74) is satisfied.
Recall the three waiting components of a packet defined in
1 . Section 4.3, These three waiting components are calculated as

follows.

(1)

The Mean of ws

Since the arrival of a packet is uniformly distributed in a
frame, we have

(1) a-1
E[Ws ] = 5 . (4.89)

' The Mean of w(z)

Let "R be the sum of the passive waiting steps of the packets

at a source during an epoch at steady state. Then, we have

ElW,] = E[u_] | W-DF
R S 1

+ P of(A] ) ES;:&Z By ()

z k=1 >0

v k(k=1)
) + F, aE[A] | P, (k)
. . 0 kel 2 Yo
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e

= E[U_,]( } 1iF )
1

i=1

-F_

i >0

+ F,q (Al 3 (EVZ] - E[U_ D)
+ 7, aE[A] 1 (E[V2 ] - E[U,]) (4.90)
0 2 0 o' ° *

The first term is obtained from the packets already in the source
buffer at the beginning of the epoch. The other tems are obtained
from the new packets which arrive during tte epoch, By incorporating

L
the above result of E[wR] and the distribution {lI,, 0 < J < 27} given by

j!
Theorem 4.4 into the Markov Ratio Limit Theorem, we have
@, _ 2 Ely]
E[W™'] = — s W.P.1, (4.91)
2
L
=0 "
Since {Hj’ 0 < j 5_2L} is a Binomial distribution, we have
E[W._]
gy R (4.92)
F
>0

We skip the algebraic steps and state the mean of E[W(Z)] as follows:

aE[A]E[Ufo] + aE[U>0]2 (Var (A)-E[A))

(2)
E(w ) = Z(1aE[AIE[U_J])
2
E[U ,]var(a) E[U_ ] E[U)]
* TT2E(A] -z ¢ ZE[U)] T2 (493
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Note that the term z 1F1 in Equation (4.90) 1is calculated by dif-
i=1

ferentiating F(z) (given by Theorem 4.3) with respect to z and then

evaluate it at z = 1.

The Mean of W(B)

By applying the Markov Ratio Limit Theorem, we have
2L
) [31m
E[W
=0 "1
§L
jn
=0

ew®] -

, W.B.1. (4.94)

The Throughput of the Systems

Since each buffer has unlimited buffer capacity, the throughput

of a system implemented by a Policy 1 or a Policy 2 scheme is given by

s =2 =2"E[a] . (4.95)

The Average Delay of the Packets -

The average delay of the packets in a system implemented by a
Policy 1 scheme is given by

(3)

E[D] = E[Wél)] + EW e @ +14r (4.96)

while the average delay of the packets in a system implemented by a

Policy 2 scheme is given by

efo) = ) + @@+ ew®ps + 15+ v, (4.97)

where E[w;l)], E[W(z)] and E(w(3)] are given by Equations (4.89), (4.93)

and (4.94), respectively. %
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A Fixed-Assignment TDMA Scheme

multiple packets.

-(4.71) become

(4.74) becomes

0 < E[A] <

PUO(k) =
CUO(z) =z
U
and
U>0
respectively.

arriving at the sources are single packets.

All along in this chapter, we have assumed that the messages

As in Section 4.5, let's

now relax this constraint under a Fixed-Assignment TDMA scheme. The

messages arriving at the sources are assumed to be composed of

The numbers of packets in these messages are also

number of packets in a message.

1,1if k=1,

0 , otherwise ,

P, (k) = P,(k) ,
>0 B

c. (2) = CB(Z) s

.
oE[{B] °

assumed to be independent and identically distributed. Let B be the

Set PB(i) to be the distribution of

121

B and CB(z) to be the z-transform of PB(i). Hence, Equations (4.68)

(4.98)

(4.99)

(4.100)

(4.101)

By applying the above equations into Theorem 4.3, Condition

(4.102)




If this condition is satisfied, we have

F(z) = OB (4.103)

where ]

. 1-aE[AJE[B]

F0 aE[A] + 1-aE[A]E[B] °

(4.104)

and

_ a
¢ = CA(z) . (4.105)

By applying the above results of F(z), ¢ and FO into Corollary

4.1, we have

£1Q] - o’E(A}%E[B%] + aE[B] (Var(a) - E[A])
2(1-aE[A]JE[B]) .

aE[A] |, Var(A) _ 1 i
. YT YRl T2 (4.106)

Since there is only one source in each group, by definitions,

we have é
1

P (k) , if §=0 ,
U0 i
PT |j(k)= (4.107) ;
0 P, (k) , ifj=1 |, !
Uy \ 4 ;

3 and
. 0 , 1f j = O ’

) E[Wyli] = (4.108)




By applying Theorem 4.4, we have i

F. ,ifj=0,
n, = ‘ 0 (4.109)
( Foo» 1f1=1.

Let's now investigate the three waiting components of a message.
E[wél)] is the same as given by Equation (4.89).
By applying the results of PU (k) and P {k) given by Equations

0 Y0
(4.98) and (4.100) into Equation (4.93), we have

W@ _ oEIAJE(E%) + aE(B)’ (var (&) - E[A])

El 2(1~aE[AIE[B])

E[B]var(A) _ E[B]
+ Efflver() _ E(B) (4.110)

; ) In a system implemented by a Fixed-Assignment TDMA scheme, there

. . is no collisions among sources. Hence,

W) - EB] -1 . (4.111)

Obviously, the throughput of the system is
L
S = 27E{A]JE(B] . (4.112)

By applying the above results of E[wél)], E[W(z)] and E[w(3)]

into Equation (4.96), the average delay of the messages is given by

oE[AJE{B%] + oE[B)2(Var(A) - E[A])
2(1~aE[A)E[B])

E[D] = “;1 +{

_,__.
-
L]

' + ELBJVar(a) _ 5%21 + E|B] - 1} a+1+R

2E(A])

|
—
PRk

/

-
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{ aE[A]E[BZ] + aE[BlngatgAz - E[A])

2(1-aE[A]E([B])

+ Ez[g][X?rm + E[lzs] } . - a_;l +R . (4.113)

Note that under a Fixed-Assignment TDMA scheme, the construction of

superframes 1s not necessary, therefore, a = B.

Numerical Results

To demonstrate the performance of the system, we again consider
a numerical example of 64 sources as in Section 4.5. However, the

arrival process of packets at a source 1s now assumed to be Poisson,

P,(1) =

When Policy 1 is implemented, Figure 4.19 plots the average
queue size, E[Q], at each source versus the throughput, S, of the
system. Figures 4.20 and 4.21 plot the average delay of the packets
versus the throughput, S, of the system when R = 0 and R = 12,
respectively.

When the system is implemented by Policy 2, a similar set of
curves are plotted in Figures 4,22-4.24.

The characteristics of these two sets of curves are shown to
be similar to the characteristics of those in Section 4.5. However,
the two sets of delay~throughput curves obtained in this section are much
higher than those in Section 4.5 (especially when the throughput, S, is
high) because in this section, all the arriving packets at the sources

are accepted while in Section 4.5, only the first arriving packet at each
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Figure 4.19. E[Q) vs Throughput Curves under Policy 1.
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Figure 4.22. E[Q] vs Throughput Curves under Policy 2.
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source during an en-going epoch 1is accepted.

Justification of the Joint Queue Size Distribution Approximation

When we investigated the waiting time of a packet, we split it
wél), w(z) and w§3)

S . The approximation is
(2)
S

3)
s -

into three components,

applied only to obtain the mean of W + W We obtained the mean

(1)
S

mean of W

of W by exact analysis. Hence, we only need to justify the obtained

(2) 3)
S + WS .

From Equation (4.95), we observe that as the throughput, S,
approaches 0, the average input rate also approaches 0. If we let

E[A] approach 0, in Equations (4.93) and (4.94), the values of E[W(z)]

(3)

and E[W ], will both go to 0. Hence, the approximation is exact

when the throughput, S, is 0. It should also give good results in
(2) (

the neighborhood of 0 because both E[W "’] and E[W 3)] are continuous,
smooth functions of S. In Figures 4.25 and 4.26, simulation and approx-
imation results are plotted for the systems implemented by Policy 2
with L = 2 and L = 3, respectively. The approximation results are
observed to be very close to simulation results (virtually identical)

if S < 0.6. If S > 0.6, the approximation is moderate. However, in

the latter range of S, the Fixed-Assignment TDMA scheme (exact

analysis and no approximation is required) yields generally a better

delay-throughput performance curve than all the other schemes in

each family.
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CHAPTER V

FIXED RESERVATION SCHEMES WITH PREEMPTIVE PRIORITIES

5.1 Introduction .
In the last chapter, we discussed a class of hybrid access-control

schemes used to control the sharing of a broadcast communication chan-

nel by a number of sources. Messages arriving at the sources are

assumed to be single packets. If messages arriving at the sources

are composed of multiple packets, then this class of hybrid access-

control schemes may not be efficient becuase of the following two

reasons. First, the packets of each message have to be transmitted

independently over the channel. The delay of each message is then the

sum of the delays of all the packets of the message, therefore, could

be too long to be acceptable. Second, the packets of each message are

transmitted independently over the channel, therefore, packet reassem-

bly 1s necessary at the destination. Consequently, to share a channel .

efficiently on a store-and-forward basis, we consider reservation

schemes.
If the message traffic is steady, Fixed-Assignment TDMA schemes

or Polling schemes are efficient. These schemes are actually pre-

determined reservation schemes, Under these schemes, sources are

permitted to transmit messages in a fixed cyclic order and there is no

need to send reservation information. However, if the message traffic l

is bursty (statistically fluctuating), then these schemes may not be

suitable because of low utilization of the channel. (Both schemes

were briefly discussed in Chapter I.) Subsequently, we require sources

134




s >

which have messages to transmit send reservation information to reserve
future slots.

The reservation schemes we are going to study are described as
follows. The channel time frame is divided into two portions, one
portion for making reservations by sources which have messages to
transmit and the other portion for actual message transmission. The
reservation portion is a broadcast channel, so that by listening to it,
every source can obtain information about the messages which have suc-
cessfully made reservations. Based on the successfully received reser-
vation information sent by all the sources, transmission is scheduled
by following a previoﬁsly agreed policy.

The reservation traffic in the reservation portion of the channel
can be controlled by one of the access-control schemes discussed in
Chapter IV, 1In this chapter, we are interested in studying the traffic
in the other portion of the channel.

In Section 5.2, we will introduce the system model and investigate
the delay of a message intuitively. In Section 5.3, we will analyze
the average delay of the messages. 1In Sectioﬁ 5.4, we will introduce
a preemptive priority discipline to allocate future slots for messages
which have successfully sent reservation information. The average
delays of messages with different priorities are studied. A numerical

example is presented.

5.2 The System Models

In the following, we describe the channel model which will be

used in this chapter. The protocol of the reservation schemes and
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the traffic model are presented. Also,the delay of a message is

investigated intuitively.

The Channel Model

The channel is time-slotted, that is, the channel time is divided
into equal durations called slots. These slots are designed long
enough so that exactly one message packet can be transmitted in one
slot. The slots are arranged to form consecutive blocks of slots
called frames. Each frame contains the same number, o, of slots.

In every frame, a fixed portion, y consecutive slots, is used
for reservations. Sources that have messages to transmit make reserva-
tions in these reservation periods. These reservation periods serve as
a broadcast channel so that every source can listen to it and obtain
information about the messages which have successfully made reserva-
tions. The traffic in the reservation periods can be controlled by the
access-control schemes discussed in the last chapter. The size of the
rerservation packets may of course be much smaller than the size of the
message packets. Hence, each slot in the reservation periods may be
subdivided into mini slots such that each mini slot is long enough for
the transmission of one reservation packet.

The other portion of every frame, B, 8 = a ~ y, consecutive slots
is used for actual message transmission. These periods are used by
messages which have successfully made reservations. Messages which have
successfully made reservations in different reservation periods are trans-
mitted in a first come first served order. Messages which have made

reservations in the same period are to be transmitted orderly according
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to a previously agreed policy. Hence, there is no contention in these
service periods.

Set R (slots) to be the propagation delay of the channel. Hence,
R slots after the transmission of a reservation period, this reserva-
tion period is completely received by every source. Depending on the
construction of the channel frame, a reservation period is received
during a service period or during another reservation period. We set
M (slots) to be the number of remaining message slots in the service
period right after a reservation period has been completely received
and RR (slots) to be the interval from the end of a reservation period
to the first message slot right after the reservation period has been
completely received.

Consider the first case. A reservation period is completely
received by every source during a service period. (This is illustrated
by Case 1 in Figure 5.1.) Ry =R and M < 8.

Consider the second case. A reservation period is completely
received by every source during another reservation period. (This is

illustrated by Case 2 in Figure 5.1.) M= B and R+ y > RR > R.

Protocol and the Traffic Model

When a message has arrived at a source, the source will start to
make reservation for the message in the upcoming reservation period.
Reservation has to be made by following an access-control scheme
established for the broadcast reservation periods of the channel.

When the reservation has been successfully made and acknowledged by
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broadcast, future slots are reserved for the message according to a

previously agreed policy. Hence, messages which have successfully

made reservations form a channel queue.

The Delay of a Message

The delay of a message, denoted by D (slots), is measured from
the start of the first slot after its arrival to the time it is com-
pletely received. This can be split into two parts.

(R)

p=p® 4+p) (5.1)

The first part, denoted by D(R) (slots), is the reservation delay.
The second part, denoted by D(s) (slots), 1is the service delay.
The reservation delay is measured from the start of the first
slot after the arrival of the message to the start of the first message
slot after the broadcast of the reservation period in which the reser-

NE

vation of the message is successfully made. can be further

decomposed into

(R)

D =U+D+ Y+ R . (5.2)

The first term, G (slots), is measured from the slot after the
arrival of the message to the start of the first upcoming reservation
period. The distribution of 8 depends on the statistics of the
arrivals of messages at the sources. If the arrival of a new message

is uniformly distributed over any frame, then the distribution of U is

1/ , 0<ifa-1,

U ( 0 , otherwise,
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and

E[U] = (a-1)/2 ) (5.4)

The second term, D (slots), is the reservation contention delay.

It is measured from the start of the first upcoming reservation period

to the start of the reservation period in which the reservation is

successfully made. If there is no reservation contention, D = 0.

The last two terms are the duration of the reservation period in
which the reservation is successfully made, its propagation delay and
the time elapsed before the first upcoming message slot,

The service delay, denoted by D(S) (slots), in Equation (5.1)

(R)

begins right after the period D and ends when the message is

completely received. It can be decomposed into

(s) (L) (G)

D =W + W + T . (5.5)

Observe that in each reservation period, reservations are made

for a group of messages. Hence, we have message group arrivals at the
channel queue. In each group, the message which is transmitted first
is called the leader of the group. Recall that messages which have
successfully made reservations in different reservation periods are

transmitted in a first come first served order. Hence, in a group, the

leader's service waiting time is the channel queue immediately before
the group's reservation period has been completely received. This is
the first term of D¢,

The second term corresponds to those messages in the same group

! but are transmitted first.
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The last term is the transmission of the message and the channel's
propagation delay.

We are going to study the delays of the messages after their
reservations have been successfully made. We make the following

assumptions.

Assumption 5.1

The numbers of messages which have successfully made reservations
in a sequence of reservation periods are independent and identically
distributed. Let A be the number of messages which have successfully
made reservations in a reservation period. The distribution of A is

denoted by PA(i) and the z-transform of PA(i) is denoted by CA(z).

Assumption 5,2

The numbers of packets in messages are independent and identically
distributed. Let B be the number of packets in a message. The distri-
bution of B is denoted by PB(i) and the z-transform of PB(i) is denoted

by CB(Z).

5.3 Bounds on the Average Message Delay

In the last section, we split the total delay of a message into
two parts, the reservation delay and the service delay. The reserva-
tion delay is described by Equations (5.2) - (5.4). Let's now investi-
gate the service delay expressed by Equation (5.5).

In the measurement of all the delay terms, D(S), W(L), W(G) and
T, both types of slots (reservation slots and service slots) are

counted. The technique employed in our analysis requires that in the

measurement of all the relevant delay terms, only service slots are
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counted. Hence, we denote each relevant delay term, in which only
service slots are counted, by a tilde in our analysis. When the
analysis is finished, we will convert all the useful results back to

(L) and W(G),

terms in which both types of slots are counted. From W
we have W(L) and W(G) when only service slots are counted. From

Equation (5.5), we define

ﬁ(s) = Q(L) + W(G) +B . (5.6)
ﬁ(S)

Hence, is the service delay less the propagation delay of a mes-

sage when only service slots are counted. Before we analyze W(L) and
Q(G) of Equation (5.6), we make the following definitions:
G - the number of packets which have successfully made reserva-
t tions in a reservation period. From Assumptions 5.1 and 5.2, the
numbers of packets which have successfully made reservations in
a sequence of reservation periods are independent and identically
distributed. Set PG(i) to be the distribution of G and CG(z) to

be the z-transform of PG(i). Then we have

R ()
P, (1) kzo Pg (1) P, (k) , (5.7)

where Pék)(i) is the k~time convolution of PB(i). By definition,

® ™ 1 4
Cy(2) = I 1 Py (1) P, (K)z

i=0 k=0
! - T r o, @
1=0 A B
= ¢ (cy(2)), lz| < 1. (5.8) -|
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Hence,

E[c] = E[A)E[B] . (5.9)

P - the throughput of the service portion of the channel. This

is equal to E[G]/B.

KX - the number of messages in a group. From Assumptions 5.1 and
5.2, the numbers of messages in a sequence of groups are independ-
ent and identically distributed. Set PK(i) to be the distribu~
tion of A and Cx(z) to be the z-transform of Pl(i)' From Assump-

tion 5.1, we have
P,(1)/(1 - P,(0)), 1f 0 < i <w,

o , otherwise,
E[A] = E[a}/Q1 - B, (O)) , (5.11)
and
CK(Z) = (CA(z) - PA(O))/(I - PA(O)) . (5.12)
¢ - the number of packets in a group. From Assumptions 5.1 and

5.2, the numbers of packets in a sequence of message groups are
independent and identically distributed. Set Pﬁ(i) to be the

distribution of G and CC(Z) to be the z-transform of Pé(i)’ Then

we have
T (k)
and
E(C) = E[X] E[B] . (5.14)
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T - the number of reservation periods between two successive
groups of messages. From Assumption 5.1, the numbers of reserva-
tion periods between successive groups of messages are independent

and identically distributed. Let PT(i) be the distribution of T.

We have
i-1
SPA(O) (1 - PA(O)). if 0 < i < o,
PT(i) =
o , otherwise,
(5.15)

and

Elt]l = 1/Q1 - PA(O)) . (5.16)

(L)

Bounds on the Mean of W

Define WiL) to be the waiting time, counted in service slots, of
the leader in the nth group. Also define Cn to be the number of pack~-
ets in the nth group and Tn to be the number of reservation periods
between the n'" and n+1%h groups. For the Markov Chain {WsL), n > 0},

we have

ﬁéﬁi = [WiL) +e - Tn8]+ , (5.17)

where

[x]+ = Max (0,x) .

Theorem 5.1
Under a Fixed Reservation scheme, if p < 1, a limiting distribu-

tion of W(L)exists. Its z-transform, denoted by L(z), is given by
n

B-1
Lezy = B Q-2) JT 27T (5.18)

CG(z) - zB r=1 1 - Ny
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and nt, r=1,2,...,B~1, are the distinct B-1 roots with |nr| <1,

obtained by the limit

n_=1lim n (W) , (5.19)
r w-»l- r

where nr(w), r=1, 2,..., B, are the B distinct roots of the func-

tional equation

= wey@ . (5.20)
Furthermore,
B=1 14n
~(L); .1 Var(G) 1 1 T
ENW 1 = 5 3o ~ 2 El6) +3 rzl Eaa (5.21)

where Var(G) is the variance of G.

Proof

The recurrence Relationship (5.17) is identical to that of the
waiting times of the customers in a GI/G/1 queueing system with custo-
mers interarrival times Brn,n > 0, and service times ﬁn, n > 0. By
applying Lindley's Theorem to this GI/G/l queueing system, we conclude
that the Markov Chain {ﬁiL), n > 0} has a proper limiting distribution,

independent of W{L), if and only if

E[G]/E[T]B < 1. (5.22)

Apply Equations (5.11), (5.14) and (5.16) into the left side of

Inequality (5.22), we have
E{C]/E[1]8 = E[A]E[B]/B . (5.23)

Incorporating Equation (5.9) into Equation (5.23), we have
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E[G]/E[t]8 = E[G]/B . (5.24)
Apply Equation (5.24) to the left side of Inequality (5.22) and by

definition, we have -

p=E[cl/B<1. .

Hence, if p < 1, the GI/G/1l queueing system has a steady state distri-
bution and so does the Markov Chain {WéL), n > 0}.

Now, let's set Xn to be the channel queue immediately before the
nth regservation period is completely received. The Markov Chain
{xn, n > 0} is governed by the recurrence relationship
X, =[x +¢6 -8l". (5.25)
n+l n n
Observe that {WéL), n > 0} is obtained by sampling {Xn, n > 0} at those

reservation periods which have group arrivals. However, these group

arrivals are described by a discrete-time renewal point process with

interarrival times Ty > 0, which are each geometrically distributed .
as described by Equation (5.15). This constitutes a memoryless occur-

rence of a random sequence of events. Hence, Xn and ﬁsL) have identi-

cal steady state distribution. It can be shown (see [24]) the z-trans-

form of the steady state distribution of Xn, denoted by Cx(z), in

recurrence Relationship (5.25) is independent of Xl and n, and is given

by
-1 z - n

- »
1 nr

Cx(z) = B(I-P) (lﬁ

8 (5.26)
CG(z) -z =1

and n_, r = 1,2,...,B-1, are the distinct B-1 roots with Inr| <1,

obtained by the limit




T

e e et

TR B o T e . .
.

PO X N T

Wy wrwessean s s e

Proof

vy
B o] b4 gl

n_ = lim n (w),
r w_,l-r

where nt(w), r =1,2,..., B, are the distinct roots of the functional
equation

ZB = wCG(z) .

The mean of ﬁéL) in Equation (5.21) is obtained by differentiating

the right side of Equation (5.18) with respect to z, and then evaluate

it at z=l, Q.E.D.

Theorem 5.2
If p < 1, the Markov Chain {ﬁéL), n > 0} has a steady state mean

E[W(L)], which is upperbounded by
!::[W(L)]u 2 Var(G)/28(1-p), (5.27)

and lower bounded by

W, d1vare) 1
ew®], =1 mTE)L - 2 Ele] . (5.28)

From Theorem 5.1, the Markov Chains {Xn, n > 0} and {ﬂﬁL), n > 0} i
in recurrence Relationships (5.25) and (5.17), respectively, have been
shown to have identical steady state distributions when p < 1. Hence, H
they have the same steady state mean. An upper bound of E[x], denoted i
by E[x]u, is also an upper bound of E[W(L)]. By applying Kingman's i

result (see [32]), we have

Elx] £ E[x]u = Var(G)/28(1-p). (5.29)




Hence,
eW] < @1 - vare)/2801-0) .
From Equation (5.21), we have
-1 1+ n

(L) 1 var(G) 1 1
E@™) =5 sy -7 El6l +5 | T,

2 B(l-p) 2 rel

Observe the last term of the above equation. Set

n, = a + jbr’ for1<r<pB-1.

We have
B-1 1+ B-1 1 - (aZ + b2) + 2jb
1 r_1 z r r r
2 r=1 - Ny 2 r=1 (1 - ar)2 + bi

Since Inrj < 1, we have

a?+b2 <1, forl<r<g-l.
r r

By applying Inequality (5.33) into Equation (5.32), we have

1 -1 1 + nr

2. 1-n

> 0. (5.34)

By applying Inequality (5.34) into Equation (5.31), we have

(L) 1Vvar(G) 1
E[@] > 3 B(I-0) ~ 2 E[c] . (5.35)

If p = 0, both sides of Inequality (5.35) vanish. Hence,

g 2 eld®), - LY@ _ Lgg)

2 B(1-p) )
Q.E.D.
Note that
e - e, - elcl/2 . (5.36)
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Also note that from Equation (5.31),

ew] - E[ﬂ(L)lz L1 B=1.

The Mean of W(G)

following theorem.

Theorem 5.3

given by

Proof

A
J

S =0
o

n

!

A
S, =
3

process {vt’ tell,0)} with

A
v, =0,

1

’

20 ©1 - 4 s

i,

We now consider the group waiting time of a message.

E[Azl
Emr-l) .

if n > 0.

A{s<}
vt Maxin: n t ,
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(5.37)

We have the

Under a Fixed Reservation scheme, the average group waiting time

of a message (induced by the other messages in the same group ), is

(5.38)

Let A, be the number of messages in the jth group. The random
variables A,, j > 0, are independent and identically distributed with

distribution Pg(i) given by Equation (5.10). Consider the sum

If we take the messages to be the time index t, then the stochastic




is a renewal process. The stochastic variable

g, =t-v -1,

Pg(i). From Renewal theory (see [33]),we have
P (1) -1 7 Py () ,
M j=i+l

where

1/u = 1/E[A] .

The z-transform of Pg(i), denoted by Cg(z) is

Y zi 7 Px(j)

’ C.(2) 1
Yoje0  jeitl

;
= (1 - cg(=))/E[A] (1-2)

= (1 -~ CA(Z))/E[A](I-Z) .

form of the distribution of QEG) at the limit t - <, we have

H(z) = ) P,(j)C, (2))
j=0 &°B

- (1 - cx<c3(z)))/nlx1(1 - g2

- (1 - CA(CB(z)))/E[A](l - Cz)
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the past life time at t, is the number of messages in the group trans-

mitted before t. Denote the limit of £t by £ and its distribution by

(5.39)

(5.40)

(5.41)

The waiting time induced by the messages in the same group of t,
denoted by ﬂic) , 18 the transmission time of those messages in the

same group of t but transmitted before t. Set H(z) to be the z-trans-

(5.42)




By differentiating H(z) with respect to z and then evaluate it at z=1,

2
9] = _;_ E[B](%{zjl - 1) .

we have

.E.D.
The Mean of B>
From Equation (5.6), we have
e[5®] = ew®7 + ew(®) + g[p) . (5.43)
By applying Theorem 5.3 to the second term, we have
e[5¢97 = e + % E[B](%[%;—]- + 1) (5.44)

(s)

Bounds on the Mean of D

Next, we introduce the following theorem which will be used to
convert E[ﬁ(s)] (in which only service slots are counted) back to

E[D(S)] (in which both types of slots are counted).

Theorem 5.4
Let ¢(i,j) be a non-decreasing function with respect to both i
and j. Also let Pr(i) be the distribution of a random variable [' over

the space {i: i > 0}. Define

A 2 (3+1)6+A
Y= zv % ¢(i,j)PF(1), for some 6 > 0 (5.45)
§=0 i=j6+A+1
and A>0.
Then
A T i-A-1
y <y o= ] 0@. )P(i). (5.46)
S =4l 8 r
and
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Furthermore, if § = 1,

b =¥ =9, - (5.48)

Proof

Observe the interval

j6+A+1<i S@GHIS+ .

We have

gt (5.49)
and

1%9 -1<3 . (5.50)

Since $(i,j) is non-decreasing with respect to both i and j, by apply-

ing Relationship (5.49) into (5.45), we have

V< y

o (j+1)6+A 1-A1
b= L ¢(1,

e (1)
3=0 i=36+A+1 8 ) r

3 1-A-1
) ¢(1, ) P (i) .
1=A+ § T

By applying Relationship (5.50) into (5.45), we have

i-A

o (j+1)6+A
)) Q(i, = - 1)PF(1)

v 2y, =
Y je0 i=jetatl

v 1-A
= 1'§+1 ¢(1, = - I)Pr(i) .




Obviously, 1if § = 1, wl =y = ¢u.

Q.E.D.

Now, we convert E[ﬁ(s)] back to E[D(s)] by the following theorem.

Theorem 5.5
Under a Fixed Reservation scheme, if p < 1, the mean of D(S) is

upper bounded by

(s), &
E[D ]u=

%E[ﬁ(s)] +1ED M(E-D +r, 55D

and lower bounded by

>

sp®1, = § 51 - m($- 1 +r . (5.52)

Proof
From Theorem 5.2, 1f p < 1, the Markov Chain {ﬁ‘EL), n > 0} has a
steady state distribution. Hence, ﬁ(s) has a steady state distribu-

tion. Denote the steady state distribution of 5(3) by P(i), we have

M ®  (§+1)B+M
ED®)1 - Tipw)+ J %
i=1 §=0 1=jB+M+]

(1+(5+1)Y)P(1) + R. (5.53)

By applying Relationship (5.46) of Theorem 5.4 to the second term

of Equation (5.53), we have

M o0
] < T 1) + . §+1(1 + (%ﬂ + 1)7)9(1) + R
1=1 -
o s Y ML
= ZiP(i)+ 21(1(1+B) ¥ (1-T) Y)P(1)+R
1=1 1= M+

IA

a+ e+ (1 - By 4 g

-%E[ﬁ(S)] B -W(F-1D +R,

which 1s the first part of the theorem.
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By applying Relationship (5.47) of Theorem 5.4 to the second term

of Equation (5.53), we have

M ]
ep®] 2 1 1P+ L o+ 155 Y)P(i) + R

i=1 i=M+1

= J ip)+ ) igﬂ YP(1) + R
i=1 1i=M+1

> e + ) 3%5 YP(1) + R
i=0

= e[3'S) +-% e[5> - !% +R

-2 (S)y _ m¢ & _
5 EID"7) - M( R 1) + R,

which is the second part of the theorem.

Q.E.D,
Note that
ep®1 - e®1 - 0§ -1, (5.54)
and
] =51, =1, (5.55)

Bounds on the Mean of D

We are now ready to obtain the mean of D by the following theorem.

Theorem 5.6
Under a Fixed Reservation scheme, if p < 1, the mean of D is upper

bounded by
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(o) < E[pV] + 2 {1 Var(G)

B |2 B(1-p)
2
1 EJA
+1 z[s](i{ﬂl + 1) }
+ ((8~1) - M) (%- 1) +R, (5.56)

and lower bounded by

®R), , a )1 Var(G)
Ep] 2 E[D"] + 5 {; B(1-p)

2
%EW]+%HM@%%+I)}

- M(<% - 1) +R, (5.57)
where
‘ E[(c] = E[A}E[B] , (5.58)
E o = Elcl/B , ‘ (5.59)
3 . . and
var(G) = E[A]E[BZ] + E[B]Z(Var(A) - E[A]). (5.60)
Proof

From Equation (5.1), we have

e(p] = e[p®7] + @S] . (5.61)

The proof is accomplished by applying the results of E[D(s)],

E[D(S)] and E[ﬂ(L)] successively into the above equation.

Q.E.D.
) Fixed-Assignment TDMA Schemes

Recall that Fixed-Assignment TDMA schemes are actually pre-

determined Fixed Reservation schemes. Hence, it is not necessary to
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send reservation information. From Equation (5.4), we have
eD®] = (172 . (5.62)

Therefore the average message delay under a Fixed-Assignment TDMA
scheme is the same as that described by Theorem 5.6 with E[D(R)] sub-
stituted by Equation (5.62).

If B=1, then M = 1. By applying Equation (5.37) into Theorem

5.6, we have
- &) Var(G) Var(A)
E(D] 2{——-—1_0 + E[B] “E[A]
+ E[B] }- Sler, (5.63)
where
p = E[AlE[B] , (5.64)
and
var(G) = E[A]E[B%] + E[B]®(Var(a) - E[A]) . (5.65)

Notice that Equation (5.63) is consistent with Equation (4.113)
(see also [34]). Note that A in Equation (4.113) represents the number
of messages arriving in a slot and A in Equation (5.63) represents the

number of messages arriving in a frame, o slots.

S.4 Fixed Reservation Schemes with Preemptive Priorities

In the previous sections, we studied Fixed Reservation schemes
under which all messages receive equal treatment. In this section, we
introduce a preemptive priority discipline such that priority messages
are treated before ordinary messages even if the former have success-—

fully made reservations after the latter. The discipline is described

as follows.
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Preemptive Resume Discipline

Messages arriving at sources are divided into two classes, Class
1 messages (priority messages), and Class 2 messages (ordinary mes-
sages). Class 1 messages which have successfully made reservations
are transmitted before Class 2 messages, no matter when the Class 2
messages have successfully made their reservations. Upon receiving
the reservation of a Class 1 message, if a Class 2 message is being
transmitted, it is preempted for the transmission of the Class 1
message. A preempted Class 2 message resumes its transmission as soon
as all the Class 1 messages which have successfully made reservations
are completely transmitted.

Our analysis is based on the model under which all messages are
divided into two classes. However, the results will be extended to
the case where messages are divided into more than two classes by the
following method. Suppose we want to investigate the delays of Class
i messages, where smaller i for higher priority and larger i for lower
priority. All messages of priorities higher than i can be regarded as
Class 1 messages because messages of lower priorities are virtually
invisible for them, Class i messages can be regarded as Class 2
messages, Other messages of lower priorities are virtually invisible
for Class | messages. Hence, we only need to study the model under
which there are two classes of messages. Before we investigate the
message delays of both classes of messages, we describe the statistics
of both classes of messages as follows.

The statistics of the two classes of messages are independent.

We use indexes 1 and 2 to distinguish the two classes of messages.
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Agssumption 5.3

The numbers of Class j messages, j = 1,2, which have successfully

made reservations in a sequence of reservation periods are independent

and identically distributed. Let Aj be the number of Class j messages,

j = 1,2, which have successfully made reservations in a reservation

period. The distribution of Aj is denoted by PAj(i) and the z-trans-
form of PAj(i) is denoted by CAj(z), j =12,

Assumption 5.4

The numbers of packets in Class j messages, j = 1,2, are inde-~

pendent and identically distributed. Let Bj be the number of packets

in a Class j message, j = 1,2, The distribution of Bj is denoted by

P_ (1) and the z-transform of P, (i) is denoted by C, (2), j = 1,2.
Bj Bj Bj

Class 1 Average Message Delay

In the order of transmission, Class 2 messages are invisible for

Class 1 messages. Hence, the delay analysis for Class 1 messages is -

exactly the same as that for the messages in a system with only one
class of messages. This has been studied in the previous sections and

is not to be repeated here.

Class 2 Average Message Delay

Before we proceed to study Class 2 message delays, we make the
following definitions: .

G - the number of packets (both Class 1 and Class 2) which have

successfully made reservations in a reservation period. Set Pc(k)

to be the distribution of G and CG(z) to be the z-transform of

PG(k). From Assumptions 5.3 and 5.4, we have
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1. 159
N .

P = ¢ 1 [pMa r"’)(u) P, ()P, (1), (5.66)
¢ 1=0 j=0 ( B, B AT N

where Péi)* P;j) (k) 1s the i-time convolution of Py (k) con-
1 1 1
volves with the j-time convolution of PB (k). Hence,
2

c=1 1 T oW e @ e, RCLN(E *
¢ k=0 i=0 j=0 B} B A

T3 ¢, (@' ¢ <z)j 2, (1)9 >
1=0 j=0 l

c (c (z)) c (c (z)) . (5.67)
A\B) A \'B,

p - the throughput of the service portion of the channel, which

is
' o = E{Gl/8
= (E[A JE[B,] + ElA,]E[B,])/B . (5.68)

Vn - the channel queue size immediately before the nth reserva-

tion group is received completely. This is analogous to the

: term ﬁsL) defined in the previous sections.

: The delay of a Class 2 message, denoted by D2’ can be split into

two parts,

o o (R, (8)
D2 D2 + D .

(R)
D,

(5.69)

This is similar to Equation (5.1). is the same as D(R) in Equa-

tion (5.2) and is described by Equations (5.2) - (5.4). Similar to

o e mapren




Section 5.3, ﬁés) is defined from Dgs) when only service slots are
)

counted. Before we investigate ﬁgs , we study Vn, n > 0, as follows.

Bounds on the Mean of V

Vn is the channel queue size immediately before the nth reserva-
tion group is received completely. Set ﬁn to be the number of packets
in the nth group and Tn to be the number of reservation periods between

the nth and the n + lth groups. We have

~ +
vn+l = [vn +G - rnB] . (5.70)

Theorem 5.7

Under a Fixed Reservation scheme with preemptive priority, if
p <1, a limiting distribution of Vn exists. Its z-transform, denoted

by Cv(z), is given by

81
.2 ="

c () = IR (md JT - £ (5.71)
CG(z) -z r=1 Ny

where N = 1,2,..., B-1, are the distinct B-1 roots with |nr| <1,

obtained by the limit

n_=1lim n (w), (5.72)
LA

where nr(w), r=1,2,...,B, are the B distinct roots of the functional

equation
2® = we () . (5.73)
Furthermore,
E[V] = %%‘E%% - 2 Elc] +3 ji: ;-—t—':i (5.74)
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Proof

Similar technique as Theorem 5.1.

Theorem 5.8

Q.E.D.

If p < 1, the Markov Chain {Vn’ n > 0} has a steady state mean,

E(V], which is upper bounded by
A )
E[V]u - % Vat(G

and lower bounded by

Proof

Similar technique as Theorem 5.2.

Note that !
E[v], - Elv], = 5 Elc] .
Also note that
E[v] =E[V]2 , if B=1.

Bounds on the mean of ﬁgs)

(s)

We are now ready to investigate ﬁz as follows.

Theorem 5.9

Under a Fixed Reservation scheme with preemptive priority, if

p < 1, the mean of ﬁés) is upper bounded by

A

E[b§8)]u a 1

E[v] + E[AI]E[Bll Q -3

E[AZ]

+-§- E[BZ](EL%]— + 1) }

Q- 1&:[4\1]1-:[131]/6)'l ,
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(5.76)

Q.E.D,

(5.77)

(5.78)

(5.79)




and lower bounded by

(s),; A 1 E[Agl
E[D2 ]2 = (E[v] +3 E[BZ] AT +1
2 )

© (1 - ElaJE(3 /)7 . (5.80)
Proof
5§3) can be decomposed into
Bés) =B, +V+G + ﬂgc) + F(Bés)) . (5.81)

The first term, B,, is the service time of a Class 2 message. The

20
second term, V, is the channel queue size Vn, n > 0, at steady state.
The third term, Gl’ is the Class 1 messages which have arrived in the
same reservation period as did the Class 2 message under consideration.
The fourth term, Wgc), is the number of Class 2 packets which are in
the same group, but transmitted before the Class 2 message under con-
sideration. The last term, F(ﬁés)), is the number of Class 1 packets
which arrive during ﬁgs).

Consider the last term. If jB < ﬁés) < (j+1)B, j = 0, then the

number of Class 1 messages, denoted by Uj’ which arrive during ﬁgs) is

3
U, = J A

(5.82)
-

1k *

where Alk is the number of Class 1 messages which arrive in the kth

reservation period during ﬁgs). Hence, we have

Ys
)y = 7 B, , (5.83)
2 11
i=1
where Bli is the number of packets in the ith Class 1 message which
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arrives during D;S). Set P(1) to be the distribution of 528). By

taking expecting values on both sides of Equation (5.83), we have

e(r(8$S))] - E Ela,]E[B, ] UxD8
2 1= L JEIAJELB, B+ B(L)
j=0 1=§R+1

[a,]E(B,] g (e (1) (5.84)
= E[A,]JE[B JR(L) . 5.
1 JZO 1-j£+1

By applying Relationship (5.46) of Theorem 5.4 to the right side

of Equation (5.84), we have

(s) v i-l
E[F(B,"")] < E[AIJE[BIJJEI =5 B(D

- el JEl8 1RB{T) - /8 (5.85)

By applying Relationship (5.47) of Theorem 5.4 to the right side

of Equation (5.84), we have

(S) T i
E[F(D,"")] 2 E[Allzlnllizl (5 - DR

[5¢5))
2 __ _ 1) .

= E[AI]E[BI](———E——— (5.86)

Taking expectations on both sides of Equation (5.81), we have

E[5§S)1 = &B,) + E[v] + E[c ] + n[wgc)l
+ E[F(5§S))] ) (5.87)

From Assumptions 5.3 and 5.4, the third term is

El6,] = Ela,JE[B,] (5.88)
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By applying Theorem 5.3 to the fourth term, we have
E[AS]

E[W(G)] - — E(B ](Tz-r - 1) X (5.89)
A,

Hence,

E[ﬁf’)] = E[B,] + E[V] + E[AIJE[BIJ

1 E[“‘gl (s)
+ 7 [B,] ﬂ;\? ~ 1]+ E[F(fi2 ). (5.90)

By applying Relationship (5.85) into the above equation, we have

E[fs(S)] < E[v] + E[A ]E[B ] += E[B ](E[A ] + 1)
ela T

+ E[AllE[Bll(E[ﬁés)] - 1)/8 . (5.91)

Rearrange terms, we have

(s) (s)
E(5;%] < E[B{>] = {E[V] + Ela JE[B 11 - 1/B)

E[A ]
E[B ](—[—T + 1) } (1 - E[Alhz[lal]/B)~1

By applying Relationship (5.86) into Equation (5.90), we have

E[A ]
E[ﬁ(s)] 2E[v] + E[AJE[B,] + 7 E[B ](_[_T + 1)

+ E[Alln[nll —g - 1| . (5.92)

Rearrange terms, we have
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(s) (s) 1 E[Agl
E[ts2 12 E[ii2 ]2 = (E[V] + 3 E[BZ] HU" 1

© (1 - Ela) e, 1/B)7

Theorem 5.10

Q.E.D.
Note that
e{™] - e5{7], = ela;]E(3,1(1 - 1/8)
© (1 - Ela (s, /97", (5.93)
and
EI5{] = (8], , £ 81 . (5.94)
Bounds on the Mean of D,
We are now ready to state the mean of D, as follows.

2

Under a Fixed Reservation scheme, if p < 1, the mean of D2 is

upper bounded by

(R) o 1 var(G)
E[D,1 < EID™] + BOETA TETE, 178) { 2 B(1-p) i

1 A AT
+Hﬁﬂhﬂﬂ—lm)+iEwﬂEH;+l)‘

+ ((8-1) -M) (-% - 1) + R, (5.95)

and lower bounded by
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(R) a 1 Var(G)
eln,l 2 B+ g e e {2 B(1-p)
1 1 E[Agl \
- 7 El6] + o) E[BZ] ETK;]_'+ 1
- M( % - 1) + R, (5.96)
where
2
Elcl = ] E{a,lE[B,], (5.97)
TR
p = E[G]l/B , (5.98)
and
2 2
var(G) = ] <{E[A,]E[B*]
j=1 3 j
2
+ E[Bj] (Var(Aj) - E[Aj]) } . (5.99)
Proof

From Equation (5.69), we have
Elp,] = ®] + £ . (5.100)

By applying the results of E[V], E[ﬁ(s)] is obtained which is then

converted to E[D(S)] by Theorem 5.5 and the prooi is completed.
Q.E.D.

Class i Average Message Delay

So far, we have studied the case in which there are two classes of
messages. We now extend our results to the case in which there are

more than two classes of messages.
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Theorem 5.11

Under a Fixed Reservation scheme with preemptive priorities, if

p < 1, the average Class i message delay, denoted by E[Dil, i>0, 1is

upper bounded by
(R) o 1 Var(G)
Bl ] < B + g0Rre, 17m) {2 B(1-p)
1 E[Ai]
+ E[GP](I-I/B) + E E[Bil (-E—rzi—r— + 1)
+ ((B-1)-M) (—°B‘-- 1) +R , ' (5.101)
and lower bounded by
(R) o 1 Var(G)
elog] 2 BD™) + g (e, 178) {z B(1-0)
'4
1 1 E[Ai]
-3 E[G] + 7 E[Bi] (E[xi—]' + l)
, -n(%-1)+a, (5.102)
where
i-1
Elcpl = jzl Ela;]e(s,] , (5.103)
E{G] = E[GP] + E[Ai]E[Bi], (5.104)
p = E[G]/B , (5.105)
and
L 2
var(G) = ) {E[A JE[B]
‘ ISR B

+ E[lez(Var(Aj) - E[Aj])} .
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Proof
The proof is accomplished by applying induction to Theorem 5.10.

.E.D.

Note that Expressions (5.101) - (5.106) are identical to Expres-

sions (5.56) -~ (5.60), if i=1.

Fixed-Assignment TDMA Schemes

Under Fixed-Assignment TDMA schemes, it is not necessary for

messages to send reservation information. Hence,
elp®) = &L (5.107)

E[D&]is then given by Theorem 5.11 with the term E[D(R)] substituted
by the above value.
If =1, then M = 1. By applying Equation (5.78) into Theorem

5.11, Relationships (5.101) - (5.106) become

_ o 1 Var(G)
Eln,] - l-ETGP]’{E'(l-p)

1 1 (E[Ai]
7 E[G] + 7 E[Bi] ﬂ_A:T + 1)

- E%l + R, (5.108)
where
i-1
(N 121 ElA]E(B,] , (5.109)
Elc] = Elc,) + E[A JE[B,] (5.110)
p = E[G}/B , (5.111)
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and

i

var(G) = | %E[AJ]E[BZ]
j=1 3

2
+ E[Bj] (Var(Aj) - E[Aj])} . (5.112)

Numerical Results

To demonstrate the effect of employing a preemptive priority dis-
cipline under a Fixed Reservation scheme, we consider a Fixed-Assign-
ment TDMA scheme with a = 10 (slots), B = 1 (slot) and R = 12 (slots).
Class 1 and Class 2 messages arrive independently according to ‘oisson
distributions with parameters Al (messages per frame) and Az (messages
per frame), respectively. The lengths of both classes of messages are
statistically independent and both follow Geometric distributions with
means l/p1 (packets per message), and 1/p2 (packets per message),

respectively. Hence,

2
E[G] = ZAJ/PJ ’

j=1
2
o= lelepj ’
]
and
2
Var(G) = j;lkj(Z-pj)/Pj

1f Al = 0.3 and p,; = 1.0, we have E[DI] = 19,64 (slots). If Al = 0.5 :
and p; = 1.0, we have E[Dll = 22,5 (slots). Set P, = 0.25 and

P, = A, /pyy J = 1,2, 1In Figure 5.1, E[D,] is plotted versus p, when
] b 2 2
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Figure 5.2. Class 2 Average Message Deley vs P2 under & Preemptive
Ressrvation Scheme.
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p = 0.3 and when oy = 0.5, respectively. These curves clearly illus-
trate the effect of Class 1 message traffic on Class 2 average message

delay.
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CHAPTER VI

CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH

6.1 Conclusions

A TDMA (Time-Division Multiple-Access) scheme is used to
control the sharing of a communication channel on a time-division
basis by geographically distributed sources. To completely describe
and analyze a TDMA system, we need to specify the communication
channel, the characteristics of the sources that share the channel,

) the statistics of the messages arriving at the sources and the
access-control scheme that allocates the channel capacity among the
sources. Several TDMA systems have been studied in this dissertation.

T ' In systems where sources require real-time transmission at

specific information rates, Demand-Assignment TDMA schemes are
employed to allocate available slots to sources that have messages
. ' to transmit. Two cases have been studied.

In one case, all sources are assumed to require transmission
at one specific information rate. A Cutoff Priority discipline has
also been introduced to give advantage to more important messages. A
numerical example has been presented and performance curves have been
plotted and compared.

In the other case, sources are assumed to require real-time

transmission at multiple information rates. An overall system

. performance measure is proposed. Based on this measure, the capacity
i of the channel is optimally allocated among the sources. A numerical \

example has been presented and the procedure of finding the optimal
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frame structure has been demonstrated.

In systems where sources do not require real-time transmission
at specific information rates, a store-and-forward technique is
employed and messages are transmitted at full channel capacity when they
reach the head of the channel queue. We have studied a class of hyb;id
TDMA/Collision-Resolving scheme and a class of Fixed Reservation schemes
in allocating channel capacity, on a store-and-forward basis, among
the sources that have messages to tramsmit.

The class of hybrid TDMA/Collision-Resolving schemes is composed
of a Fixed-Assignment TDMA component and random access collision-
resolving components. In systems where messages are short single
packets, this class of schemes have been shown to yield good delay-
throughput characteristics. Two families of this class of schemes,
developed from two versions of a Tree Search random access scheme,
have been analyzed. These two families of schemes have been applied
separately to a system in which the sources are assumed to heve limited
buffer capacities. Numerical examples have been given and performance
curves have been plotted and compared. These two families of schemes
have then been applied to another system in which the sources are
assumed to have unlimited buffer capacities. Again, numerical examples
have been given and performance curves have been plotted and compared.

Finally, a class of Fixed Reservation access-control schemes
have been studied. A matheratical technique (Theorem 5.4) has been
developed to yicld upper and lower bounds on the average message delay.
A preemptive priority discipline has been incorporated as an important

and practical feature in the operation of the Fixed Reservation scheme
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analyzed here. Bounds on the average delays of messages of different
priorities have been derived. In some special cases, these bounds

converge and yileld exact results. This has been demonstrated by

numerical examples.

6.2 Suggestions for Future Research

Under each of the access—control scheme we have studied, the
sources are considered tc have the same statistical message
characteristics. 1In realistic situations, the sources that share
a communication channel are not all alike and the messages arriving
at the sources are of different characteristics. Messages arriving
at real-time sources, such as vocoders and teleprinters, may require

. real-time transmission at different information rates. Interactive

messages, such as user to computer and user to user messages, may

require short response times at low or high information rates. Batch

. data messages, such as in document distribution, may have longer
prescribed response times but can be subject to preemption. Hence,
one should incorporate the appropriate combinations of access-control
schemes and priority disciplines when designing and developing
communication networks to meet a spectrum of performance requirements

in accommodating messages of diverse characteristics.
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- : APPENDIX
THE APPROXIMATION OF A DEMAND-ASSIGNMENT TDMA SYSTEM

BY AN M/M/K QUEUEING SYSTEM

The difference between an M/M/K queueing system and a Demand-
Assignment TDMA system can be described as follows.
In an M/M/K queueing system, all the customers who are granted
1 servers are served simultaneously in time. Also, a customer who is
granted a server will start his service immediately.
Under a Demand-Assignment TDMA scheme, all the sources that are
' granted channel slots transmit simultaneously, so that each of them
is dedicated one single slot in every frame. However, at any given
time, only one single source can transmit. Also, a message which is
granted a slot usually cannot transmit immediately. It suffers a frame
latency delay, which is measured from the time of assignment of a
1 ‘ slot to the time transmission actually starts. (This is illustrated
by Figure A.)
Assume that under the Demand-Assignment TDMA scheme, the overall

transmission times of messages over the channel are statistically

R e e e e

independent and identically distributed, with an exponential distribu-

tion. Let B (seconds) be the transmission time of a message with mean

u;I (seconds). Denote the distribution of B by P (t). Then

-1 -th
, Pg(t) = by ¢ , t 20 ., (A.1)
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Under the Demand-Assignment TDMA scheme, define the holding time,

T (seconds), of a message to be measured from the time a slot is

assigned to the message until the tfme representing the end of the
last slot used by the message. Also let W be the waiting time of the
- message (from the time of its arrival until the time a slot is

assigned to it). We can express T in terms of B as

‘TL + [B/%]t+ % if B/? is not an integer,
T = (A.2)
lTL + [B/%])t - (1-%) , if B/% is an integer,
where [X] is the integer of X.
From Equation (A.2), we conclude that
t
’ T + KB - (1-%) < T < T + KB + ¢ . (A.3)
Ifw=0,0 i-TL < 1 and Relationship (A.3) becomes
. KB - (1~1) < T<KB+ 1+ ¢ . (A.4)
If W > 0, then LTS ¢ and Relationship (A.3) becomes
KB < T < KB+ 1 . (A.5)
From Relationships (A.4) and (A.5), we have
KB - (1-f) <T<KB+ 1+ 1%, (A.6)
Hence, if KB >> 1, T * KB.
Consequently, if KE[B] >> 1, we conclude that an M/M/K queueing
, system well approximates a Demand-Assignment TDMA system. This M/M/K
!’ queueing system has an arrival process identical to that of the
s ry

T,‘s. . 177 1




Demand-Assignment TDMA system and service time distribution, denoted

by PT(t), given by

p(6) =ue™ Ley0 (A.7)
k where
! = LIM/K- (A.8)
L )
L} ,
3
3
i
)
'
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