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ABSTRACT

This study analyzes the effects on Navy high school graduate enlistments of various factors, including recruiters, advertising, unemployment rates, and others. Effects are measured using regression analysis with quarterly data from 1971 to 1977. The study should be of interest to those concerned with the problem of military manpower procurement, and to those interested in measuring the effects of advertising.
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RECRUITERS, ADVERTISING, AND NAVY ENLISTMENTS

INTRODUCTION

Navy recruiting efforts were largely successful until FY 1978. Since the advent of the All-Volunteer Force (AVF) in 1973, the Navy frequently achieved its enlistment goals or only slightly fell short. However, shortfalls averaged 10 percent in FY 1978 and FY 1979, and they are expected to increase further in the 1980s because of a decline in the youth population.

Similar recruiting problems have also been experienced by the other Services. As a result, some view the AVF as a failure and urge that we return to the Draft. But a draft involves many hidden social costs and inequities which make it an undesirable option. Instead, solutions consistent with an AVF are likely to be less costly to society, if not the Defense Department's manpower budget, and such solutions should be chosen.

The Services' major difficulty has been an inability to recruit enough high quality male High School Graduate enlistments (HSGs). One set of AVF solutions involves options that would reduce demand for them. This could be accomplished, for example, by substituting for male HSGs, non-HSGs and HSGs in the lower mental groups as well as women and civilians.

1For discussion see reference 6, appendix M.
Another set of options would increase the supply of HSGs. One frequently recommended by economists is to raise military pay and benefits, but this is a costly option: higher pay must be given to the entire stock of manpower as well as to new recruits; enlistment bonuses are a more selective instrument, but they too must be paid to a large population (all enlistees).

Another option is to increase the amount of resources devoted to recruiting, i.e., Recruiters (R) and Advertising (A). This approach may be less expensive than raising pay or giving bonuses because it eliminates extra payments or rents to those who would volunteer anyway. Unfortunately there is little evidence on the productivity of R and A, so it is difficult to estimate the cost of using more to reduce shortfalls. To help evaluate such an alternative, this study analyzes the effects of recruiters and advertising on Navy HSGs.

PREVIOUS STUDIES
There have been numerous studies on enlistments. In these regression analysis was used to relate the enlistment rate, e.g., HSGs per capita, to factors such as pay and unemployment. Typically it is assumed that HSGs are limited solely by supply factors and, therefore, the flow of HSGs is independent of demand

For examples, see references 1-3, 5-15.
considerations. But this is a questionable assumption because the demand for enlistments seems to have had a strong effect on HSGs. As illustrated in figure 1, there is a strong relationship over the period FY 1972-78 between HSGs and the demand for total enlistments, i.e., quotas. The relationship seems to hold for all HSGs as well as those in the upper mental groups (MGI-3U). HSGs seem to be strongly affected by the demand for manpower. Thus we observe a reduced form equation for HSGs rather than a supply function as assumed by previous researchers.

What might cause a positive association between quotas and HSGs? Perhaps recruiters simply worked less hard when faced with low quotas. Such a response seems reasonable as long as recruiting goals are achieved, which was largely the case prior to FY 1978.

In FY 1978, however, there were large shortfalls; as a result we presume a high level of recruiter effort -- yet there were relatively few HSGs. Thus, low recruiter effort does not explain why there were few HSGs in FY 1978. Still, changes in recruiter effort might partially explain figure 1 in earlier years.

1There are five mental groups. The upper mental groups are one, two, and the upper half of three.

2The Navy's demand for manpower is essentially independent of the supply of HSGs. Quotas are based on projections of total manpower requirements rather than on projections of supply factors such as unemployment rates.
FIG. 1: QUOTAS AND HIGH SCHOOL GRADUATE ENLISTMENTS, FY 1972-78
A relationship between quotas and standards may better explain figure 1 as well as the FY 1978 results. The Navy has tended to lower standards to reduce shortfalls and raise them when faced with an excess supply of applicants.\textsuperscript{1} For example, when faced with high quotas and the prospect of large shortfalls in FY 1972, standards were lowered enabling more high school graduates in the lower mental groups to enlist in the Navy.

As quotas changed, changes were brought about in certain supply factors. Whatever they are, recruiters' efforts or standards, it is necessary to control for their effects to measure the productivity of \( R \) and \( A \).\textsuperscript{2}

The study asks how many HSGs would be generated by additional \( R \) and \( A \). We answer this question using regression analysis of

\textsuperscript{1}For evidence on the relationship between quotas and standards, see reference 15, pp. 4-5, 17, and 28-29.

\textsuperscript{2}During FY 1972-77, the Navy permitted standards to fall as a means of meeting enlistments goals. We suspect that what has happened recently, is that the Navy has set high standards and has decided to hold the line on them. Moreover, standards are probably so high that any past slack in recruiter effort has now largely disappeared. Because changing standards and recruiter effort no longer seem to be available as equilibration mechanisms, the Navy must look to other supply variables as a means of reaching its enlistment goals, or it must lower those goals by substituting other cohorts for male HSGs.
quarterly data for 3Q 1971 - 4Q 1977.\textsuperscript{1} Our methodology is unusual in adjusting for the effects of changes in demand and in the treatment of advertising, which is considered a capital investment. The study provides the first estimate of the productivity of advertising in generating enlistments.

\textsuperscript{1}The Draft was still in effect during the first six quarters (3Q 1971 - 4Q 1972) used to measure the effects of R and A. In reality, the Services treated this as a testing period for recruiting in an AVF environment. R and A were sharply increased, there were few inductions, and recruiters were pressured through high goals to produce large numbers of enlistments. It seems appropriate, therefore, to measure the effects of R and A with data from these quarters.
SUPPLY FACTORS

We assume the supply of HSGs to the Navy depends on the following factors: (1) HSG recruiting efforts; (2) enlistment standards; (3) awareness of the Navy as a career choice; (4) relative economic benefits of enlisting; and (5) size of the youth population. Measures of these factors will be used to analyze high school graduate enlistments.

HSG Recruiting Efforts

Recruiters have more than a passive role; they visit high schools, for instance, and give talks on the advantages of a Navy career. We suspect that differences in recruiters' efforts have had measurable effects on HSGs. We therefore choose as a factor the effort recruiters made to enlist high school graduates.

This factor requires special handling because it cannot be measured directly: The Navy collects no systematic data on how much time recruiters spend in active search of high school graduates. We will have to use a number of variables to measure the effects of this factor.

The desired measure -- recruiter man-years devoted to enlisting high school graduates -- depends on the size of the recruiting force, their overall effort, and the percentage of time devoted to
recruiting high school graduates. The total number of personnel with a recruiter rating is included as a measure of the recruiting force. (This measure includes recruiters who are primarily administrators.\footnote{In FY 1977, about 18 percent of the recruiting force were administrators. These recruiters did not receive quotas. Administrators are all recruiters except production recruiters and recruiters in charge of stations having three or less recruiters.} While we would have preferred to exclude administrators, data on the number of them are not available for the entire period.)

To adjust for differences in total effort per recruiter, we would prefer to use the exogenously determined quota. Instead we use actual enlistments (E) because quarterly quota data are unavailable for FY 1972.\footnote{We cannot simply drop quarters in FY 1972, because there are too few observations and most of the variation in recruiters occurs that year.} Since the Navy generally makes goal during the regression period -- the shortfall averages 3.5 percent -- total enlistments is, with a few exceptions, a close approximation of the quota and, therefore, it too is exogenously determined.

Since CY 1975, all the Services have been pressured by Congress and the Department of Defense to increase the quality of enlistments. The Services responded by limiting mental group four enlistments and by increasing recruiters' efforts devoted to ...
enlisting high school graduates. A dummy variable (NAVPL) is included to adjust for the change in high school graduate recruiting effort starting in CY 1975.

Standards
We suspect that changes in standards strongly affected HSGs. Since accurate data on standards are unavailable, we are forced to again use total enlistments as a proxy.\(^1\) We assume that standards for HSGs declined as the Navy increased its demand for total enlistments. HSGs increased as standards were lowered, because the Navy accepted more HSGs in the lower mental groups and waived various entry requirements for them.

Lacking data on HSG recruit effort and standards applying to them, we use total enlistments as a proxy for both: we assume that as \(E\) increases, HSG recruiting effort increases and standards applying to HSGs decline; these changes increase the supply of HSGs. We also use a dummy variable (NAVPL) as a proxy for changes in HSG recruiting effort not captured by \(E\).

We assume HSG supply and demand are in balance in every quarter during the regression period. As demand for total enlistments

\(^1\)Another problem is that standards are multi-dimensional. Even if data were available on the many components of standards, increasing the number of variables when there are so few data points would reduce the statistical reliability of the results.
increase, there is an increase in the demand for HSGs. This is met by increasing the supply of HSGs through increases in recruiting effort and reductions in standards.

Thus, we do not observe a given supply function in the sense that recruiter effort and standards are unchanging throughout the regression period. Instead, we observe points on a shifting supply function caused by changes in these factors, and shifts are linked to the Navy's total demand for enlistments. By including E and NAVPL we adjust for such changes, and estimate a reduced form equation for high school graduate enlistments.

Population's Awareness and Advertising

Previous studies on advertising have focused on measuring its effects in product markets: the consensus is that advertising increases a product's demand in current and future periods, but its effects decline over time.

Therefore, we treat Navy advertising as an investment in a stock of intangible "awareness capital" which depreciates over time. This treatment permits its effects to last for more than one

---

1Here our approach is different from that taken by most previous researchers. They have assumed recruiters' efforts and standards are unchanging.

2For a review of literature on this issue, see reference 4.
period and to decline over time. We estimate the effects of awareness capital on HSGs, and given that, calculate the effect of advertising from the relationship between it and awareness capital.

Construction of a capital stock series for advertising requires that we have data on the advertising effort each quarter, as well as the base period stock and the depreciation rate of awareness capital. Only annual data are available on advertising; lacking quarterly data, we assume the annual advertising budget is spent evenly over the fiscal year. We also assume that 250 dollars in this quarter's advertising budget (in constant 1967 dollars) generates one unit of awareness capital in the following quarter.1

Because the other data are unavailable we still face serious measurement problems, but estimation procedures are developed to handle them. A way is found to express the base period stock as a regression parameter. This eliminates the need to know it to construct the awareness capital series. A maximum likelihood procedure is used to solve the problem of not knowing the depreciation rate.

1Advertising was adjusted for inflation using an overall media price index prepared by the McCann-Erickson advertising agency.
Measurement of Awareness Capital

Let $K_0$ be the base period stock of awareness capital and $\delta$ its depreciation rate per quarter. In subsequent periods the net capital stock depends on $K_0$, $\delta$, and the stream of advertising investments ($I_t$):

$$
K_1 = K_0(1-\delta) + I_0
$$

$$
K_2 = K_0(1-\delta)^2 + I_0(1-\delta) + I_1
$$

$$
K_3 = K_0(1-\delta)^3 + I_0(1-\delta)^2 + I_1(1-\delta) + I_2
$$

$$
\vdots
$$

$$
K_t = K_0(1-\delta)^t + I_0(1-\delta)^{t-1} + I_1(1-\delta)^{t-2} + \ldots + I_{t-1}
$$

The net capital stock in any period $t$ (except for the base period) can be written as the sum of two expressions

$$
K_t = K_0X_t(\delta) + Y_t(\delta) \quad (1)
$$

where

$$
X_t(\delta) = (1-\delta)^t
$$

$$
Y_t(\delta) = I_0(1-\delta)^{t-1} + I_1(1-\delta)^{t-2} + \ldots + I_{t-1}
$$

By defining $Y_0$ equal to zero, equation (1) also holds in the base period.

Our approach is to include both $X_t(\delta)$ and $Y_t(\delta)$ as explanatory variables in a regression model relating HSGs to various factors. For example, given the regression model
dependent variable = \ldots + a*K_t + \ldots \tag{2}

we substitute for \(K_t\) to yield

\[
\text{dependent variable} = \ldots + a*K_0X_t(\delta) + a*Y_t(\delta) + \ldots \tag{3}
\]

Along with \(K_0\), \(X_t(\delta)\) and \(Y_t(\delta)\) measure the stock of awareness capital. The coefficient of \(Y_t(\delta)\) is the effect on the dependent variable in the regression model of a one unit change in the awareness capital stock.

The coefficient of \(X_t(\delta)\) is equal to the coefficient of \(Y_t(\delta)\) times \(K_0\). Both variables should have a positive sign. An F-test on \(X_t(\delta)\) and \(Y_t(\delta)\) together is used to test whether awareness capital has a statistically significant effect on HSGs.

**Relative Economic Benefits**

Four factors are included to measure changes in relative economic benefits.

**Pay**

The first is the ratio of military to civilian pay. Holding other factors constant, it is expected to have a positive effect on HSGs. The preferred measure involves using the ratio of civilian to military discounted earnings streams. However, assuming long-run earnings growth rates of civilians and enlistees are roughly the same, the measure reduces to simply the ratio of military to
civilian pay in a base period. We make this assumption and use as our measure of relative pay the ratio of expected military to expected civilian earnings during an enlistee's first term.

Civilian pay is measured by the sum of four-years' full-time, before-tax earnings for a typical 18-21 year old male worker. Similarly, military pay is measured by four-years's before-tax base pay for a typical enlistee. We exclude from military pay in-kind earnings (quarters and subsistence allowances and their tax advantage), since they have hardly changed in real terms over the period.

Unemployment
The second factor is the unemployment rate (UNEMP). As it increases, expected civilian earnings decline and it becomes more difficult and costly to find a civilian job. The unemployment rate of 16-19 yer old white males is used to measure unemployment.¹ An increase in the unemployment rate is expected to increase HSGs.

GI Bill Benefits
Starting in January 1977, GI Bill benefits were reduced and the government no longer paid for all of a veteran's post-service

¹Unemployment rates for other youth cohorts could have been used; but because they tend to move together so closely, we did not experiment with other rates.
education. Instead, for every dollar the individual pays the government will contribute two.\(^1\) This change reduced the relative economic benefits of enlisting. A dummy variable starting in January 1977 (GIBL) is included as a factor. It is expected to reduce HSGs.

**Ending of the Draft**

Although the law authorizing conscription expired on 1 July 1973, for all practical purposes, the Draft ended in January 1973. By eliminating the risk of having to serve in the Army, ending the Draft decreased the benefits of enlisting in the Navy. An All-Volunteer Force dummy variable starting in January 1973 (AVF) is included. Its coefficient is expected to have a negative sign.

**Population**

The eligible population (POP) is measured by the number of civilian males ages 18-24. (We could use other cohorts, such as 18-19 year olds, but they move together almost perfectly with the 18-24 year old group, so it would not matter statistically which one is chosen.)\(^2\) We expect that an increase in population would increase HSGs.

\(^1\)For discussion see reference 6, p. 27.

\(^2\)The 18-19 year old group equaled 30.9 percent ± 0.7 percent of the 18-24 year old cohort over the period 1971-1976.
Seasonal Factors

Seasonal factors such as the ending of the school year affect the quarterly flow of HSGs. We include dummy variables for first, second, and third quarters (Q1, Q2, and Q3) to account for these factors. We expect the third quarter dummy variable, which coincides with the end of the school year, to have a positive coefficient. We have no strong expectations concerning the signs of the other seasonal dummy variables.

SPECIFICATION OF THE MODEL

As suggested by figure 1, we specify HSGs and MGI-3U HSGs to be nonlinear functions of total enlistments (E)\(^1\)

\[
H = E \sum_{i} a_i Z_i - bE^2 + cE + \nu \quad (4)
\]

where \(H = \) HSGs or MGI-3U HSGs and the \(Z_i\) are the following factors.

- **PAY** = Four years' military pay divided by four years' civilian pay
- **UNEMP** = Unemployment rate of white males, 16-19 year old
- **POP** = 18-24 year old male population

\(^1\)By using \(E\) instead of quotas we still estimate figure 1. It is shifted slightly to the left, however, because \(E\) was 96.5 percent of quotas during the regression period. HSGs and \(E\) are nonprior service males excluding reservists.
GIBL = Dummy variable (equal to one for quarters starting in 1977, zero otherwise) measuring effects of declines in GI Bill benefits

NAVPL = Dummy variable (equal to one for quarters starting in 1975, zero otherwise) measuring effects of a Navy policy which increased HSG recruiting efforts

AVF = Dummy variable (equal to one for quarters starting in 1973, zero otherwise) measuring effects of the ending of the Draft

RECR = Number of recruiters

\[ X_t(\delta) = (1-\delta)t \] \text{ for } \delta \text{ between 5 and 25 percent}

\[ Y_t(\delta) = I_0(1-\delta)^{t-1} + I_1(1-\delta)^{t-2} + \ldots + I_{t-1} \] where \( I_t \) is the advertising budget adjusted for inflation in \( t \) and \( \delta \) are between 5 and 25 percent

Q1 = Dummy variable (equal to one in first calendar quarter, zero otherwise) measuring seasonality of enlistments

Q2 = Dummy variable (equal to one in second calendar quarter, zero otherwise) measuring seasonality of enlistments

Q3 = Dummy variable (equal to one in the third calendar quarter, zero otherwise) measuring seasonality of enlistments

c = Constant term

\( \nu \) = Error term.
This functional form is chosen because it is consistent with two assumptions about the underlying mechanism. The first is that the contribution of each \( Z_i \) to the number of HSGs should depend on recruiter effort and HSG recruiting standards, represented by the proxy \( E \). The equation conforms in this respect: the coefficient of \( Z_i \) is \( E_a i \). In terms of changes in \( H \), which we may want to bring about through policy:

\[
\frac{\partial H}{\partial Z_i} = E_a i \quad (5)
\]

The second assumption is that the contribution of recruiter effort and standards should show decreasing returns. That is, if recruiters are already aggressive and standards are already low, further changes of this nature should exhibit diminishing returns. The equation conforms because of the negative coefficient of \( E \):

\[
\frac{\partial H}{\partial E} = \sum_i a_i Z_i - 2bE + c \quad (6)
\]

\(^1\)This implies constant marginal effects. We tested this assumption for recruiters.
ESTIMATION PROCEDURE

It might be inappropriate to apply equation (4) to the data directly.\(^1\) One of the assumptions of "ordinary least squares" regression is that the error term does not depend systematically on any of the variables. In the present case, however, the error term seems to depend on \(E\); this might lead us to overestimate the variances of parameters. To remove the problem, we divide equation (4) by \(E\).\(^2\)

For this reason, the regression equation to be estimated is:

\[
\frac{H}{E} = \sum_i a_i Z_i - bE + c + \mu \tag{7}
\]

where the error term \(\mu\) equals \(\nu/E\).\(^3\)

\(^1\)Data were obtained from the Navy Recruiting Command, the Defense Manpower Data Center, the McCann-Erickson advertising agency, the Urban Institute, and published sources. For details, see reference 9, appendix A.

\(^2\)The problem is technically one of "heteroscedasticity." For more discussion, see reference 17, pp. 259-61.

\(^3\)Equation (4) was also estimated for HSGs. Results change slightly when equation (7) is used instead of equation (4). While the pattern is the same, some coefficients obtained with equation (4) are about 20 percent larger in absolute value. The greatest difference is in the pay coefficient which is 50 percent larger.
Once the coefficients $a_i$ are obtained, equation (5) is used for estimating $R$ and $A$ productivities.

A search procedure is used to obtain maximum likelihood estimates. Adjusting for autocorrelation using the Cochrane-Orcutt technique,\(^1\) regression models for HSGs and MGL-3U HSGs are estimated assuming alternative awareness capital depreciation rates per quarter within the relevant range, e.g., in percents 5, 6, ..., 25. For both HSGs and MGL-3U HSGs, the models that maximized the likelihood function are those for which the depreciation rate is 11 percent.\(^2\) These best-fit models yield the maximum likelihood estimates of parameters including $\delta$.\(^3\)

---

\(^1\)For discussion, see reference 17, pp. 277-84.

\(^2\)To derive the likelihood function, it is assumed that, after adjusting for autocorrelation, error terms of the regression model given by equation (7) are independent and normally distributed, having a zero mean and constant variance in each quarter.

\(^3\)For more discussion on the estimation procedure, see (16) and (17).
REGRESSION FINDINGS

Maximum likelihood estimates and their t-values are reported in table 1. A number of factors have statistically significant effects on high school graduate enlistments. For all HSGs, total enlistments and the third quarter dummy variable are significant at the one percent level. The unemployment rate, the number of recruiters, and awareness capital, i.e., $X(11)$ and $Y(11)$ together, are significant at the five percent level. Population and dummy variables GIBL and NAVPL are significant at the ten percent level. PAY, AVF, $Q_1$, and $Q_2$ are not statistically significant. The results for MG1-3U HSGs are similar to those for all HSGs.

The high adjusted $R^2$s indicate that the models explain most of the variation in the dependent variables. According to the F-statistics, the models are statistically significant at the one percent level. The t-statistics for Rho suggest that adjustments for autocorrelation are perhaps necessary only in the regression model for all HSGs.

---

1 The result for PAY is probably due to there having been little independent variation: most of the variation consisted of a slight decline toward the end of the regression period when the Navy put a greater emphasis on recruiting HSGs. Thus the negative effects of relatively small declines in PAY were probably overwhelmed by the positive effects of changes in other variables, e.g., recruiting effort.
<table>
<thead>
<tr>
<th>Independent variables</th>
<th>% HSG</th>
<th>t</th>
<th>% MG1-3U</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONSTANT</td>
<td>-7.99</td>
<td>-1.60&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-3.62</td>
<td>-0.90</td>
</tr>
<tr>
<td>PAY</td>
<td>0.655</td>
<td>1.29</td>
<td>0.120</td>
<td>0.28&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>UNEMP</td>
<td>0.00299</td>
<td>2.64&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.0219</td>
<td>2.02&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>POP</td>
<td>0.000515</td>
<td>1.63&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.000217</td>
<td>0.84&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>E</td>
<td>-0.0000108</td>
<td>2.94&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.0000105</td>
<td>3.30&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>RECR</td>
<td>0.000244</td>
<td>2.34&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.000215</td>
<td>2.50&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>X(11)</td>
<td>2.01</td>
<td>1.95&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.18</td>
<td>1.44&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Y(11)</td>
<td>0.00000231</td>
<td>1.32&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.000000852</td>
<td>0.58&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>GIBL</td>
<td>0.0453</td>
<td>1.57&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.00306</td>
<td>0.10&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>NAVPL</td>
<td>0.0972</td>
<td>1.68&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.153</td>
<td>2.92&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>AVF</td>
<td>-0.0430</td>
<td>-0.54</td>
<td>0.0273</td>
<td>0.38</td>
</tr>
<tr>
<td>Q&lt;sub&gt;1&lt;/sub&gt;</td>
<td>-0.0307</td>
<td>-1.26</td>
<td>-0.0180</td>
<td>-1.02</td>
</tr>
<tr>
<td>Q&lt;sub&gt;2&lt;/sub&gt;</td>
<td>0.0305</td>
<td>1.56</td>
<td>-0.0144</td>
<td>0.10&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Q&lt;sub&gt;3&lt;/sub&gt;</td>
<td>0.157</td>
<td>3.10&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.105</td>
<td>2.52</td>
</tr>
<tr>
<td>R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.899</td>
<td>N.A.</td>
<td>0.905</td>
<td>N.A.</td>
</tr>
<tr>
<td>F(13,11)</td>
<td>17.4&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N.A.</td>
<td>18.6&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N.A.</td>
</tr>
<tr>
<td>D-W</td>
<td>2.63</td>
<td>N.A.</td>
<td>2.15</td>
<td>N.A.</td>
</tr>
<tr>
<td>Rho</td>
<td>-0.469</td>
<td>2.65&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.191</td>
<td>-0.97</td>
</tr>
</tbody>
</table>

<sup>a</sup>Statistically significant at ten percent level.

<sup>b</sup>Statistically significant at five percent level.

<sup>c</sup>Statistically significant at one percent level.

<sup>d</sup>F-test of X(11) and Y(11) together indicates statistical significance at five percent level for HSGs and ten percent level for MG1-3U HSGs.
Although awareness capital is statistically significant, its impact measured by the coefficient of $Y(11)$ is imprecise.\textsuperscript{1} This may be caused by high collinearity between $X(11)$ and $Y(11)$ (the simple correlation coefficient between them is -0.95).

Except for GIBL, all variables have the expected sign.\textsuperscript{2} The effect is positive for PAY, unemployment, population, NAVPL, recruiters, $X(11)$, $Y(11)$ and $Q_3$, and negative for total enlistments and AVF.\textsuperscript{3}

\textsuperscript{1}Imprecise estimates of $X(11)$ and $Y(11)$ may explain a peculiar result obtained for the estimate of the base period capital stock ($K_0$). It is calculated by the ratio of $X(11)$ and $Y(11)$ coefficients. For HSGs the estimate of $K_0$ is about 870 thousand units of awareness capital. Although the estimate is positive, as expected, it seems too high. Given a depreciation rate of 11 percent per quarter, to obtain such a high steady-state level would require advertising to be about $24 million per year. Prior to FY 1972, however, advertising was at much lower levels. Since we use the ratio of imprecise estimates to calculate $K_0$, its estimate is also likely to be imprecise. Perhaps this explains the high estimate of $K_0$ obtained.

\textsuperscript{2}The unexpected sign for GIBL is probably caused by the fact that a relatively large number of contracts were signed just prior to reduction of G.I. Bill benefits in the first quarter of CY 1977. This caused a spillover of HSGs in 1977, which would tend to reverse the sign for the G.I. Bill quarters -- 1Q 1977 - 4Q 1977.

\textsuperscript{3}The sign of AVF changes direction for MG1-3U HSGs, but it is not statistically significant in either model.
Tests of the Model

In measuring the effects of R and A, we assume that advertising operates through a stock of awareness capital having an 11 percent depreciation rate, and that recruiters have an immediate, constant marginal effect. We also estimated the model assuming other treatments of R and A, which yielded evidence supporting our approach and findings.

Treating advertising as a stock rather than a flow improves the fit of equation (7). Changing the depreciation rate reinforces the finding that the effect of advertising is measured imprecisely; however, it has little effect on the recruiter's coefficient or significance level. We also experimented with models that included lagged recruiters and current recruiters squared. Only current recruiters seem to be important, and their marginal productivity appears to be constant over the range of recruiting force levels observed.¹

To check the stability of the model, we predicted HSGs in CY 1978 using actual levels of explanatory variables. Predictions are given in table 2. The model does well: it predicts the sharp decline in HSGs with only a 2.1 percent error for the year. These results increase our confidence in the model and the implied estimates of marginal products for R and A.

¹For details, see reference 9, appendix B.
TABLE 2
HSG PREDICTIONS FOR CY 1978

<table>
<thead>
<tr>
<th>Quarter</th>
<th>Predictions</th>
<th>Actuals</th>
<th>Predictions - actuals</th>
<th>Percent errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9,950</td>
<td>9,880</td>
<td>70</td>
<td>0.7</td>
</tr>
<tr>
<td>2</td>
<td>10,440</td>
<td>10,989</td>
<td>-549</td>
<td>-5.0</td>
</tr>
<tr>
<td>3</td>
<td>17,731</td>
<td>18,344</td>
<td>-613</td>
<td>-3.3</td>
</tr>
<tr>
<td>4</td>
<td>9,631</td>
<td>9,571</td>
<td>60</td>
<td>0.6</td>
</tr>
<tr>
<td>Year</td>
<td>47,752</td>
<td>48,784</td>
<td>-1,032</td>
<td>2.1</td>
</tr>
</tbody>
</table>

The model was estimated with data from a period when HSGs were greatly affected by demand considerations, probably through changes in standards. The model essentially uses goals as a proxy for standards, and in CY 1978 goals were sharply lowered. The predictive accuracy of the model suggests that the low level of HSGs achieved in CY 1978 was partly due to increases in standards, and that HSGs might be increased in the future by lowering entry restrictions.

MARGINAL PRODUCTS OF RECRUITERS AND ADVERTISING
Marginal products (MPs) and elasticities for CY 1978 are given in table 3. An additional recruiter would yield 14.0 HSGs of which 12.3 would be MG1-3Us. Thus, most of the recruiters' impact is on HSGs in the upper mental groups. These enlistments are generated
TABLE 3

EFFECTS OF RECRUITERS AND ADVERTISING IN CY 1978\(^a\)

<table>
<thead>
<tr>
<th>Supply factors</th>
<th>All HSGs (48,784)</th>
<th>MGI-3U HSGs (29,844)(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MP</td>
<td>Elasticity</td>
</tr>
<tr>
<td>One recruiter</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All (3425)</td>
<td>14.0</td>
<td>0.98</td>
</tr>
<tr>
<td>Except administrators (2808)</td>
<td>14.0</td>
<td>0.80</td>
</tr>
<tr>
<td>$1M advertising(^c)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>($10 million)</td>
<td>1206</td>
<td>0.25</td>
</tr>
</tbody>
</table>

\(^a\)Numbers in parentheses are CY 1978 levels of variables which are used to calculate elasticities.

\(^b\)Estimated from ratio of MGI-3U HSGs to all HSGs in first three quarters of CY 1978, e.g., 0.61.

\(^c\)Effect of $1 million of advertising.
immediately, based on our experiments with other models including lagged recruiters.

The recruiter elasticity is 0.98 for HSGs, but if we exclude administrators it is only 0.80. The lower elasticity is probably more accurate. This is because the regression model yields an estimate for the type of recruiter added during the regression period, and we suspect that few of those added were administrators.

A once-and-for-all increase in the advertising budget of $1 million would yield 1,206 HSGs in the long-run. Only 445 or 37 percent would be in the upper mental groups, however.¹

The effects of advertising are felt mostly in the future. Based on the estimated depreciation rate of 11 percent per quarter, we calculate that only 30 percent of the total impact is felt this year; it takes four years for 82 percent to accrue.

Thus, R and A both affect HSGs, but the effects differ in two important respects which make advertising less attractive: unlike recruiters, advertising predominately affects HSGs in the lower

¹For details on how the effects of advertising are calculated, see reference 9, appendix C.
mental groups; and, rather than this year, most of its effects are felt in the future.

RECRUITER AND ADVERTISING COST PER HSG

Given marginal productivities and estimates of marginal costs, we calculate the cost of generating HSGs with R and A. These are given in table 4. As discussed earlier, a $1 million increase in advertising in 1967 dollars would yield 1,206 HSGs in the long-run. Given the change in advertising costs since 1967, in CY 1978 it would take $2.2 million of advertising to produce what $1 million could buy in 1967. The ratio of $2.2 million to 1,206 HSGs or $1,824 is advertising's marginal cost for HSGs. The cost per MGI-3U HSG is $4,944.

The cost of an additional recruiter in CY 1978 was about $31,000. Given the recruiter productivities in table 3, the marginal cost of enlistments is $2,214 for HSGs and $2,520 for MGI-3U HSGs.

Although in the long run the cost per HSG is slightly lower for advertising, in the short run it is more costly than recruiters. This is because only 30 percent of the HSGs generated by advertising accrue in the first year. As a result, the cost per HSG generated in the first year is about three times higher than recruiters'. To calculate it, we divide $2.2 million by the HSGs generated by advertising in the first year (362) to yield a cost of $6,077 per HSG.
TABLE 4
LONG-RUN COST PER HSG IN CY 1978 FOR ONE RECRUITER AND $1 MILLION OF ADVERTISING

<table>
<thead>
<tr>
<th>Group</th>
<th>$1 million advertising</th>
<th>One recruiter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Marginal productivity</td>
<td>Marginal cost</td>
</tr>
<tr>
<td>All HSGs</td>
<td>1,206</td>
<td>$2.2</td>
</tr>
<tr>
<td>MGI-3U HSGs</td>
<td>445</td>
<td>$2.2</td>
</tr>
</tbody>
</table>

*The marginal cost of $1 million of advertising equals the advertising price index times $1 million. The price index is forecast to be 2.2 in CY 1978, based on the 1977 price level (2.02) adjusted upward by the 1977 rate of inflation (9 percent).

Marginal cost includes: $19,000 for recruiter's salary, allowances, retirement, training, reenlistment bonus, and special pay; and $12,000 for support costs including salaries and operations and maintenance expenses.
In summary, the long-run cost of generating HSGs is about the same for R and A -- $2,000 per HSG. For MGI-3U HSGs in the long or short run and for all HSGs in the short run, it is less costly to use recruiters.
CONCLUSIONS

Our findings suggest that R and A could be used to increase high school graduate enlistments. But, since advertising affects HSGs mostly in the lower mental groups, the mix of additional R and A should be weighted more heavily towards recruiters.

With regard to temporary shortfalls, additional resources are needed that would have an immediate effect. Since about half of the HSGs generated by advertising accrue after the second year, the proper strategy is to add just recruiters.

Changes in the unemployment rate have an important effect on HSGs: a one percentage point increase in the youth unemployment rate would yield about 1,700 HSGs and 1250 would be in the upper mental groups; elasticities are 0.46 for HSGs and 0.55 for MGI-3U HSGs. Because of its impact and tendency to change frequently, unemployment should be taken into account when formulating near-term R and A requirements.

The recruiting difficulty of the Navy in FY 1978-79 is probably due to a number of reasons: an increase in standards, a reduction in unemployment rates, and possibly also an erosion of relative pay and benefits. The shortfall of HSGs has been a modest 10 percent. It can probably be met with modest increases in R and A and reductions in standards.

31
In the 1980s, however, the shortfall would be larger than 10 percent. There will be a reduction in the youth population which will not only reduce the eligible population, it is also likely to lead to lower unemployment rates and higher civilian wages. These changes would further reduce the supply of HSGs. Therefore, future shortfalls are likely to be larger, and to meet them may require increases in military pay and benefits in addition to the remedies previously suggested.

Regarding methodology, measurement of the productivity of advertising is difficult because (1) advertising seems to have only slight effects which are distributed over time, and (2) HSGs are strongly affected by other supply factors as well as by demand considerations. These problems were overcome by treating advertising as an investment in awareness capital, and by including it and numerous other factors in a reduced form regression model.

While our methodology is interesting, the data are extremely crude and estimates are based on only 26 observations. Therefore, results and policy recommendations should be viewed as highly tentative. More research is needed to provide a solid basis for R and A policymaking.
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