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xv Abstract

In order for a natural language system to truly “know what it is
talking about,” it must have a connection to the real-world correlates
of langusge. For language describing physical objects and their rela-
tions in a scene, a visual analog representation of the scene can pro-
vide a useful target structure to be shared by a language understanding
system and a computer vision system.

This paper discusses the generation of visual analog representations
from input English sentences. It also describes the operation of a LISP
program which generates such a representation from simple English sentences
describing & scene. A sequence of sentences can result in a fairly elab-
orate model. The program can then answer questions about relationships
between the objects, even though the relationships in question may not

have been explicit in the original scene description. Results suggest S~~~
that the direct testing of visual analog representations may be an £ ;
important way to bypass long chains of reasoning and to thus avoid the g ¥ ..,’
combinational problems inherent in such reasoning methods. é%a
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1. Understanding language about the physical world
Suppose that we are given a sentence such as (1):

(1) A dog bit a mailman.
How do we understand such a sentence? What inferences do we make and what
inferences can we make? To help answer these questions, suppose that we
are asked:

(2) where on his body did the dog probably bite the mailman?
We suggest that most people would answer (2) with: 'on the leg," and that
as a first guess, such an answer could plausibly be part of a BITING script
or default slots of a frgu for BITING. However, suppose that we insert
one or more of the following sentences after (1) before asking (2):

(3 a,b) The dog was a doberman. }

dachshund.
sitting.

(3-¢,d,e) The man was ¢ lying down.
3 feet tall.

(3 £,8) The dog was {:m?:: on its hind 1.3'} at the time.
In these cases the answers to (2) could be quite different parts of the body
("arm" becomes most likely if bitten by a doberman) or one could be much
more definite about the answer (''leg' becomes overwhelmingly likely if ome
is bitten by a dachshund while standing up).

How could we successfully model in & program the understanding process
a person goes through in this example? We suggest that the simplest and
most natural way to model this understanding is to build up a visual analog
knowledge base (representing ''person,' 'dog," etc. as 3-D spatial entities)

and to write programs which can menipulate and integrate these visual analog

representations. For the example given in (1) - (3), figure 1 illustrates

. some of the information that would have to be included.
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sentences:
(4) A goldfish is in a goldfish bowl.
(5) The goldfish bowl is on a shelf.
(6) The shelf is on a desk.
(7) The desk is in a room.

Now suppose that we are asked:
(8) Is the goldfish in the room? or

(9) Is the goldfish on the desk?

The answer to (8) should of course be 'yes' and the answer to (9) should
be something like '"Not directly on, but on is still an appropriate
description." How could we mechanize the answering of such questions?

We suggest thag these questions can be easily answered if we use
(4) - (7) to build an integrated visual analog structure which represents
(4) - (7). Then given procedural definitions of prepositions like in and
on, with the "subject” and "object'* that the prepositions relate viewed
as arguments to the procedures, we can apply the procedures to the struc-
ture directly to answer the questions. Boggess [1978] has written a
program, described later in this paper, which works exactly in this
manner. Given (4) - (7), the program constructs an analog model like

that shown in figure 2.

*Given the phrase 'the cat on the mat," or the sentence, "The cat is on
the mat," we call cat the subject and mat the object.
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Figure 2

In constructing the model, the program uses properties of the subject
and object to decide what the preposition means in esch given case. For
example, on would be interpreted quite differently in nehe shelf on the
wall,” and “the shadow on the wall." “The shelf" is assumed to touch
the wall, be supported by it, and to have a preferred orientation and
position (height) with respect toO the wall, vhereas none of these are
crue of "shadow." The differences in treatment are the cesult of noting
{n the lexicon thet "shelf' is &n ocvdinary physical object (requiring
support) with preferred orientation--its free surface should be horizontal-~
wvhereas & nghadow" is 2-D and weightless and thus does not require support.
gach object has default dimensions as well as weight, and these dimensions
(sctually 8 rectangular parallclcptpcd which encloses the'objoct) can be
used to construct the visual anslog model.

To illustrate the {aterpretation of this model, consider the prepo-

sition in. 1If a's object is & 3-D enclosure, then all ve need to do to

P S s et = # ;- FER
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see vhether the subject is in the object is to check vhether the coordinates

of all the corners of the subject are within the intervals of the coordi-

' nates of the corners of the object. The answer can be found with one set
of tests, regardless of how many chained statements were required to relate
the subject and object in the scene description. Thus, given & model like
figure 2, it is very easy to answer (8) because all the dimensions of

"goldfish" are within the dimensions of "room."

‘ 2. Using deductive rules on a data base of assertions.
v

Starting with Black [1968], there have been programs which dealt
with similar questions. Most of these programs have "understood" sentences

like (4) - (7) by adding something equivalent to an assertion of the form

TN AR e st e

(ON GOLDFISH-BOWL1 SHELF1l) to & data base. Answering questions about the
! scene described has then involved applying deductions rules such as:

(10) (ON ?A ?B) AND (ON ?B ?C) =P (ON ?A ?C)
to verify that a given relationship does or does not hold between two given
objects. In general, the set of assertions in the data base will define a
network, i.e. any two items in the data base may be connected by an arbi-
trary number of deductive chains or direct asssertions. For example, a
chair can at the same time be at & desk, under the desk and touching the
desk. There are at least two serious difficulties with using a method
like deductive chaining to understand the spatial domain, represented as

a data base of assertions:

A. 1If there are many rules and many objects, the search for a deduc-

tive chain which can prove or disprove & given relation between two ob-
jects can involve combinational explosion. Often there will be insufficient

information to decide whether a relationship holds between two objects;
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in such a case, all relevant paths between the objects will have to be
explored before a system can decide that the problem cannot be decided.

B. Even more serious is the difficulty in formulating deduction
rules properly to begin with. For example, rule (10) allows us to deduce
correctly that a leaf in on a tree if the leaf is on & branch and the
branch is on a tree, but it is not correct to deduce that a cow has wings
if we know that & wing is on a fly and the fly is on a cow!

One obvious solution to this difficulty has been to create a number
of definitions for ON--ONl, ON2, ON3, and so on, wvhere ONl might mean
"is a part of"” as in "the wing on a fly,"” ON2 might mean "above, touching
and supported by" as in "the pencil on the desk," etc. Deduction rules
can then be formulated with greater precision, but we have added an
additional problem: when on is asserted to hold between two objects or
used in a question a program must now decide vhether ON1l, ON2, ONM3, or
ONn is intended. More rules delimiting the classes of objects which can
be related by each meaning of on then have to be formulated and somehow
utilized to decide which meaning(s) are appropriate.

But even a large number of such rules cannot easily substitute for
the visual analog model. Suppose that (4)-(6) were followed by

(11) The desk is in a box.

In this case the goldfish may or may not be inside the box, depending

on the dimensions of the box, desk, and shelf (see figure 3).
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But how could a deduction-rule-based system give a different answer to
these two cases, unless it implicitly coded metric information? And if
it coded metric information, why bother with the potentially long

deductive chains?

3. Operation of a Progrt; for understanding simple language about space.

A MACLISP program has been written by Boggess [1978] which can build
a spatial model of sentences involving in and on relations, and answer
questions about its model. Input to the program consists of normal English
sentences, which are parsed with the aid of a LINGOL [Pratt 1973] prepro-
cessor. LINGOL is an MIT-originated program package which accepts gram-
matical rules of the type S = NP + VP and produces LISP programs which
can then parse input sentences according to the rules of the specified
grammar. For this implementation, LINGOL was used to single out prepo-
sitions and their semantic subject and object, For example, in the
sentence, 'On the bed was a box,* the LINGOL portion passes the prepo-
sition on, the semantic object the-bed and the semantic subject the-box
to the rest of the program.

Some examples
Suppose a user types: A book is on the shelf.

As the result of this input, an individual book and individual shelf
are created; the modeling portion of the program records the location
restrictions for the book, chooses & location for it and gives the user
the global coordinates of the book and shelf. These correspond to the

following illustration:

C.17,.535,0)

(.on,.-%v-r,mz)

(.2,1.2,0)

(o,0,0d (-2,1.2,-.023)

(2,75, 475)
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Notice the upp&r surface of the shelf is chosen for the Z = 0 plane--

leaving all but the top surface of the shelf below the plane with negative

coordinates. It is entirely possible that we are about to enter an extended

description of many objects, all of which are on the shelf or above it, in

vhich case treating the top surface of the shelf as our basic horizontal

plane makes sense.
Suppose now that the next sentence is: The shelf is on a wall.
Since the object that has been serving as our origin has just been
treated as a semantic subject and related to another object, the location
of the shelf and everything related to it is accordingly revised. We use
the symbol ? to indicate the origin of the global coordinate system in

the illustrations. C 0,4,2_,)‘.7

¢ (04,1475, 1.02)

@r(mz,&ts‘,m}

2z
(o, 88, .475)

(0,4 ,o)J

(c,0,0
Actually, in the current implementation, it is merely an accident

that the long edge of the shelf is aligned with the wall. But for the order

in which the dimensions of the shelf were given in the data, the program

might just as well have set the short end of the shelf flush with the wall.

However, the program would not place the top surface of the shelf against




the wall, even if it were bare, since that surface is marked as charac-
teristically horizontal. Incidentally, were it not for the fact that

j shelves are marked as having a characteristic height (a little bit of

'world knowledge") the program would have put the shelf considerably

lower.

Suppose an input were: A light is on a ceiling.

R ANEIR T TN T B

(36,0,

N )

" * (1425 ,1.226,- 12
; . (3.6,%.0,0
A corner of the ceiling is taken as the origin. Since the ceiling
: has a marked free-direction vertically downward, the light ends up on the
correct side of the ceiling surface. Notice that, while people would i
ordinarily put the light in the middle of the ceiling, the program doesn't
know enough about ceilings and lights to do so.
4 4 Finally, let's follow an extended example.
Input: A glass {s in a box.
Resulting model: / C-3,-3,.5)
'
;
-, ; ===r---7(3,3,0)
L

N (e,0,0)
Comments: The glass has weight, so it ends up not only in the box, but

) y
_f at the bottom of it.




3 1 Input: The box is on a table.

1.2,9,0
Resulting model: G.2,9,0)

--}(525,.45,0)

(0,0,0)~>

g oL
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Comments: There i3 only one individua.ll box known to the system, so the
phrase "the box" can be interpreted with no difficulty. Notice the surface
of the table is taken as the basic plane for the discussion so far, rather

than putting the origin at, say, a point at the bottom of the table. i

Input: The table ia on a floor. |

Resulting model:

: |t (1.1,12,1.05)
m._ (1.8,1.675,75)
|
H
? (26,4,
T """'"71
L{_/_______ _____-___//
~ (6,.8,0
(0,0,0) (36,059

. Comments: "A floor" sounds strange, but the system doesn't know for the

o~ present that tables are almost always on floors, so mentioning a particular




table does not allow it to presuppose a particular floor that it could

reference as the floor.

As is probably becoming obvious, the model does not choose locations
randomly. Rather, it tends toward a particular corner. This choice was
made in hopes of avoiding the 'findspace" problem [Sussman 1973] when

several objects must be located on one surface.

Input: The floor is in a room.

Resulting model:

l
(0,0,2. 5) /
0

(3.6,4,2.5)

4

(0,0,0)

Comments: Again, the model doesn't know that a floor is part of a room.
Naturally, a default-sized floor exactly fits a default-sized room, but
the model has to know that a floor belongs at 'ground level" or it would
try to put the floor at a more or less arbitrary level in the room. While

this particular sentence sounds unusual, {t is natural to speak, say, of

"the floor in Jonathan's room."




Input: The room is in a house.

Resulting model:

s,10,70)72 1
] 1
1
|
(0,0,7 |
(45,5.0,3.6) o
]
(3.3 ¢
1 ' (295,1,1.425) ¢
‘ (0,0,6) ‘ (15;0.0)

Comments: It is not very evident from the illustration, but the room 1is
actually several feet off the ground in the model. Obviously, this 'goof™
could have been fixed (there are several natural solutions that would not
have involved extending the capabilities of the model), but it was left in
for two reasons--it illustrates what the model does with an in relation
involving a weightless object, and secondly, if the building had been a

hotel rather than a house, & room in the same relative position in the

o et oo

i larger building would have seemed quite reasonable.

EO
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Input: The house is in a field.

Resulting Model:

" 46,60,0)
(0,0,0) " (200,0,0)

. Comments: A house has no weight, either, as far as the model is concerned,
but & field is a two-dimensional object, and the in relation implies
contiguity under those circumstances.

; Questions

: Suppose after all this the user types: 1Is the box on the table?

The response from the system is YES.

To the input: Is the box on the floor? The system responds NO.

Is the box in the room? YES

Is the glass on the table? NOT DIRECTLY, BUT ON IS STILL AN

ACCEPTABLE DESCRIPTION,

‘ The program answers these questions by directly interrogating the
i. . three-dimensional model, not by knowing that, say, if A is on B and B {s
: {n C then A is probably {n C. At no time did we say that the box was in
e A the room. But thanks to the sizes of boxes and tables and the locations
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of floors relative to the rest of a room, there is no question but that
the box must be in the room in the most rigorous sense of the word.

It is also possible to handle situations which would be d1if-
ficult for systems based on chained inference rules. For example, this
program can distinguish between & glass on a tall object in a box and
a glass on a small object in the box. If the tall object were large
enough that the glass was exterior to the box, then this sort of model
could reasonably balk at calling the glass in the box--or at least hedge,
as a per;on migﬁt. A system built on the sort of inference rules mentioned

above could have trouble distinguishing between these cases.

4. Program inplementation-representation of prepositions and objects

The examples given in the preceding section were from a session with
with a small program, written in MACLISP and run on the DEC-10 system at
the Coordinated Science Lab. The program consists of about 45 functions,
most of them fairly short. Data for the implementation consisted of
tventy-two ''definitions' of objects and the definitions of the prepo-
sitions themselves. Input to the program consists of Englisﬁ sentences--
either statements or questions. Statements are expected to be either
"naming" statements ("Tweety is a bird" or '"Volume-1 i{s a book") or
locative statements (A book is on a table," "In the room is a bed").
Output is either a set of coordinates for each object in the "mental

model'" or a response to the question.




Object definitions

Some sample definitions of visually perceptible objects follow (Units
of measurement are meters and kilograms):

(TABLE PROTOTYPE
(INSTANCE-OF FURNITURE)
(CHARACTERISTIC-SHAPE ((HEIGHT 0.75)
(CROSS-SEC 1.2 0.9)))
(FREE-SURFACE (((PLANE HORIZONTAL)
(FREE-DIRECTION /+Z)
(HEIGHT 0.75)
(DIMENSIONS 1/2 0.9))))
(WEIGHT 25.0))

(BOX PROTOTYPE.
(CHARACTERISTIC-SHAPE ((HEIGHT 0.3)
(CROSS-SEC 0.3 0.3)))
(FEATURES (CONTAINER OPEN-TOP))
(WEIGHT 1.0))

(FLY PROTOTYPE
(CHARACTERISTIC-SHAPE ((HEIGHT 3.0E-3)
(CROSS-SEC 3.0E-3 5.0E-3))))

(WALL PROTOTYPE
(CBARACTERISTIC-SHAPE ((HEIGHT 2.5) (CROSS-SEC 4.)))
(FREE-SURFACE (((PLANE VERTICAL)
(HEIGHT 2.5)
(WIDTH 4.)))))

(CEILING PROTOTYPE
(CBARACTERISTIC-SHAPE ((CROSS-SEC 3.6 4.)))
(FREE-SURFACE (((PLANE HORIZONTAL)
(FREE-DIRECTION /-2)
(DIMENSIONS 3/6 4.0))))
(FEATURES ((CHARACTERISTIC-HEIGHT 2.5))))

(SHELF PROTOTYPE
(INSTANCE-OF FURNITURE)
(FEATURES ( (CHARACTERISTIC-HEIGHT 1.0)))
(WEIGHT 1.5)
(CHARACTERISTIC-SHAPE ((HEIGHT 0.025)
(CROSS-SEC 0.2 1.2)))
(FREE-SURFACE (((PLANE HORIZONTAL)
(HEIGHT 0.025)
(DIMENSIONS 0.2 1.2)
(FREE-DIRECTION /+4Z)))))
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At initialization, the components of the characteristic-shapes are
used to create a simple 'mental picture’ of the object, in the form of
coordinates of an enclosing right parallelepiped. The coordinates are
always given in a particular order: bottom front right, bottom fromt
left, bottom back left, and 30 on. This permanent mental picture is
kept under a "local coordinates'” property, with the bottom right fromt
taken as local origin.

The definitions specifically single out planar free surfaces on &
free-surface list, since it is impossible to judge from the representa-
tion whether a planar surface is a characteristic of the object itself.

Also included in the definitions is an {ndication of whether the
object is essentially hollow as opposed to essentially "solid" through-
out. The surfaces of the latter are the boundaries of matter; the surfaces
of the former enclose space. The feature CONTAINER is used to indicate an
object whose interior is canonically empty. Another feature applies to
CONTAINERs only and is used to indicate whether they are OPEN-TOPped or
not.

CHARACTERISTIC-HEIGHT as part of a feature list indicates that an
object normally would be found at a given height above the default ground-
level (either the floor or the actual ground). Otherwise a clock placed
randomly on a wall might end up very close to the floor. After using the
program for & while, it becams obvious that we needed to have such default
characteristic heights for a number of {tems--clocks, windows, shelves,

counters, cabinets, and so forth.

Preposition definitions
Each preposition is deilinid as & LISP function with the subject and

object as arguments. The LISP functions are based on the results of an

. N et e s een s &
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extensive analysis of about 20 spatial locative prepositions (see [Boggess
1978]). 1In this analysis, a number of primitives were identified, such as
CONTIGuous, SUPPORTed, INTERIOR (2-D and 3-D), CROSS-SECTION (of objects),
PROJECTION (of CROSS-SECTIONs), TRAJECTORY, UP/DOWN, HORIZONTAL, VERTICAL,
and various coordinate systems. These primitives (which unfortunately
would require far too much space to treat rigorously here) constitute a
msjor result of this research. They will allow us to express neatly the
meanings of the approximately 20 locative prepositions analyzed but not yet
programmed, and seem on preliminary analysis to be an adequate set for the
spatial use of most of the rest of the prepositions as well (prepositions
form a closed set).

Each prepositien seems to have a default interpretation if its subject
and object are unknown, as in '"the thingamajig on the whatchamacallit."
The default interpretation represents a 'pure' case of the prepositional
relation--however the preposition can be used to describe a range of phys-
ical situations which vary from the 'pure' instance by having one or more
components of the default case missing or modified. For example, the pure
case of above is that in which the SUBJECT is INTERIOR (3-D) but not
CONTIGuous to the bottom of a volume defined by projecting the RORIZONTAL
CROSS-SECTION of the OBJECT upward VERTICALly in space for a distance of
on the order of 3 times the object's diameter. However, above can also be
used to describe a variety of "fmpure'" relationships in a scene, including
cases vhere the subject i{s merely at a higher level than the object (as in
"thera are clouds above us") and cases where the 2-D projected image of the
SUBJECT is INTERIOR (2-D) to the region defined by projecting the HORIZONTAL
extreme of the 2-D projection of the OBJECT upward VERTICALLY (as f{n "the

moon above Miami").

. ol e e - . .. 4 o . -
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To give a batter idea of what each prepositional definition is like,
let us look at vhat the functions for on and in do. On is faced with two
decisions: it must decide which surface of the object the subject is
contiguous to, and it must decide which side of the subject is contiguous
to the object.

I1f the subject does not behave normally with respect to gravity
(shadows, visual patterms, thin films of liquids and many insects exhibit
gravity-defying behavior) then any available surface of the object will do.

If the subject {s under gravitational constraints, then the routine
looks for one of four possibilities: in order of preference, 1) a horizontal
plane in the object, 2) if the object is three-dimensional and is not an
open-topped container, then the top of the object 3) failing either of
thoic, then any flanar free-surface, and finally 4) any available surface.
In any of these cases, the object requires support and by supposition the
semantic object furnishes it.

Having found the surface of the object, on looks for a probable surface
of the subject. The check to see if the subject has a marked free-surface
is actually a back-handed way to see if the subject has a preferred orien-
tation. If it has, the preferred orientation is presumed to be the canon-
ical one, and on passes to a function called CONTIG, not a surface of the
subject but the entire subject, thereby instructing CONTIG to translate the
subject in whatever direction necessary to bring it into contact with the
object-surface indicated, but not to rotate it in any way. On the other
hand, if the subject has no preferred orientation, on selects the canonical
bottom of the subject.

The definition of the preposition in has to decide if it is dealing

witd & container, whether the container is open-topped, and whether the
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subject behaves normally with respect to gravitational constraints. It then
calls one of the INTERIOR functions and, sometimes, CONTIG (when the subject
is assumed to be in the bottom of a container, for instance). At present,
the system has two- and three-dimensional interior functions, which restrict
the location of their subject with respect to a plane of their object or

the volume delineated by the object, respectively.

S. Assessment of the program.
Inferencing problems

One of the nice features of this "analog model" is that it holds out
hope for doing inferencing and deduction by direct reference to the model,
under optimum conditions, and by reference to the model plus the location
restrictions under other circumstances; the construction of chains of
rules can be avoided.

Two cautions are in order, however. In interpreting a description
(building the model in the first place), it suffices to place objects in
simplest possible relationships. 1f a description mentions a book on a
desk, we probably visualize the book as being directly on the desk. The
reverse process--judging from a mental model whether a particular preposition
is an appropriste description of the relation between two objects--is not
always so simple. In deciding whether 's.ove" is an acceptable description,
for instance, there is little question when one object is directly above
the other, but clearly the word is acceptable even vhen the direct case
is not applicable, and deciding these more marginal cases often leads to
a lot of hedging, even from native speakers.

The second caution is best put by describing a session with the {mple-

mentation: as it happened, the particular mental model produced after
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"s shelf is on a wall" and "a fly is on the wall" was the equivalent of the

illustration below.

¢

o SR e e - i

3 v Now suppose we were to ask if the fly is under the shelf. The correct
answer, of course, is "I don't know," since on the basis of the description
the fly might be under the shelf, but it might be elsevhere, too. (If the
implementation had been set up to try putting the fly under the shelf, and,
subsequently, at a place violating the location restrictions of under, in
response to the question, {t would have found neither violated the location
restrictions placed on the fly by the original description and hence would

have had reason to suspect that it couldn't answer the question one way

or the other.)
Clearly, then, the simple expedient of directly consulting the con-

structed model is a little too simple. The more freedom a wodel allows in

tween various objects may be. In the end what we know are the location

¢
l. choosing the location of an object, the more incidental any relations be-
'

|
; ; restrictions and {t is based on them that we need to make judgments.

R P, - - .. . &
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Regularities

For all the hedges and caveats of the preceding paragraphs, it was
evident from the implementation that paying attention to a very small set
of attributes of objects yields an astonishing amount of descriptive power.
The attributes included a very rudimentary surface description, the concept
of & free-surface with associated free-direction, the essential "emptiness'
of containers, some notion of gravity, of contiguity, of the interior rela-
tion in two or three dimensions, of partial axes of symmetry, some awareness
of scale, and a coordinate system with marked vertical direction. Clearly,
these concepts do not handle all cases of descriptions using place locatives.
It might even be said that they do not handle some of the most common cases
(wve will come back to this in a moment). But they do handle the most typ-
ical caaes--th; regular uses of in, on, and the other prepositions--the |
uses we are most likely to think of as standard. In so doing, they capture
much of the descriptive power of the prepositions.

Why then could it be said that they do not handle some of the most
common cases? It is well known that the most frequently occurring verbs
in English are also the most irregular. Something of the same sort seems
to apply to uses of the prepositions with common objects. Tables, for
instance, have a tendency to be treated as if they were essentially the
table top--"under the table" for most objects means under the table top
but definitely not under the legs. Rugs are an exception, of course, as
are floors, and there are undoubtedly other exceptions to the mini-rule

of treating the table as top only.
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Is on transitive?

As another example of the irregularity of tables, consider a scene like

that in figure 4, which

j

AN

can be described by (12a - j):
(12a) Volume 10 is on volume 9.

(12b) Volume 9 is on volume 8.

(121) Volume 2 is on wvolume 1.

(12j) Volume 1 is on the desk.
Since all volumes, 1 - 10 can be said to be '"on the desk" we would like
some kind of transitive rule to apply, but it would not be proper (or at
least it would be very odd) to say that '"Volume 10 is on volume 2." The
hidden regularity here is that tables (and other furniture: desks, shelves,
counters, etc.) have on relations with everything they support, directly
or indirectly. Most other objects do not have on relations with everything
they support, so that, for example the top book on a stack of books on the
ground is not normally said to be 'on the ground."

Fortunately, even the most common objects (including tables) appear

to be regular most of the time, with most of the prepositions. It is
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interesting that some of the irregularities fall into classes, like classes
of irregular verbs (sing, sang, sung; drink, drank, drunk; sink, sank, sunk).
For example, ''the people on the bus'" are actually in the bus--they aren't

on the bus in the same sense that ''the people on the car" would be on the
car. On has the same interpretation in "on the plane," "on the subway,"

or "on the boat''--indeed for anything that can be boarded or alternatively
that one can stand up in. So at least potentially there may be classes of
irregular objects,

After all is said and done, though, it is still the case that the
system seems to work, and work well, for the great majority of regular
objects, and even for the irregular ones most of the time. It seems
clear that basic understanding of the use of the prepositions is ours if
only we pay attention to a small set of perceptually salient characteristics

of the objects related.

6. Problems remaining

Clearly there will be surprises in programming the rest of the prepo-
sitions, and we have only begun to scratch the surface of the problems in
implementing programs to deal with sentences like (1) - (3) (the 'dog bites
mailman' example). However, we are already aware of some problems and
exceptions to the general picture presented in this paper.

One major problem was alluded to in the example in section 5 of the

fly which was (arbitrarily) placed under a shelf in the mental model and

could thereafter not be differentiated from a fly specifically asserted
to be under the shelf. What seems to be needed is some way of keeping
track of the range of possible positions available to objects described;

we have debated several schemes (e.g. & probability distribution for
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% position, a tag on objects explicitly negating accidental relationships
between objects, deferring the creation of a mental model until a question

is raised, etc.) but are still undecided about the best way to proceed.

Another difficulty (initially pointed out to us by Phil Johnson-Laird)

is that the preposition at seems to have the function of specifying a

R L

canonical relation between subject and object. Thus '"the chair is at the
desk" describes a specific relationship--if the chair is upside down or
facing away from the desk, it can no longer be naturally said to be at the

desk. Similarly at picks out canonical relations in "I stood at the win-

Ya

dow,” "John was at the door,” "I am at my desk,'" etc. At seems to require
special scenarios for each object, and is otherwise regular only in that
most scenarios require proximity of subject and object.

Many prepositions require that the positions of the speaker and/or

listener with respect to the subject and object be known. For example,

Gl ad ca

I could say to a listener in Japan that "Urbana is near Chicago,” (it is
about 120 miles away) but I would not say this to a listener 10 miles

from Urbana (see also [Denofsky 1976]).
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Most difficult (and most exciting) of the problems we are aware of
are the transfers of meanings from the spatial domain to abstract domains.
A representation of physical objects, events, and their relations should

be able to be used in constructing effective representations for abstract

S

phenomena. An important part of understanding the abstract use of prepo-

sitions involves identifying the ''covert categories'" to which words belong.

RN G

As an example, consider the phrases below:

into a car
get | into trouble
into mischief
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in a car
be {in trouble
in mischief*

out of a car
get {out of trouble
*

out of mischief

We suggest that both trouble and car belong to a covert category which could
be called '"spatial enclosures,' but that mischief does not belong to this
category, even though its meaning is much closer to trouble's than is car's
meaning. This example seems to us to be similar to the mass/count distinc-

tion in English-~-words like house, person, and book are count nouns (we can

say '"a house' or "two houses'") whereas sand, butter, and water are mass

nouns (we cannot say '"a sand" or "two sands," but must add a measure phrase,
e.g. "a ton of sand,"” or "a lot of sand"). Mass nouns which common measures
associated with them can sometimes be used as count nouns, as in 'Waiter,
bring me two waters,”" and some nouns, like paper, seem to fit equally well

in either category. (Such categories are discussed in Whorf [1956].) We
will not deal further here with transfer of meaning between domains, although
this is a topic of great current interest to us. For those interested in
this topic, Jackendoff [1975] is a fascinating source of ideas; also see

waltz [1978], and Pylyshyn [1977].

7. Related work

This research has been influenced by a number of other pieces of work.
Several stand out and are described briefly in this section.

Three items stand out particularly: a thesis by N. Goguen [1973] a
report by G. S. Cooper [1968], and a paper by H. H. Clark [1973). Cooper's
work developed a gset of primitives and paper definitions for a number of
prepositions. While the primitives proved to be inadequate when we began

programming, this paper was an inspiration for the overall approach. Goguen
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wrote a program in many ways similar to this, but did not address the prob-
lems of multiple interpretations of prepositions. Clark's paper provided
valuable insights into the coordinate systems underlying spatial language,
and into the types of mental models people create from scene descriptionms.

D. V. McDermott's TOPLE [1974] deal with some very interesting aspects
of building a "mental model" of a scene from natural language. For example,
given the sentence.

(13) The banana is under the table, by the ball.
There are two interpretations: (1) the ball can be under the table, or
(2) the ball can be near the table, but not under it. If we were given

(14) The banana is under the table, by the floor lamp.
then the interpretation where the floor lamp is near but not under the table
becomes more likely, based on the typical size of a floor lamp. McDermott's
program is able to use size to make this type of distinction. However, the
"mental model” in this work is a data base of assertions, e.g.

(UNDER TABLE1l BANANAL)
and

(UNDER TABLE1l BALLL).

Winograd's SHRDLU [1972] is probably the most closely related program,
though its tasks were rather different--its 'mental model" was knowm com-
pletely to the language understander, not comstructed by descriptive natural
language input.

The book Language and Perception by Miller and Johnson-Laird [1976]
is a valuable source of ideas and an excellent compendium of results from
past work.

A number of other related publications are included in the list of

references for the interested reader.
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