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SUMMARY

Problem

In Air Force technical training, involving segments of system—
atic instruction, the frequency with which measurement occurs and
the associated number of measurement items administered constitute
large time demands with respect to the goal of minimizing training
time. These time demands are often magnified in a self-paced training
environment whenever the frequency of measuring students’ performance
is increased.

A self-paced training environment has been established in the
Advanced Instructional System (AIS), developed by McDonnel Douglas
Corporation under contract with the Air Force Human Resources Labora-
tory. AIS "is a comprehensive CMI/CAL [Computer-Managed Instruction/
Computer~Assisted Instruction] system for the administration and
management of large scale individualized technical training at Lowry
Air Force Base, Colorado" (McCombs, 1977, p.7). Trainee prescriptions
are based in part on the results of tests measuring each trainee’s
performance on objectives of the course. A terminal is used to read a
trainee’s answer sheet, score the test forms, transmit data to a
central computer, and print a prescription. The system is designed to
handle a daily load of 2100 trainees for four Air Force technical
training courses (Lamos & Waters, 1978).

In view of the fact that the Air Force has invested in a com- !
puterized training program with a high volume of testing, means :
of reducing the time for testing without a reduction in information H
obtained would be desirable. One of these means wmay be computerized
adaptive testing. This form of testing provides a test to an indivi-
dual based upon the person’s prior responses to items. Only items for
which adequate information can be obtained are presented. The process
avoids presenting test items from which little or no additiomal
information about the individual’s performance can be obtained.
Computerized adaptive testing can provide a method of significantly
reducing the number of test items presented and therefore reduce
testing time. Hence, adaptive testing has the potential of providing
significant reduction in training time and dollars.

I PA P—

In addition to the potential of reducing testing time, an adap-
tive testing procedure should reflect the necessary accuracy required
in making decisions about trainces’ proficiencies. Adaptive testing
procedures need to provide for different levels of decision-making
accuracy as required for job perfnrmance or for subsequent phases of
training-




One point that is generally overlooked, however, is that Air
Force technical training is a nominally criterion-referenced system
in which the acquisition of training objectives is evaluated using
criterion-referenced knowledge and performance tests. Therefore,

a testing system within this environment must be amenable to the
requirements of, and problems inherent in, criterion-referenced
testing.

i Approach

Eight versions of an adaptive testing model were formulated.
The model was based upon the use of the Wald binomial probability
ratio test and item prediction procedures employing a data base
of test item responses collected from prior examinees.

Yo

’ The validation portion of the research effort was a two-phase
study using computer simulations. The first phase employed Monte
Carlo simulations. Data were generated to reflect test item response
data that would be expected from actual trainees. The hypothetical 1
examinees in the simulations were nested within one of the eight
versions of the adaptive testing model or a control testing version.
Each simulated examinee within a test mode went through 10 hypothetical
tests using the assigned test mode.

The control testing version consisted of prespecificd fixed :
’ numbers of items presented. For each objective, an examinee’s mastery
or nonmastery was based upon the individual’s score in relatiom to a
single cutting score.

The adaptive testing model requires the specification of para-
meters such as the error levels associated with false mastery and
false non-mastery decisions. The prime investigator selected the
levels that appeared to be applicable to such training situations as %
the Air Force Weapons Mechanics course. Other parameters specified
were also selected to reflect the same training and job-related needs. y

The primary purpose of the first phase was to compare the accuracy
and the efficiency of the eight versions to each other and to the
. control version. Analysis of variance and a posteriori tests were
used to make the comparisons. Accuracy was measured in terms of total
loss--the sum of the losses incurred for incorrect decisions on each
objective. A loss value i8 a positive or a zero number assigned to an
action-outcome combination (Hays & Winkler, 1970). A zero loss value
! is assigned to any combination that reflects the best actions under
i. the true circumstances. If an action is less desirable than the best
]

actions, an error is associated with the action and is assigned a
positive value reflecting the level of error involved. A total loss
was computed for each examinee by test replication. The "true"
mastery/non-mastery status was known for each examinee on each




objective of each test since the data were generated by computer.
Efficiency was measured in terms of the number of it2ms presented.

The second phase employed two of the adaptive testing versions
selected on the basis of thelr performance in the first phase. The
primary purpose of the second phase was to compare the versions’ effi-
ciencies to each other and to the testing mode customarily used by the
Air Force. This last mode consisted of the presentation of the same
items for a given test to each examinee. Data used in the simulations
were obtained from examinees in the Weapon Mechanics course on four
different tests.

Results

‘e Phase I results showed that one of the adaptive testing versions
provided greater accuracy than the control version. Although the other
versions were equally as accurate as the control, the versions could be
expected to have greater accuracy if the values for the error parameters
were more stringently set. All versions of the adaptive testing model
were more efficient than the control version

Phase II results replicated the Phase I results with regard to
efficiency. Both adaptive testing versions made decisions more effi-
ciently than the conventional testing mode. The adaptive versions
required on the .iverage 75 percent fewer items than the conventional
testing version.

The overall results of the simulations suggest that a test of some
versions of the model with real examinees within the actual training
environment would not be premature. The results indicate the potential

™~
of adaptive testing for substantially reducing testing time. ~

The results also indicate additional appropriate research that
may be conducted with computer simulations. Such areas as the effects
of differential error levels on accuracy and efficiency should be
pursued. These areas and others may be investigated relatively
easily using the computer programs developed under this contract. ,-:
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THE PURPOSE AND NATURE OF THE STUDY

Testing trainees within their training programs is a vital
function in ascertaining who can perform sufficiently well or who
needs additional training. As important as the function is that
testing serves, 1t cannot require exorbitant amounts of time.
Unfortunately, when there are numerous training objectives on which
measures nf performance are necessary, presenting even a few test
items for each objective results in a test that is fairly lengthy.
Compounding the problem is the realization that classifying perfor-
mance on an objective as adequate or inadequate on the basis of a few
items can be highly inaccurate.

One possible solution is to use adaptive testing, that is, tests
with items that are selected for an examinee on the basis of that
individual’s prior responses or informatipn on the individual. This
type of testing avoids presenting items which provide little of no
additional information about an examinee’s performance. If an exam-
inee has demonstrated inadequate performance on an objective with four
items, there may be no need to present more items for this objective.
If an examinee has shown proficiency on an objective that incorporated
skills bearing upon subordinate objectives, there may be no need to
present items on these subordinate objectives. In essence, adaptive
testing provides an individualized test that can adequately ascertain
performance on objectives in an efficient manner.

The purpose of this study was to formulate and validate an
adaptive testing model addressing accuracy and efficiency of computer-
ized instructional testing in Air Force technical training. The model
and the validation studies were designed in relation to the type of
testing used in typical training programs such as the Weapons Mechanics
Training Course (63ABR46230) conducted at Lowry Air Force Base,
Colorado. Although the model was designed to be relevant to Air Force
needs, the model is applicable to many other computer-based testing
situations.

Two types of computer simulations were employed. A Monte Carlo
simulation was used to compare the accuracy and efficiency .of eight
versions of the adaptive testing model and a control treatment
consisting of tests with randomly selected items. The two versions
that appeared to be somewhat better than the others were then used
in a second computer simulation with data previously collected in the
Weapons Mechanics course. The purpose of the second simulation
was to judge how efficient the versions of the model were when actual
trainee data were used. The relative efficiency of the versious
was compared to the efficiency level attained by the present method of
testing at Lowry AFB.




THE ADAPTIVE TESTING MODEL

The adaptive testing model developed combines the models of
Ferguson (1969) and Kalisch (1974a, 1974b). Ferguson’s procedure
employs the Wald binomial probability ratio test to determine mastery/
nonmastery of hierarchically interrelated objectives. Kalisch’s
procedure employs a process that predicts item responses based upon
prior examinees’ data. In this study, a combination of obtained
and predicted item responses was used with the Wald binomial probabi-
lity ratio test and hierarchical configurations of objectives to
ascertain each examinee’s mastery/non-mastery of objectives.

Ferguson’s Adaptive Testing Model

Ferguson (1969) applied an adaptive model that assessed an
individual’s proficiency on an objective by using the Wald binomial
probability ratio test after each response by the examinee. (A
detailed description of the Wald probability raitio test, Ferguson’s
application of the procedure, and issues related to the application of
the Wald procedure to criterion-referenced testing appear in Appendix
A.) Once a mastery/non-mastery decision regarding the individual’s
proficiency on the objective had been reached, a branch to another
objective was based on the mastery/non-mastery decision and the
proportion of errors made. If the examinee mastered an objective,
branching was directed to a superordinate objective. The step size
from the objective tested to a superordinate objective increased
as the number of correct responses on the tested objective increased.
If the examinee did not master an objective, branching was directed to
a subordinate one. The step size from the objective tested to a
subordinate one increased as the number of correct responses to the
tested objective decreased.

Ferguson used a validated hierarchy of skills. "A sufficient
but not necessary element for branched testing is a valid hierarchy
of skills upon which routing may be based. The lack of a valid
hierarchy does not affect construction or administration of the
branched test; however, it has a profound effect on the usefulness
of the results derived from the test" (Ferguson, 1969, p.87).

Kalisch’s Adaptive Testing Models

Kalisch (1974b) used adaptive models that predicted the responses
to unanswered items of a test by comparing the item response patterns
of examinees to the response patterns of subjects whose item response
data had been previously obtained. The item having a probability

simulated examinee. The procedure continued until all the iter re-
sponses had been obtained or predicted.

10

closest to 0.5 of being answered correctly was presented to the -
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Although Kalisch used the responses to items corresponding to
instructional objectives, no determination of objective mastery/non-
mastery was made. Kalisch suggested that the same fundamental pro-
cedure be used and mastery/non-mastery decisions be based upon the
proportion of items to which correct responses were given or to which
predictions indicate that a correct response is probable.

The Adaptive Testing Model in This Study

Like Kalisch’s previous procedure, a vector of obtained and
predicted responses was used. The vector of correct and incorrect
responses was applied to the Wald binomial probability ratio test to
ascertain mastery/non-mastery of objectives. As with Ferguson’s
procedure, the specification of the hierarchical configuration of the
objectives indicated for which objectives mastery may be assumed and
for which ones further testing is necessary to ascertain mastery or
non-mastery.

A General Description of the Adaptive Testing Model Formulated

in this Study

Figure 1 shows a hypothetical configuration of objectives.
Objective 5 has Objectives 2 and 3 as its immediate subordinates,
or prerequisites. This means that mastery of the skill or compe-
tency represented by Objective 5 requires that both Objectives 2
and 3 be mastered. Non-mastery of either or both Objectives 2 and
3 implies non-mastery of Objective 5. The figure indicates no pre-
requisite to Objective 2. Objective 1 is prerequisite to both
Objectives 3 and 4. The immediate prerequisites to Objective 6
are Objectives 2, 3, and 4. No prerequisites are indicated for
Objective 7.

Generally some objectives are considered more important or
critical. Other objectives may be subordinate or prerequisite to the
former objectives, those of primary concern. If mastery can be
ascertained for the '"objective of primary concern," then there appears
to be little, if any, need to assess performance on the subordinate
objectives. If one wanted to use the model to assess performance on
all the objectives, then every objective would be identified as an
objective of primary concern.

The model first requires the specification of a hierarchical
configuration of the objectives and the identification of the "objec-
tives of primary concern.” Terminal objectives would generally be a
part of this classification (e.g., Objectives 5, 6, and 7 in Figure
3). Prerequisite objectives may also be considered terminal objec-
tives. For example, if Objective 1 is a prerequisite to numerous
objectives within a course, it may be that the objective is of suffi-
cient importance to be of primary concern. As another example,
understanding of technical terminology in a subject area may not only

11
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Figure 1. Hypothetical Hierarchical Configuration of Objectives
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be prerequisite to other skills, but also considered important as an
end result. Hence, this objective may also be of primary coacernm.

The mastery and non-mastery levels of each objective are then
specified or determined. Methods for setting these values are des-
cribed in the section "Setting 6; and 63" in Appendix A.

The model developed for this study has two methods of item
selection. Both methods consider item mastery and non-mastery, that
is, whether an item has been answered correctly or incorrectly,
respectively. With the first method, an item having the highest
mastery/non-mastery agreement with the objectives of primary concern
is selected for presentation to an examinee. With the second wmethod,
an item having the highest mastery/non-mastery agreement with each
item corresponding to the objectives of primary concern. The
measures of agreement for each method are based on data obtained
from prior examinees.

Regardless of the item selection procedure used, responses
obtained for the selected items are matched with the same patterns
displayed by prior examinees. The item response matching technique
provides information both for selection of the next item and predic~
tion of responses to unpresented items.

On the basis of both types of responses, obtained and predicted,
mastery/non-mastery classifications of objectives are made using the
Wald probability ratio test. For example, suppose that for an objec-
tive, responses were obtained to three items and predictions were made
for six other item responses. These nine responses (correct/incorrect
for each item) are then to be used in the following formula:

Ce 1 -¢C¢
S = (R * logyy 7o)+ 10N = R) + (logyy 7))

where R = number of items answered (or predicted as being
answered) correctly

N = number of items (number presented plus the number
predicted)

Cg= the critical non-mastery score (difficulty of the
objective for non-masters)

C,= the critical mastery score (difficulty of the
objective for masters)

13




In Appendix A

wv
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where n
d

Pp and Py are

Py

where 90
61

Changing the

n
d

60
!

Hence,

Pg

and similarly

Py

it is shown that
P (d,n)

log,, ——
10 Py(dsn)

the number of elements in the sample
the number of defective elements in the sample.

determined from the formulas

d n-d
(dyn) = 8o (1 - 80)

d n
(d,n) =6, (1 ~6,)

’

= maximum proportion of defectives permitted for
the entire collection

= proportion of defectives at or above which the
collection is to be rejected.

context from 'defectives" to "mastery,"

[]
——ZZ
[ T |
a0 w
o

(d,n) = Pg (N = R, N)
= ogh "R (1 - gg)¥-(N - R)
= ogM = R (1 = gk
- (1 - CP)N - R, CPR

’

4

(dyn) = P} (N - R, N)

= (1 -CpN - R, geR

14
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Therefore,
R N ~-R
C¢ (1 - Cg)

S = log
10 CPR a - CP)N R

c® 1-c VR

= log)g c, ‘1= Cp

1l - Cf

C
= R log10 Eﬁ + (N - R) log10 I_:—E;

As an example, suppose two items were answered correctly, one
was answered incorrectly, and the predictions indicated a correct
response to each of the six other items. Hence, N = 9 and R = 8.
Suppose C¢ and C, have been determined from prior data. Let
Cg = +6 and Cp = .9. Based on these values

S

.6 o4
(8 log10 ) ) + [(9-8) (logm I )]

S

i

-1.409 + .602 ‘

S

[H]

-0.807

Mastery/non-mastery classifications are determined by comparing the
value of S to ratios involving a and 8 (classification error parameters)
as follows:

* If S > 1og10 l_i_ﬁ’ the objective is not mastered

—B

* If § < loglo 1 -3 ° the objective is mastered

* If neither of the above conditions is true, no mastery/ .
non-mastery classification is possible (additional item
responses are necessary).




Suppose that the values selected for a and B are .l and .2,
respectively. Then

A= log10 -1—:"1 = 903

B = log10 i—f—; *x —.653

Since S < p, the objective is classified as mastered.

The model developed for this study has two response matching
procedures. One method matches the pattern of dichotomously scored
(correct/incorrect) responses for an examinee with response patterns
of prior examinees. The second method employs an additional matching
procedure on the basis of mastery/non-mastery classifications of
objectives. An example serves to illustrate the two methods. Suppose
that an examinee has answered 10 items, six correctly and four
incorrectly. Additionally, sup-ose that it has been concluded that
the examinee has not mastered one of the objectives of primary concern.
With the first method, prior subjects’ data with exactly the same
pattern of correct and incorrect responses to the same items presented
to the examinee are used to make predictions on other item responses
and to select additional items for presentation to the examinee. With
the second method, prior subjects’ data must not only have the same
pattern of correct and incorrect responses but also have the same
mastery and non-mastery classifications on the same objectives as the
examinee.

In addition to the two item selection methods and the two re-~
sponse matching procedures, the model developed has another dicho-
tomous option--whether obtained responses should or should not be
checked for examinee inconsistency. Inconsistent responses by an
examinee would include (a) correctly answering an item by guessing
vhen other related items have been answered incorrectly and
(b) incorrectly answering an item by mistake. The inconsistency
check may require the presentation of more items but would be expected
to improve the accuracy of item response predictions and item selection
and hence improve the accuracy of mastery/non-mastery classifications.

The model assumes that mastery of an objective implies mastery of
all its immediate subordinate objectives; non-mastery of an objective
implies neither mastery nor non-mastery of the immediate subordinates.
Mastery classification on an objective of primary concern results in
an assumption that all the immediately prerequisite or subordinate
objectives are mastered, unless a subordinate is also of primary
concern. Non-mastery classification on an objective of primary
concern results in testing each immediate subordinate as an objective
of primary concern.
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The model assumes that the classification of an objective for
which insufficient items exist for a mastery/non-mastery decision is
"indeterminate." This decision occurs whenever the pool of available
items is exhausted before a mastery/non-mastery decision can be made.
Such an objective is presently treated as "unmastered” although
this could be altered without affecting other components of the model.
Rather than assuming the objective to be unmastered, the process could
ascertain which classification zone the examinee’s response pattern
more closely approached. Ferguson (1969) used this procedure, but
only after asking for 30 item responses for the objective. If a
trainee cannot demonstrate mastery performance within a realisti-
cally expected number of items, immediately prescribing remedial
instruction appears to be more efficient than giving a lengthy test
to make a decision. An objective for which an undesirably high
proportion of "indeterminate" classifications has been made indicates
an insufficient number of items, insufficient item discrimination,
or unrealistically high specifications for acceptable misclassifi-
cation errors.

The adaptive testing procedures defined are terminated when
either of the following conditions occurs:

1. All objectives have been classified as mastered or
unmastered.

2. The number of prior examinee observations in the data
base upon which predictions are based is less than two.

For the first condition, the test is terminated. For the second
condition, unpresented and unpredicted items corresponding to objec-
tives of concern are randomly presented to the examinee. Terminationm
of the test occurs when each objective is classified. (Some objectives
will be classified as "indeterminate”" if the item pool for the objec~-
tive is exhausted without a mastery/non-mastery decision possible.)

The overview of the procedures in the adaptive testing model
formulated for this study has described eight cells of a 2 x 2 x 2
configuration of options. These derive from three options, each with
two conditions:

1. Two methods of item selection based upon

A. Item-objective agreement
B. Inter-item agreement

2. Two response matchine procedures based upon
A. Only item response patterns

B. Both item response and objective classification
patterns

17
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3. A dichotomous option regarding examinee response incon-
sistency.

The details, including mathematical formulas, for these options are
described in succeeding paragraphs, but since other elements of the
model affect the computations, a discussion of these elements follows.

Basing Decisions on the Data Base. The decisions made in the
adaptive testing process are dependent upon information collected from
prior examinees. Although the model presently assumes that each
prior examinee has answered all the items for each objective, it could
accommodate a data base consisting of responses by prior examinees to
overlapping subsets of item pools. Decisions such as selection of
items for presentation and prediction of correctness/incorrectness of
item responses are made ob the basis of the interrelation of item
responses by prior examinees whose response patterns match the present
examinee’s pattern. For each item response obtained from an examinee
using the adaptive test, a smaller subset of prior subjects’ data is
used to make decisions-~a subset of examinees’ dichotomously scored
responses, exactly like the present examinee’s response pattern.

As an example of the ways item response patterns are used,
consider the dichotomously scored item responses in Table 1. The
"1°s" indicate correct responses, whereas "0’s" represent incorrect
responses. These data would be obtained from prior examinees.

Table 1

Data Base of Item Responses

Items
Subjects
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Suppose that an examinee is presented with Item 2. The item is
answered correctly. Based upon the data base in Table 1, the
conditional probability of answering item 1 is computed as follows:

P(C, n C —
P(C JC) = 1 2) = 10 - 3
1 2 P(CZ) 6 6

10

where P(C1/Cy) means the probability of answering Item 1
correctly given that Item 2 has been answered
correctly

Cy means Item 1 is answered correctly
C; means Item 2 is answered correctly.
Similarly, to determine the probability that the examinee will

answer Item 3 correctly given that Item 2 has been answered
correctly, the same procedure is used. Hence

P(C3 n CZ)
P(CZ)

2

P(C|C) = =10 -1
32 6 3
10

If the probability of answering an item is sufficently high or low,

one should be willing to predict that the examinee will answer the item
correctly or incorrectly, respectively. The test used in the adap-
tive model is that if the probability is less than or equal to a,

where a is the Type I error level for the corresponding objective,

item non-mastery is predicted. Similarly if the probability is

greater than or equal to 1-8, where B is the Type II error for the
objective, item mastery 1s predicted.

For example, if a = .2 and 8 = .1,
P (C1|C?) =

and P (C3|C2) =

19 e
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Hence no predictions of item mastery could be made. Similarly,

P IC) =2>am=.2
172" T %

and P (C |C) =21 >q=.2
32 3

Therefore no predictions of item non-mastery would be made.

If item 3 were presented and the examinee answered the item
correctly, the probability of answering item C; correctly would
be computed as follows:

P(C, nC, nC.,)
B(C,|C,, Cp) = 1 2 3
P(C, C,)

10
2~ 1
10

Since P(C;|Cp, C3) =1 >1 - 8 = .9, it would be predicted
that Item 1 would be answered correctly by the examinee.

Response pattern matching 1s also used for selecting items for
presentation. Item selection procedures are described in an ensuing
section.

The minimum number of examinees from whom item responses must be
obtained for the data base is not known. Kalisch (1974b) showed
that, in the versions of the model he used in an earlier study, 100 to
200 examinees’ sets of responses to 33 items, produced results that
were not significantly inferior to those obtained when large data
bases (2000 sets of responses) were used. Kalisch did not make
mastery/non-mastery classifications for the objectives. His criteria
for selection of items were based on the difficulties of items rather
than the interrelationship of an item to the objectives or to other
items. Because his versions are different from those developed for
this study, his conclusions do not indicate a required data base size
applicable to the present model.

Individual Examinee’s Historical Data Record

Although decisions may be made solely on the basis of data
collected from prior examinees, such decisions do not consider system-
atic patterns demonstrated by the examinee using adaptive testing. 1In
situations such as training programs in which testing occurs at
numerous points in the program, there is an opportunity to obtain
information on each individual. This information can be used to
determine how well the adaptive process is working and whether it
should be altered for the individual; the information can also
be used to determine whether the prediction criteria should be changed
for the individual, to increase accuracy or efficiency in decision
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making. To capitalize on the systematic patterns demonstrated by
individuals, a data record for each examinee is updated after each
test. When sufficient data are contained in the record, these data
are used for item prediction and selection purposes. This collection
of data is to be called an examinee’s historical data record.

The historical data record for an individual permits transforming
the conditional difficulty of an item, based upon the data base, into
the individual’s difficulty level. For example, on the basis of an
examinee’s item response pattern and information in the data base, the
conditional difficulty of an item might equal .75. This means that
for prior examinees with the same item response pattern, 75 percent
answered the item correctly. On the basis of this information, the
probability that the present examinee would answer the item correctly-
equals .75. Using the individual’s historical data might indicate a
different probability. Suppose that over a period of time data have
been collected on the individual’s actual performance in correctly/
incorrectly answering items with group conditional difficulties
approximately equal to .75. For example, the historical data for an
individual may indicate the person’s probability of answering an item
with a group conditional difficulty value of .75 is .8. On the basis
of these individual difficulty estimates, the adaptive testing proce-
dure is modified to increase accuracy and/or efficiency.

Lacking a generalizable continuous function that would adequately
define the transformation of group conditional difficulties into
individual difficulties, the collection of data within difficulty
intervals was used. Each individual’s historical data record is
subdivided into 21 intervals of group conditional difficulties. The
intervals are defined in Table 2. For each of the 21 categories, the
following data are collected:

1. Present mean value (difficulty)
2. Number of observations upon which mean is based

3. Lowest value Jsbserved in the interval.

b 1 n ) 21
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Table 2

Definitions of Group Conditional Difficulty Intervals

Interval Number Values in Interval
1 0, .025)
2 .025, .075)
3 .075, .125)
4 .125, .1795)
5 175, .225)
6 .225, .275)
7 .275, .325)
8 .325, .375)
9 375, .425)

{
[
[
[
(
(
{
{
{
(
11 [ .475, .525)
[
(
(
(
[
[
{
{
[
(

10 <425,  .475)
12 .525, .575)
13 .575, .625)
14 .625, .675)
i5 675, .725)
16 .725, .775)
17 775, .825)
18 .825, .875)
19 .875, .925)
20 .925, .975)
21 .975, 1.000]

Note: 1In this table and throughout the text a bracket indicates
the number next to it is included in the interval, whereas a
parenthesis indicates the number next to it is not included in the
interval. Hence the interval [.025, .075) contains all values
betwcen .025 and .075, including .025, but not including .075.

Suppose the following conditional difficulties of items were
observed as well as whether the examinee answered the item correctly or
incorrectly, (1 = correct; 0 = wrong):

Observaticn Conditional Difficulty Right or Wrong

.74 0
<75 1
.76 1
.728 0
771 1
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All of the conditional difficulties fall in the interval [(.725, .775)--
Interval 16. Hence, for these five observations, Interval 16 would
have the following data stored:

. Mean = .6 (3 out of 5 items answered
correctly—--sum 0 and 1’s,
and divide by 5)

. Number of observations = 5

. Lowest conditional difficulty observed = .728

If a sixth observation applicable to Interval 16 is incurred, the
values are updated. Hence, suppose an item is answered incorrectly
when its conditional difficulty is .726, the revised data would be as
follows:

. Mean = .5
. Number of Observations = 6
. Lowest Observed value = .726

Data are collected for an individual’s historical data record on
every item presented and on randomly selected items for which predic-
tions have been made. For each item selected for presentation there
exists a group conditional difficulty determined from the subset of
data base responses having exactly the same item response pattern as
the present examinee. The item response is dichotomously scored and
the results recorded in the historical data record. For an item on
which a prediction has been made, there is also a group conditional
difficulty value. Based upon the number of observations already
collected within the corresponding conditional difficulty interval, a
decision is made whether a response is to be collected on the pre-
dicted item. 1If a response is obtained, the duia are added to the
historical record but are not used for decision making during the
present adaptive test.

Th. coliectio of resporses to items on which predictions have
been wade may decrease the efficiency without increasing the accuracy
of te decisions made during the examinee’s present adaptive test. As
sutticient data are compiled in the individual’s historical record,
the need to present such items would decrease. The model assumes that
historical data collection never ceases, but diminishes as the data in
the historical record increases. Hence, the reduction in efficiency
with no increase in accuracy during the present adaptive test is
permitted in order to obtain data that will increase accuracy and/or
efficiency on future adaptive tests.

In this study an algorithm for deciding whether an item with a
predicted response should also be presented, was defined.
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The probability P, that an item with a predicted response should
also be presented was defined as

N

N+ 3 if N < 10
Py = 3

N+ 1 if N > 10

where N = number of observations presently in the corresponding
group conditional difficulty interval.

A random number r in the closed interval [0, 1} is selected. If r < P,
the item is also presented to the examinee. The significance of

10 observations in the formula is based upon a subjective decision

that 10 observations would be minimally required to estimate the
individual’s item difficulty value within any single group conditional
difficulty interval.

‘One way in which the historical data are used is to obtain
difficulties more accurately representing the individual’s difficulty
level than can be obtained directly from group conditional difficul-
ties. The computation of the individual’s item difficulty for item i
is represented by F(i = 1) whereas the group conditional difficulty
for the same item is represented by P(i = 1). Suppose that P(i = 1)
= ,87. 1In Table 2 Interval 18 contains the probability for answering
items with difficulties in the interval [.825, .875). If the mean
value for the interval is based upon 10 or more observations, the mean
is assigned to F(i = 1). If Interval 18 were to have fewer than 10
observations but each of the two adjacent categories (in this case
Intervals 17 and 19) has 10 or more observations, then an estimate of
the mean for Interval 18 would be computed as follows:

mean, , + mean
17 . 19
2 )] + [n18 X mean]

[(n,

17 + n19) x (

+ 1 +n

n 18 19

17

where nj7, njg, njg represent the number of observations for
Intervals 17, 18, 19, respectively. If an interval has neither 10
or more observations nor two adjacent categories with 10 or more
observations each, then the interval has insufficient historical
data. In this case F(i = 1) is set equal to P(i = 1).

Another way ih which the historical data are used is to alter the
difficulty value for which predictions of item response correctness
and incorrectness are made. The item responses obtained from an
examinee are matched against sets of responses obtained from prior
examinees. From data base response vectors exactly matching the
examinee’s response vector, predictions of other item responses (i.e.,
whether the item will be answered correctly or incorrectly) are made.
The decisions to predict item response correctness and irncorrectness
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are dependent on the values of @ (false non-mastery) and B (false
mastery) for the objective to which the item corresponds. The com-
plements serve as the critical values for item predictions. If

F(1 = 1) >1 ~ a, it is predicted that Item 1 will be answered correctly.
If the probability of answering an item incorrectly F(1 = 0) > 1 - 8B,

it is predicted that Item i will be answered incorrectly. Note that

F(1 = 0) equals 1 - F(i = 1).

Item Selection

Two methods of item selection were developed for the model. The
first method considers the mastery/non-mastery agreement between
each item not presented or predicted with all the objectives of
primary concern. The second method considers the mastery/non-mastery
agreement between each item not presented or predicted with all the
unpresented and unpredicted items corresponding to objectives of
primary concern. (Item mastery or non-mastery means that the item
has been answered correctly or incorrectly, respectively.)

*

Item—Objective Agreement. 4 coefficient of agreement is computed for

each item not presented and for which prediction of correctness/incor=-
rectness has not yet occurred. The item with the highest coefficient
is presented to the examinee. The formula for the coefficient of
agreement between Item 1 and the n objectives of primary concern is

C + 4
(1;0 ,6 ,...0 | r,s) =
1 2 n

[ {E (Prob (0 =1) | (r,6,1 =1)] * [FL =1) | 7,87 }
u=1l u

+ {1 (Prob (0 =0) | (£,8,1 =0)] * [F(4 =0) | 2,81 } 1 /n
U.=‘l u

where 1 is the item under consideration
01, 09, +..0, are the n objectives of concern
i = 1 means Item i is answered correctly
1 = 0 means Item i 1s answered incorrectly
0, = 1 means Objective u 1s mastered

0y = 0 means Objective u is not mastered
-
r is the vector of objective mastery/non-mastery

classifications for the examinee
-
s is the wvector of examinec’s dichotomously scored item

responses

F(1i = 1) 1s the probability of the examinee’s answering
the iter correctly

F(1 = 0) is the probability of the examinee’s answering
the item incorrectly.
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The formula is devoid of the objective vector ¥ if the response
matching procedure is based on only item response patterns.

Inter-Item Agreement. The coefficient of agreement of an item
with other items indicates the extent tu which the correctness/incor-
rectness of the item response agrees with the correctness/incorrect-
ness of responses to the other items. A coefficient of inter-item
agreement is computed for each item neither presented nor predicted.
The item with the highest coefficient is presented to the examinee.
The formula for the coefficient of agreement between item iy and
the n other items corresponding to objectives of concern is

n + »> + >
A(ix;il’iZ""in) = {jil [P(1, = 1)[( r,s,1 = l)l'lF(ix =1)|r,s) }

b
n + > +> >
+{ I [P, = 0)[(r,s,i = 0)]*[F(i_= 0)|r,s] } /n
j=1 j - x X
where P(ij = 1) is the group conditional difficulty of

item ij (the probability of answering the
item correctly)

P(ij = 0) is the probability of answering item i
incorrectly [P(i; = 0) =1 - P (i = 1;]

F(iy = 1) is the individuai's probability of answer-
ing item iy correctly

F(ix = 0) is the individual’s probability of answer-

ing item iy incorrectly.

is the objective mastery/non-mastery pattern for the

xaminee.

is the item response pattern (correct/incorrect)

for the examinee.

"+

u+

As in the item-objective method, if the response matching procgdure is
based solely on the item responses, then the objective vector r is not
included in the formula.

Response Matching Procedures

Two response matching procedures were defined. With the first
method, a vector s of dichotomously scored responses is generated for
an examineg. With each additional response collected within an examina-
tion, the s vector increases. The individual’s s vector is matched
with sets .of respgnses in the data base. Only data base sets with
exactly the same s vector (the same pattern of ones and zeros to
exactly the same questions answered by the examinee) are considered.
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With the second method, not only is the $ vector used but also an T
vector of mastery/non-mastery classifications for objectives is employed.
Only data base sets with exactly the same 8 and T vectors

are considered. With both methods the matching procedure provides

the subset of data base entries that is used for making predictions

and selecting other items for presentation.

Examinee Response Inconsistencies

"Untrue' responses by an examinee are those responses that do not
agree with the examinee’s '"true' response~-that is, the examinee’s re-~
sponse that is not arrived at by guessing and has not been erroneously
selected or created. '"Untrue' responses are expected to occur in such
cases as:

* Selecting the correct answer by guessing when in actuality
overall performance indicates the examinee should have
answered the item correctly. f

- a2 AP Wi o S A

* Providing an incorrect answer because of
misinterpretation of a phrase in the question.

AR i

*+ Pressing answer choice "2" on a terminal keyboard
when the examinee intended to press "3", when
"2" {s the correct choice.

Item responses which are provided by an examinee but which are con- T
trary to the examinee’s "true" response introduce potential measurement '
error into any testing process. In the adaptive test model, erroneous
responses introduce error into s, ,the item respunse vector. Predic~-
tions of other item responses and selection of items for presentation
are based on s. Generally it would be expected that item prediction
errors would affect the accuracy of the system, whereas errors in item
selection would reduce the efficiency of the system. Prediction and
selection errors would occur since the adaptive testing process relies
on matching the examinee’s s with exactly the same response vectors
in the data base. Errors introduced into 8 would produce a compar- .
. ison between the examinee’s performance and the wrong subset of prior
E examinees. Even if some of the response sets in the data base contain
f the same errors as made by the present examinee, it would be expected
: , that for each item the majority of prior examinees have provided
f responses that concur with their "true" responses. Hence errors

? ’ introduced into the examinee’s item response vector would be expected
' to compare the examinee’s performance to an inappropriate subset of P
B

: '
I
} l. . prior examinees.
' The adaptive testing model has included an optional component

‘ that checks for potentially "untrue" responses by comparing the
o examinee’s inter-item response consistency to the inter-item response

1. 7




consistency demonstrated by all prior examinees whose data are included
in the data base. When this option is selected, it is necessary that
at least two items be presented for the examinee’s responses prior to
5 making predictiogs or other item selections based on the item
response vector 8. The present model requires that a set of items be
independently selected and presented. The number of items must be

N sufficient so that the probability of answering all of them correctly
: by chance alone is less than or equal to .05. This criterion was
selected by the investigator based upon his judgment that it 1is
reasonable. For multiple choice items each with five alternatives,
the requirement is two items. For items each with three alternatives
the requirement is three items. For items with two alternatives the
requirement increases to five items.

R YL
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The purpose of obtaining responses to a set of independently
selected items is to determine whether the examinee has demonstrated a
sufficiently consistent response pattern to warrant this pattern
serving as the item response vector. A coefficient of relative
interrelationship Ry between item x and all other items for which
responses have been obtained is computed as follows:

$ G(x,1)

Ry = i , where
$ T(x,1)
i

Cl if both responses to Izem x and Item i are
correct or if both responses are incorrect.
6(x,1) = §
0 1if one respomse is correct and the other is

wrong.

I(x,1) = { { £ P =1 | x=1)) « P(x

1)

+{zP(L=0]x 0)Y] » P(x 0) 1 .
G(x,1) is computed on the basis of the examinee’s responses to
Item x and all the other items presented. Suppose that three

items have been scored as shown in Table 3.

Table 3
Three Scored lItem Responses

1
Item Scored Response

1 1
2 1
3 Q

A
r- gy oy

.

~

1 1 = Right
0 = Vrong.
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For item 1 = 1,
G(1,2) = 1 since both items were answered correctly
G(1,3) = 0 since one was answered correctly and the
other was answered incorrectly.

I1(i,x) is determined from the data base. The formula,
although expressed differently from the G(x,i) is computed in the
same manner. I(i,x) is the frequency of agreements in correctness
or incorrectness of Items x and i, divided by the total number of
cases. Suppose, for example, the data base consisted of the scored
responses shown in Table 4.

Table 4

Scored Responses in Data Base

Item Examinees
1 2 3 4 5
1l 1 1 1 0 0
2 1l 0 0 0 0
3 1l 1 0 0 0

I(1,2) = 3/5 = .6 (3 agreements out of 5 cases)
I(1,3) = 4/5 = .8 (4 agreements out of 5 cases)

On the basis of the above computatioms,

Rl = I Gil)i) - G(llz) + G(1)3)

£ I1(2,1) I(1,2) + 1(1,3)
L+ 0
.6 +.8
D S
= 1.4 0714

In similar fashion

R2 - I Gg2,12 - G(an) + G(Z)SI

I 1(2,1) I1(2,1) + 1(2,3)
-1+ 0 . gy
.6 + .8

R, = I G(3,1) = G(3,1) +G(3,2)
I I(3,1) I(3,1) + 1(3,2)

- 0 + 0 = 0

~08 + .8

29

N W T

Fo




Ry indicates the examinee’s consistency as compared to that of
prior examinees. It is possible that the present examinee demon-
strates greater consistency than prior examinees, but when the present
examinee’s consistency is less than that for prior examinees, it is
assumed that the person’s item response pattern contains "untrue'
responses. The criterion for sufficiently consistent responses by an
examinee was set in this study at .90. 1If this criterion is not
attained for each item, the item with the lowest Ry value is tempor=-
arily rgmoved from consideration as a member of che item response
vector s. Prior to making decisions based on s, the item
response vector must contain at least the required minimum number of
elements (equal to the number of items to be answered to insure that
the probabillty of guessing the correct answers is less than or equal
to .05). 1If S contains fewer elements, other items must be
independently selected*without reference to 8. Whenever the
number of elements in s equals or exceeds the minimum require-
ment, item selections and predictions are based upon 8. After
the presentation of each additional item, all items for which
responses are obtained are included in the calculations of the Ry
values. Hence, although an item response may be questioned and not

’ included in s, a future recalculation may indicate the item
response to be consistent with the examinee s other responses.
Likewise, items once contained in s may on a future recalcula-
tion be excluded.

Yo

Eight Versions of the Adaptive Testing Model

Table 5 provides a delineation of the options used for each
of the eight versions of the adaptive testing model that result
from the three options, namely:

* Method of item selection
* Method of response matching

* Option of checking response inconsistencies

-~
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Options Employed in the Eight Versions

of the Ad

em Alas e

Table 5

aptive Testing Model

1
sponse Matching Inconsistency Check

Version Item Selection Re ;
1 Item~Objective only 3 No
2 Inter-Item only 8 No ‘
3 Item~Objective both T and & No
4 Inter-Item both T and 8 No )
5 Item-Objective only 8 Yes
6 Inter-Item only 8 Yes
7 Item-Objective both T and & Yes
8 Inter-Item both T and § Yes

1-§ is the item response vector

r is the objective mastery/non-mastery classification vector

-3~




PHASE 1 DATA GENERATION AND EXPERIMENTAL DESIGN
The purpose of Phase I of the study was twofold:

1. To test for the relative accuracy and efficiency of
the eight versions of the adaptive testing model.

2. To study elements of the model to determine
how well they are working, namely:

* The relation of loss tc individuals’ achievement levels

* The nature and effectiveness of the individuals’
historical data bases.

Accuracy was examined in terms of correct mastery/non-mastery classi-
fications. Efficiency was investigated in terms of the number of
items presented to examinees.

The control treatment to which the adaptive testing versions were
being compared involved the testing of every objective. For each
objective, a prespecified number of items was randomly selected for
each examinee. Under the control version, examinees generally
receive different items for an objective, but each receives the
gsame number of items. For each objective, a randomly selected
integer between three and six, inclusive, was chosen for the nuumber
of items to be presented. Mastery of an objective was obtained
if an examinee obtained a score of N = 1 or higher, where N equals the
number of items presented. A score of less than N - 1 resulted in
a non-mastery classification. The resulting lengths of tre tests
and the mastery criteria reflected the parameters used in the Air
Force Weapons Mechanics training program at Lowry AFB.

Phase I employed Monte Carlo simulations. Item response data
were generated for hypothetical examinees who were to demonstrate
some consistency in performance across examinations. This assumes
that individuals in instructional programs demonstrate a certain
consistent performance in mastering or not mastering objectives.
The adaptive testing model uses each examinee’s past test perforum-
ance data to make decisions on present and future testing. Hence
the Phase 1 experiment was designed to study the effects on effi-
clency and accuracy as past examinee test performance data became
available.

For each examination by adaptive test version, two sets of
examinee data were generated--one representing past examinees’
responses and the other representing responses that are obtainable
from present examinees. For the control version, only one set of
examinee data was generated for each examination. A set of examinee
responses was generated in two steps using two computer programs,
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GENTAB and GENRESP. For each examinee, GENTAB produced values for
elements of consistency to be demonstrated across examinations. These
elements were the examinee’s achievement level and risk of guessing.
The values from GENTAB and additional parameters were used to produce
item responses through program GENRESP. Parameters specified for
GENRESP included the following:

* Hierarchical configuration of the objectives.

* Objective parameters such as difficulty,
discrimination, and passing criteria.

* Proportion and type of hierarchical errors.
Guessing factor for answering items correctly.

Program GENTAB

A four-digit number representing the probsbility of mastering
an objective was randomly selected in the open interval (0,1).
The examinee records were sorted on the basis of achievement
levels. Achievement levels ranged from zero through one, inclusive.

The second parameter generated for each examinee was the risk
value for guessing. Based upon the assumption that individuals
differ as to the risk they will take in guessing at the answers to
items, a random number in an interval was assigned to the indivi-
dual. The risk value represents the probability of attempting to
guess the correct answer given that the examinee’s true response
to the item is incorrect. The value does not represent the pro-
bability of answering the item correctly, but rather the probabil=-
ity that a guess will be attempted. The random number chosen for
an individual was in a prespecified interval. For this study, the
following ranges were used with the proportion of examinees being
assigned values in each of these categories (levels of guessing):

Category Probability of Guessing Proportion of Examinees
1 0.95 - 1.00 .90
2 0.85 - 0.949 .05
3 .75 - .849 .05
i The high probability values reflect the non-penalty for guessing
in the Air Force instructional testing environment.

Program GENRESP

'

.. For each set of data produced by GENTAB, parameters were speci-

) fied to produce responses that included errors attributed to exam-
inees’ guessing and hierarchical inconsistencies among objectives.

- Program GENRESP was used to procduce item responses for both the data
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bases (the hypothetical data obtained from prior examinees) and the
test bases (the hypothetical data for the examinees taking the adap ‘
tive tests). j

b

An_Example of Item Response Generation. From program GENTAB, a
file containing records, one for each hypothetical examinee, was
generated. Each record contained an examinee’s identification number,
achievement level, and risk of guessing. An exaumple of such a file 1
appears in Table 6.

Table 6

Sample File Produced by GENRESP

ID Probability of Passing Risk of Guessing A
001 .98 .96 |
002 .96 .87 '
003 .92 .99
049 .09 .78
050 .05 .95

The records were ordered in decreasing order of the achievement
level. The same GENRESP file was used to produce item responses

for all the examinees in any one testing version. Hence a file such
as in Table 6 was used to generate examinees’ responses to 10 differ-
ent examinations, each of which was taken by the hypothetical
examinees listed in the GENRESP file.

To generate the examinees’ responses to an examination, the number
of objectives and the number of items for each objective were
specified. For all tests considered in this phase there were five
objectives-~two superordinate and three subordinate objectives.

Each superordinate objective had 15 items and each subordinate had
20.

Hierarchical Configuration. The configuration was randomly
determined. A subordinate objective could be subordinate either
to one or both of the two superordinates. One configuration that
was used is shown in Figure 2. Objective 3 is subordinate to both
Objectives 1 and 2; Objective 4 is subordinate only to Objective
1; Objective 5 18 subordinate only to Objective 2.
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Figure 2. Randomly configured hierarchy of objectives.

Objective Difficulties. For each superordinate objective
a random number in the interval [.75, .95] was selected. The objec-
tive difficulty is the average difficulty of the objective’s items.
The interval [.75, .95] reflects the average difficulty of items in
the Weapons Mechanics course. Similarly for subordinates, a random
number was selected in the same interval except that the value had to
be greater than or equal to all its superordinate’s difficulties. The
rationale for this requirement is that superordinates are generally
more difficult tasks than any one of the subordinates, hence the
subordinate’s difficulty would not be expected to be less than its
superordinate’s. Table 7 shows the objective difficulties selected
for the example.

Table 7

Examples of Parameters Required for Program GENRESP

Difficulties
Objective  Proportion Objective Non-
Objective Difficulty Passing Discrimination Masters Masters
1 .92 .85 .30 .96 <66
2 .81 .81 .28 .86 .58
3 .93 .99 .27 .93 .66
4 .95 .90 .12 .96 .84

Proportion Passing. For each superordinate objective, a ran-
dom number in the interval [.75, .90] was selected. The proportion
passing the objective is synonymous with proportion mastering the
objective. For subordinate objectives, a random number in the
interval [.85, .99] was selected, provided the value equaled or
exceeded all 1its superordinate’s proportion passing values. Table
7 shows the proportion passing value for the example.
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Objective Discriminations. Objective discrimination is define
as the difficulty for masters minus the difficulty for non-masters
Maximal discrimination would be obtained if all true masters answe
all the items correctly and all true non-masters answered all the
items incorrectly. No data for determining discriminations were
available on the Weapons Mechanics examinations. Hence the ranges
selected for the discrimination values were conjectures. For each
superordinate, a random number in the interval [.2, .5) was selected.
For each subordinate, the value selected was in the interval [.1, .4].
Table 7 shows the discrimination values selected for the example.

Difficulties for Masters and for Non-Masters. The difficulties
of the objectives for non-masters were calculated from the formula

difficulty, = objective _  proportion objective
difficulty passing discrimination
The difficulties for masters was tnen calculated as follows:
difficulty, = difficultyg, + objective
discrimination

For Objective 1 the calculations would be performed as follows:
difficultyNM = .92 - (.85 x .30)
= .665

difficulty, = .665 + .30

. 965

Table 7 shows the difficulties (rounded to the nearest hundredth)
for masters and for non-masters.

Assignment of Mastery/Non-Mastery Status to Examinees. Proceed-
ing sequentially through the file produced by GENTAB, the computer
selected a random number in the interval (0,1) was made for each
examinee. If the random number equaled or exceeded the examinee’s
achievement level, a mastery classification on the objective was
given. This procedure was used independently for each of the two
superordinate objectives. The process continued until the proportion
of examinees mastering the objectives equaled their respective propor-
tion passing values. Each subordinate objective to a mastered super-
ordinate was classified as mastered also. This assumes a valid hier-
archy, that is, mastery of superordinate objectives implies mastery of
their subordinates. For the subordinate objectives, if the proportion
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passing was not yet attained, the file was sequentially processed for
each examinee who had not yet been given mastery status. The random
selection of a number in the interval (0,1) was compared to the
examinee’s achievement level. The subordinate objectives were classi-
fied using the same process as for the superordinates.

Hierarchical Errors. Thus far the process has assumed a com-
pletely valid hierarchy--one ian which mastery of a superordinate
implies mastery of all its subordinates for every examinee. Pro-
gram GENRESP provides for hierarchical error levels to be specified.
For the Phase I study, an error level between .00 and .10, inclusive,
was randomly selected for each superordinate-subordinate relation.
For the example under consideration the following error levels were
selected:

Objectives 1 and 3 — 4%
Objectives 1 and 4 — 33
Objectives 2 and 3 — 5%
Objectives 2 and 5 — 2%

In the case of Objectives 1 and 4, three percent of the examinees
who mastered Objective 1 did not master subordinate Objective 3.

For Objective 3, the resulting hierarchical error rates would be
expected to be higher than the four percent. Since the hierarchical
errors for Objectives 1 and 3 are handled independently of Objectives
2 and 3, the resulting error between Objectives 1 and 3 would be
expected to be greater than four percent but less than nine percent
(the sum of the error rates involving the common subordinate).

Standard Deviations for Mastery/Non-Mastery Objective Scores.
The item response generation algorithms used in GENRESP are based
on the item difficulty and the examinee’s objective score. The
objective scores were selected randomly for an examinee based on
a truncated normal distribution for the individual’s mastery or
non-pastery group, whichever was applicable. Two parameters used to
generate either distribution are the objective difficulty for the
group and the standard deviation of the scores. A random number in
the interval (0, vd(l-d)) was selected, where d equals the appli-
cable objective difficulty, either for masters or non-masters.
Note that vd(l-d)) is the largest possible standard deviation for
a distribution with a mean of d.

Assignment of Objective Scores to Examinees. For each objective,
two truncated normal distributions were formed--one for masters and
the otter for non-masters. The distributions were defined by the ;
applicable objective difficulties and standard deviations. Each
distribution was truncated at a value midway between the difficulties
for masters and non-masters. In the example, for each master a
random number was selected in the interval (0.81, 1.00] so that
frequency of scores selected would follow the truncated normal
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distribution for the mastery group. Similarly for each non-master,

a value was selected in the interval ([0.00, 0.81] to follow the
defined non-mastery frequency distribution.

Generation of Item Difficulties. For each objective the mean
item difficulties for masters or non-masters equals the objective
difficulty for the masters and non-masters, respectively. The
following assumptions were used in generat ug the item difficutlies
for each objective:

. Item difficulties for masters are rectangularly
distributed with a mean equal to the objective
difficulty for masters and the maximum diffi-
culty equal to 1.00.

* The item discrimination is equal to the objec-
tive discrimination value. (Therefore all items
for an objective are equally discriminating.)

Hence for Objective 1 the item difficulties for masters ranged from
0.92 through 1.00; for non-masters the range was from 0.62 through
0.70.

Generation of Examinees’ True Item Responses. For each objec-
tive each item response for an examinee was based on a probability
of answering the item correctly. The algorithm used was

d+8_ 8 (1-4d)if e>p9
1-9
Plu=1) = _
d+8 _94difec<e
0

vhere P(u = 1) = the probability of answering the item
correctly.

@ = examinee’s objective score

@ = mean objective score of the correspond-
ing mastery/non-mastery group.

A random number r in the closed interval [0,1] was selected. If

r < P(u = 1), the examinee was assigned a correct item response;
otherwise an incorrect item response was assigned.
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Inclusion of Examinee Error. The factor of successful guessing

was included in GENRESP. The probability that an attempt would be
made to guess the correct answer, given that the examiner’s "true"

response would be incorrect, was derived by the formula

P} = g1(1 - €d)

where g1 is the risk factor for the examinee
(from GENTAB)

© 1is the examinee’s objective score

d 1s the item difficulty for the examinee’s
mastery or non-mastery group.

A random number rj, in the interval [0, 1] was selected. If

r; < Pj, the examinee would attempt to guess the correct

answer. The probability of guessing correctly was obtained from
the formula

Py = g2 + g28d

where g2 is the guessing factor for the item
(the probability of randomly selecting
the correct answer)
© and d are the same as defined previously.

For all items g2 was set equal to .2, assuming five alternatives
to each item. A random number r; in the interval (0,1] was

selected. If r; < P2, the examinee was credited with answer-
ing the item correctly.

Questions to be Answered

The intent of Phase I was to answer the following questions:

l. How do each of the eight versions of the adaptive

testing model compare with regard to accuracy and
efficiency?

2. Which version or versions of the model are superior
in accuracy and efficiency to the others?

Although both accuracy and efficiency were to be addressed, the

primary emphasis was on accuracy. Efficiency was a secondary
issue in this phase of the study.
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Since the accuracy of mastery/non-mastery classifications can
be expected to increase as the a and B levels are reduced, it would ]
have been possible to set the error levels so that greater accuracy
could assuredly be obtained by the adaptive testing procedures than
by the control. But low levels of a and B would have required the
presentation of more items than required by the control treatment. k
This would have been undesirable since the overall goal of the
study was to formulate an adaptive testing model that could provide
the same or greater accuracy with fewer items presented. Hence, 1
the o and B levels were selected to reflect what would be reason-
able for the Air Force Weapons Mechanics course and the adaptive
testing results were compared with respect to both the number of
correct decisions and the number of items presented. Each of the
following results would demonstrate the superior accuracy of the
adaptive testing model:

Adaptive tests provided more correct decisionms
and required fewer items than the control.

Adaptive tests provided more correct decisions
and required equally as many items to be pre-
sented as the control,

The following result would imply that the adaptive model could be
the more accurate treatment, but would not definmnitively show its
’ superiority:

Adaptive and control treatments made equally as
many correct decisions but the adaptive tests
required fewer items.

i,

The following results would demonstrate the superior accuracy of the
control version:

* Control version provided more correct decisions
and required fewer items than the adaptive test.

RSO £ TG T,

Control version provided more correct decisions
and required equally as many items to be presented
as the adaptive tests.

The following results would imply that the control version could
be more accurate, but would not definitively show its superiority:
' * Control version and adaptive versions made equally
: [. ) as many correct decisions but the control required
fewer items.
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The following result would have demonstrated the two testing versions
as equally accurate:

* Both versions made equally as many correct
decisions with equally as many items presented.

The following results would have produced no conclusion regarding
superior accuracy: '

* Adaptive versions made fewer correct decisions
but required fewer items than the control.

* Control version made fewer correct decisions
but required fewer items than the adaptive versioms.

The most desirable result would be the adaptive test versions’
demonstration of superior decision making with fewer items presented
than the control version. This would demonstrate the adaptive
testing model to be superior in accuracy and efficiency. Since
there is no direct way to determine the existence of the o und g
values that will show the adaptive testing versions to be superior in
accuracy and efficiency, the values were arbitrarily selected. This
approach could have resulted in not being able to conclude whether the
adaptive model or the control version was superior in accuracy.

a and B Values Selected

In courses cf medium or high criticality, it would be expected
that the B level would be more stringently set than the a level.
For skills involving safety and cost, the results of falsely
classifying individuals as masters can be highly undesirable. A
relatively high a level might result in unnecessarily providing
remedial training (falsely classifying a master as a non-master),
but this would not be as serious as the former error. Hence, the
B level would be expected to be lower than a.

In some situations it would be appropriate for the a level to
be lower than the 8 level. For example, programs in which the
graduated trainee is to perform with skills acquired on the job
under the close supervision of a superior rather than under the
trainee’s own cognizance may not require stringently set g levels.
Errors due to false mastery classifications in the training program
may very easily be corrected on the job. Also, if minimization of the
training time is of high importance, then it would be desirable tc
minimize the number of false non-mastery decisions. Hence, for some
programs a level: would be more stringently set than the 8 levels.
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It should be recailed that as the levels of a and 8 are lowered,
the number of items to be presented in order to make mastery/non-~
mastery decisions increases. Overly stringent criteria for « and
B defeat testing efficiency.

? In the Phase I study the values of a and 8 were set at .2
E and .1, respectively. These values were selected by the investigator.

Experimental Design

Separate split-plot factorial analyses of variance were con-
ducted for each of three dependent variables. The two independent
variables were test version (eight versions of the adaptive testing
model and the control version) and examination (10 replications).
The three dependent variables were:

¢ Total loss associated with errors in
mastery/non-mastery classifications.

* Total number of items presented.

* Number of items presented for item
prediction purposes.

Total loss. A loss value is a positive or zero number assigned
to an action-outcome combination (Hays & Winkler, 1970). A zero
loss value is assigned to any combination that reflects the best
actions under the true circumstances. 1f an action is less desir-
able than the best actions, an error is associated with the action
and is assigned a positive value reflecting the level of error
involved. The loss values appearing in Tables 8 and 9 represent
. the relative amounts of loss attributed to each mastery/non-mastery/
& indeterminate decision made given the "true" mastery/non-mastery

status. The loss values were supplied by subject matter experts at
Lowry AFB. The loss values presented in Tables 8 and 9 were developed
using the instructions in Appendix C.

In Table 8 one sees that under the known true situation of
mastery, the best decision is to classify performance on an objec-
tive as mastery. The positive numbers for decisions of '"non-mastery"
and "indeterminable" indicate there are errors involved with these
decisions-~the greater error being associated with the latter.

.
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Table 8

Matrix of Loss Values Provided for
Objectives of Primary Concern

True Classification
Classification Decision

Mastery Non-Mastery

Mastery 0 10

Non-Mastery 5 0

Indeterminable 7 3
Table 9

Matrix of Loss Values Provided for
Objectives of Secondary Concern

True Classification
Classification Decision

Mastery Non-Mastery
Mastery 0 6
Non-Mastery 4 0
Indeterminable 5 2

Total loss equals the sum of the separate losses incurred
for each objective decision for an examinee.

Total Number of Items Presented. Items for the adaptive tests

? were presented for the following reasons:
ﬁ 1. To provide information for predicting
correctness/incorrectness of other items.
) ; 2. To obtain information solely for the examinee’s
5 l. . historical data record.

' The sum of these numbers equals the total number of items presented.
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Number of Items Presented for Item Prediction Purposes. The
first area listed above represents the third dependent variable.
It was analyzed becuase the number of additional items presented
solely for the historical data may be changed without altering the
adaptive testing model and not affecting the number of items necessary
for item prediction purposes.

Experimental Model. The split-plot factorial model used was

Xijkm = u+ A+ Bj + megi) t AB]-_J- + B"jk(i) + em(ijk)

where Xijkm is the dependent variable
Ay is the testing version effect
) B is the examination effect
Ya J
(i) is the subject effect
A Posteriori Tests. With regard to the treatment effect, the
Dunnctt’s t statistic was computed for each adaptive testing version
with the control treatwment. This a posteriori test was used for each
: dependent variable regardless of the F value obtained using the
analysis of variance (Winer, 1971, p. 201). Therefore, each version
was compared with the control version.
’ For other effects, Newman-Keuls tests were performed only

when significant ¥ values (o = .05) were obtained from the
analyses of variance.

Sample Size. Each data base from which predictions were made
was composed of 300 Ss’ sets of responses. For each of the 90
testing version by cells, 50 hypothetical examinees were used.
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PHASE [ RESULTS

The results of the first phase of the study showed that all of
the adaptive testing versions wcre significantly more efficient
than the control. Only one version demonstrated significantly smaller
losses than the control version. This was the sixth version listed in
Table 5--adaptive testing using inter-item agreement, the item response
vector, and the inconsistency check. Losses were greater for examinees
with lower general achievement levels than those in the middle or
higher levels. Among the adaptive versions, none required signifi-
cantly fewer items. The adaptive testing versions varied in their
rank orderings across test replications with regard to the number of
items presented.

Elements of the model were studied from the Phase 1 results.
The study indicated that the historical data record element was not
working sufficiently well to be useful within the 10 replications.
The results implied that the size of the data bases might be reduced
but needed to include more response sets representing the more poorly
performing examinees.

Total Loss.

An analysis of variance indicated significant examination
and testing version by examination effects (a = .05). A quasi-F
statistic was computed for the testing versicns since the mixed
effects model did not directly provide a mean sums of squares estimate
for the required denominator (Winer, 1971 pp. 375-378). Table 10
shows the results of the analvsis of variance. Tables 11 and 12
provide the descriptive statistics for the main effects.

The use of Hartley’s test for homogeneity of variance (Winer,
1971 pp. 207-208) resulted in a rejection of the equal variance
assumption. Hence, a more conservative test proposed by Box (Winer,
1971, p. 206) was used. The degrees of freedom corresponding to each
numerator was reduced to one. The examination effect remained signifi-
cant at the .05 level, but the testing version by examination interac-
tion did not. Since the statistical test is extremely conservative,
a graph of the interaction is presented in Figure 3.

Dunnet”s test indicated that the only testing version signifi-
cantly different (a = .05) from the control was the sixth testing
version--adaptive testing using inter-item agreement, the item response
vector, and the inconsistency check. Although the seventh testing
version’s obtained t value did not exceed the critical value, the
difference in the two was extremely small. The losses obtained
for both testing versions were extremely close. 'The seventh testing
version was the adaptive version using item-objective agreement
based on both item response and objective classification vectors
and employing the inconsistency check.
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Table 10

Analysis of Variance For Total Loss

Source SS df MS F
*e Between Subjects 236577.96 449
Testing Version 4986.59 8 623.32 1.14
Subjects within Groups 231591.37 441 525.15
. Estimates for quasi-F
calculations 457 544.624
Within Subjects 91508.90 4050
! Examination 6792.61 9 754.74  36.61%
Testing Version X 2886.56 72 40.09 1.94%%
Examination

Examination X Subjects
within Groups 81829.73 3969 20.62

*p < .01

**p < ,01 for df(72,3969); p < .25 for df(1,3969).
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Table 11

Descriptive Statistics of Total Loss For
Each Examinee per Testing Version

Total Loss
Ya Testing Version Mean S. D. Range
1 5.84 10.25 (0, 521
2 5.52 9.56 (0, 48} )
3 5.88 9.79 [0, 52]
4 5.39 9.25 [0, 60] {
- 5 5.03 8.46 [0, 46) i
6 4.73 8.63 [0, 49) i
‘ 7 4.84 8.55
| 8 5.05 8.40
Control 8.40 8.45

.-
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Table 12

Descriptive Statistics of Total Loss For
Each Examinee per Examination

Total Loss
Examinaticn Mean S. D. Range

1 5.34 8.99 [0, 52) |

{

2 7.45 11.17 [0, 49] ;
3 3.96 7.62 (0, 38) g ?

¢
4 4.48 6.90 [0, 35] P
o3

5 5.60 9.41 (0, 46] |
6 6.45 10.33 [0, 52) )
7 5.94 9.38 [0, 44] .
8 7.80 9.17 (0, 60]) 4
9 4.86 8.33 [0, 50] :
10 4.40 8.37 (0, 52) -
— - o
]
1
L
]
‘1
.

4N




$807 [BIOL JI0J SUOIIDEBADIU] UOTIRUTWEXF £q uUO[SIap Burisay,

I9quny uor3BUTWEX]

‘g aandijg

3 L Y ‘ 4 : 7 .
y) 4 .
t + + + + + 4 + 4
—_— e o _
y wo1m10r —ne Couv e ans e
| 1
Seenrorsas T RS Y . ————— VoaUina s meeemes ————— - {
! i ,A
!
essseesasieiensennnens =————oe - *
g LUolsdu Uoddogy .

—4—- -




The Newman-Keuls test indicated no pattern of significantly
different losses among examinations. Althouvgh significant differences
did occur beiween some pairs of tests, no trend was indicated.

Table 13 provides the results of this test.

The testing version by examination interaction was not significant
using the c¢onservative F~test. There was a teundency for all versions
of the model to obtain approximately the same losses for each examina-
tion and to have losses less than the control except for the third
examination. This is shown in Figure 3.

Total Number of Items Presented

An analysis of variance indicated significant testing version
examination and testing version by examination effects (@ = .05). As
for the analysis with loss as the dependent variable, a quasi~-F
statistic was compu*>d. Table 14 shows the results. Tables 15 and 16
provide the descripruive statistics for the main effects.

The use of Hartley’s test resulted in a rejection of the equal
variance assumption. The more conservative F-tests were also signifi-
cant at the .05 level.

Dunnet‘s test indicated that each of the adaptive testing versions
required significantly (a = .05) fewer items for presentation than
the control version. A Newman-Keuls test indicated that all the
adaptive tests required approximately the same number of items.

The results of the Newman-Keuls test for the examination effect are
shown in Table 17. The testing version by examination interaction is
displayed in Figure 4. The total number of items presented per
examinee varied significantly by examination. Although the number of
items per examination varied for the control version, the rank order of
the means for the tests shown in Table 17 does not agree very closely
with the rank order of the means for the control. Differential hier-
archical configurations, objective difficulties, and hierarchical
errors probably produced substantial differences in the required
number of items.

Figure 4 shows only the adaptive tests results. The number of
items presented per examination for the control did vary but was
approximately 27 items per examination. The range in numbers of items
presented for the control was [20, 34]. Hence, each mean number of
items depicted in Figure 4 is substantially less than required for the
control.

Figure 4 shows that there is no consistent trend for any omne
adaptive version to require fewer or more items than the other
versions. The Newman-Keuls test for testing versions had also indicated
that all the versions required the same number of items across the ten
examinations.
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Table 14

Analysis of Variance For Total Number of Items Presented

Source SS df MS F
Between Subjects 203293.25 449
Testing Version 186616.07 ¥ 23327.01 108.2% )
Subjects within Groups 16677.178 441 37.82 i
Estimates for quasi-F 97 215.60 3
calculations
Within Subjects 57979.70 4050 §
Examination 17837.53 9 1981.95 292.9%
Testing Version by 13287.80 72 184.55 27.3%

Examination

Examination X Subjects
within Groups 26854.36 3969 6.77

*p < .01,




Table 15 :
Descriptive Statistics of Total Number of Items é
Presented to Fach Examinee per Testing Version :
b
Ve o Total Number of Items f
Testing Version Mean o S. D, o Range i
!
— - — 1
1 5.56 5.04 [2, 38} i .
2 5.55 449 (2, 26] i :
X ;
3 6.03 5.28 (2, 34) P
’ ., i
4 0415 5.64 (2, 33] P
[
5 7.65 5.08 (3, 30] P
o 6. 89 4.93 (3, 48] o
7 7.07 4,96 {3, 31] :
8 7.43 5.24 [3, 49] !
Control 26.90 4.35 (20, 34) ‘
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Table 16

Descriptive Statistics of Total Number of Items Presented
to Each Examinee per Examination

Total Number of Items

Eamination Mean S. D. Range

1 9.48 10.24 [2, 34]

2 6.69 8.39 [2, 34)

3 6.25 7.13 {2, 49)

4 7.65 6.15 (2, 24]

5 6.53 7.30 (2, 24]

6 9.74 7.91 (2, 34]

7 8.76 9.63 (2, 33)

* 8 12.80 7.70 (2, 38)

9 9.15 6.33 (2, 26)

10 10.98 7.46 (3, 31)
'

1.
.
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Number of Items Presented for Item Prediction Purposes

An analysis of variance indicated significant testing versionm,
examination, and testing version by examination effects (a = .05). As
with the other dependent variables, a quasi-F statistic was calculated
for the testing version effect. All the effects were also significant
(a = .05) for the more conservative F-test, used because of the
heterogeneous variances. Table 18 shows the results of the analysis.
Tables 19 and 20 provide the descriptive statistics for the main
effects. The results of Dunnet’s test for the testing version effect
showed that each adaptive test required significantly fewer (a = .05)
items than the control. The Newman-Keuls test indicated there
were noc significant differences among the adaptive versions.

The results of the Newman-Keuls tests for the examination effect
are shown in Table 21. The testing version by examination interactions
are shown in Figure 5. Although significant differences exist in
numbers of items presented for the 10 examinations, Figure 5 shows
that the adaptive versions vary only slightly in their relative
efficiency. A version that appears to require the fewest items on
examination may require the most on another test. The numler of items
required by the adaptive versions for any one test are not substantially
different. The Newman-Keuls test for the testing version effect
showed no adaptive test required significantly fewer items than any
other version across the 10 tests.

Selection of Adaptive Testing Versions for Phase II

The intention of the Phase 11 study was to compare the results of
some of the adaptive testing versions to those obtained in the present
testing system used in the Weapons Mechanics course. The fourth and
sixth adaptive testing versions were selected. The sixth version was
selected because of its superior accuracy. No version was significantly
superior in numbers of items presented. Solely on the basis of the
mean number of items presented for item prediction, the fourth version
was also selected.

The fourth version was selected on the basis of the number of
items presented for item prediction purposes rather than total number
ot items presented. This was done because the presentation of addi-
tional items for examinees’ historical data records did not prove to
be adequate in most situations to use the historocal data in subsequent
examinations. A change in the algorithm governing the number of
additional items selected or an increase in the number of examinations
woitld be necessary to collect sufficient bias data. Since neither
alternative was feasible for Phase 11, none of the additional items
was presented in the Phase I1 study. Hence, the selection was based
on a dependent variable that would feasibly be studied in the next
phase, namely, the number of items presented for item prediction.




Table 18

Analysis of Variance For Number of Items Presented
for Prediction Purposes

Source SS daf MS F
Between Subjects 251414.84 449
Testing Version 250284.65 8 31285.58  256.06%
Subjects within Groups 1130.19 441 2.56
Estimates for quasi-F 72 122.18
calculations
Within Subjects 18655.10 4050
Examination 2488.63 9 276.51  142.53%
Testing Version X 8752.00 72 121.56 62.66%
Examination
Exanination X Subjects 7714.47 3969 1.94
within Groups
*» < .01
58




Table 19

Descriptive Statistics of the Number of Items Presented
for Prediction Purposes for Adaptive Testing Versions

Number of Items

Testing Version Mean S. D. Range
1 2.88 1.50 (2, 11)
2 3.09 1.72
3 2.92 1.38
4 2.84 1.30
3 3.45 1.60
6 3.48 1.92
7 3.47 1.90
8 3.34 1.64
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Table 20

Descriptive Statistics of the Number of Items Presented
for Prediction Purposes for Examinations

Number of Items

. Examination Mean S. D. Range
1 7.13 9.75 (2, 34]
, 2 5.59 7.70 (2, 27]
3 4.48 5.53 {2, 20}
4 5.80 5.70 {2, 211
’ 5 5.33 6.75 (2, 24]
6 5.58 7.36 R, 26]
7 6.35 9.55 {2, 33]
8 6.83 8.02 [2, 29)
9 5.23 7.39 [2, 26]
10 5.85 8.32 {2, 29]

]

1
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Loss as a Function of Achievement Levels é
£
Although the sixth version demonstrated overall superior 3
accuracy, the losses incurred for all examinees were not the same.

More importantly, the losses relative to examinees’ general achieve-
ment may be small for some levels but high for others. The mean
losses as a function of examinees’ achievement levels are shown

for the fourth and sixth versions and for the control treatment in

Figure 6.

The comparison of losses with respect to achievement levels
demonstrated that both adaptive testing versions performed equally
well throughout the achievement range. The sixth version demon-
strated a slight advantage over the fourth in the lower end of the
achievement levels. This is probably due to the inconsistency check

Ve employed in the sixth version.

The adaptive testing versions had smaller losses for the middle
and upper achievement levels, but this was reversed for the lower
levels. This difference could be eliminated by reducing the a-level.
It may be recalled that B was set to .l whereas o was set at .2.
Since the false non-mastery error would be larger than the false
mastery error, a higher proportion of false classifications would
be expected for those who would be at the lower achievement levels.

AR o i M AL . ol . i £ A

w s,

, The adaptive testing versions may have produced more inaccurate
classifications due to the paucity of data representative of poorer
achieving students. Since in the data base only a small proportion
of examinees did not master the objectives, the predictions made
for the poorer achieving students were often based on relatively
few data cases. Such was not the case for those with higher achieve-
ment levels.

TR Y

Elements of the Adaptive Testing Model

M #2000 i o aalhuiie

Some of the elements of the model were reviewed to see whether
they appeared to be functioning adequately.

Individual Historical Records. Collection of individual examinees’
historical data was -ot useful in this study. Although data were
generally obtained for the highest categories, that is, with the
highest probabilities, very few examinees had sufficient observations
for the lower probability categories. The algorithm may require
revision but possibly additional examinations would ha e overcome the
problem in some categories. This area requires more siudy before
being implemented.

_ Required Number of Data Base Observations. For this phase
of the study 300 examinees’ response vectors were used for each
adaptive testing version. On the average, adaptive versions four and
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six had 170.15 and 152.15 matching response vectors at the conclusion
of four selected examinations. For these versions, it appears

that fewer response sets would be necessary in testing most examinees. J
But the ranges indicate that for some examinees no matching response
patterns existed at the conclusion of the test. This happened for
examinees at the lower achievement levels, for whom relatively little
data were available. Hence it appears that fewer response sets need
to be used, but more response sets reflecting the poorer performers
need to be included in the data base.




PHASE I1 EXPERIMENTAL DESIGN

The purpose of Phase II of the study was to make the following
comparisons:

l. The relative efficiency of the fourth and sixth
adaptive testing versions to each other and to the
present testing method used in the Weapons Mechanics
course.

2. The relative efficiency of the fourth and sixth
adaptive versions to alternative adaptive testing
versions requiring the first presented item to be
randomly selected.

3. The classification decisions made from the adaptive
tests to those made by the present method used in the
Weapon Mechanics course.

Efficiency was examined in terms of the number of items pre-
sented for prediction purposes. Historical data for examinees were
not collected for two reasons:

1. Phase I results indicated the historical data records
appeared to be inadequate within 10 examinations. |
Since Phase II would have only four examinations,
there would have been insufficient testing to use
historical data. !

2. Data obtained from the Air Force did not provide
sufficient subjects taking the same forms of the exam=-
inations to match examinees across the examinations.

Hence the total number of items presented for each examinee
on each adaptive test in Phase II was equivalent to the number of
items presented for prediction purposes in Phase I.

The version in this phase was a testing procedure consisting
of a fixed set of items for each objective. Hence all examinees
answered the same set of items under the control version.

i Classification decisions made by the adaptive testing

] versions and the control version were compared using an index
defined as the number of agreements minus the number of disagree-
ments. An agreement in classifying an examinee’s performance on

i an objective is obtained when both indicate "non-mastery'" or both
* indicate "mastery." Since with the adaptive testing versions
performance classified as "indeterminate" dictates procedures
identical to those classified as 'non-mastery", an "indeterminate"
classification given a true "non-mastery" state, was considered

an agreement.
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Alternative adaptive testing versions requiring the first
presented item to be randomly selected were used as a means of
varying the first item different examinees would see. If all
examinees were to receive exactly the same first item, untested
trainees would probably have knowledge of the item from individuals
already tested. A variation of the fourth and sixth versions
with randomly selected first items was used. For both the fourth
and sixth versions the five items with the highest inter-item
agreements were determined. From among the five items, one was
randomly selected for an examinee. The response obtained was
used in selecting the next item and in making other item predic-
tions.

The a and 8 values selected were the same as in Phase I,
i.e., .2 and .1, respectively. The 6 and 6; values were set
by using Method 3 specified in the section entitled "setting 6q
and 61" in Appendix A.

Actual data collected on four tests of the Weapon Mechanics
course were used in the computer simulations for this phase. Data
were separated on the basis of examination number and form. Within
each examination number by examination form category, the records were
sorted in chronological order. Only data for examinations taken on or
after August 11, 1977 were used. Revised examination forms imple-
mented on that date represent the tests presently being used. Based
upon the frequency of examinee records, the second form of each
examination was selected for the study.

For each selected examination, from 250 to 290 response sets were
available. It was not feasible to match student identification codes
across the examinations since there was no control over the forms of
the examinations taken by the examinees. For each examination, the
first 150 response sets from among all the records sorted in ascending
chronological order, were used to form the data bases. Fifty of the
remaining subjects were randomly selected as the examinees who were “o
take the simulated adaptive tests. Hence, within each test the same
50 Ss were used as the examinees regardless of testing version, but
the same 50 Ss were not used across examinations.

The assumed hierarchical configurations for the objectives
for each block were provided by the contract monitor from the Air
Force Human Resources Laboratory. The mastery score for an objective
with n(> 2) items was set to n - 1, as is presently done with the con-
' ventional treatment. If n equaled one, the cutting score was set to
one.

,
—
L[

: Correlated t-tests were used to compare adaptive testing versions.
A t-test for a mean equal to a constant was employed for each compar-
- ison of an adaptive version to the control conversion.
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PHASE I1 RESULTS

All the adaptive testing procedures used in Phase 11 of the
study demonstrated that each required significantly fewer items
than the contrel treatment. The fourth version of the model re-
quired the presentation of fewer items than the sixth version.
The modified procedures for each of these versions, namely the
random selection of the first item, produced results that were o
the same as those obtained by their counterparts.

Efficiency

ok Sk

The fourth adaptive testing version required statistically
significantly (t = 8.30, df = 199, p < .001) fewer items than the >
™ sixth version. The descriptive statistics for these versions (without
random first item) are shown in Table 22. Although there is a
statistical difference, the superior efficiency of the fourth ver-
sion amounts to less than one item per examinee per test.

L

The adaptive testing variations involving the randomly selected
first items required practically the same number of items. Table ]
22 shows the descriptive statistics. It should be noted that the
randomly selected item would be expected to be the same as the item 1
selected with the non-random counterpart for 20 percent of the
examinees.

Mastery/Non-Mastery Decisions 1

The fourth adaptive testing version had a statistically signi- 1
ficantly (t = 5.58, df = 199, p < .001l) higher agreement in mastery/ 3
non-mastery classifications than the sixth version. The descriptive
statistics for these versions are shown in Table 23. The average
number of cbjectives per test was 7.25. Hence the range of the index
could be [-7.25, 7.25]. A complete agreement in decisions would
result ,in an index value of 7.25; a complete disagreement would result
in a value of -7.25. 1In terms of percent of agreements in decisions,
the fourth and sixth versions had 92 an. 88 percent agreements with
the control, respectively.

The adaptive testing variations involving the randomly selected
first items had equally high indices of agreement with their counter-
parts. The descriptive statistics are shown in Table 23.

Adaptive Testing Versus the Control Treatment

l. . Separate t tests were to be performed on the number of items
presented for each of the four adaptive testing procedures (versions

' 4 and 6, with and without random first item) compared to the number
required by the control. The mean number of items presented under

the control treatment across the four tests was 15.25. The number of
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TABLE 22 !

Descriptive Statistics for Phase II Treatments--
Number of Items Presented

Version of Adaptive Test

Statistic _
: Fourth Sixth
Yo Without With Without With
Random Random Random Random
First Item First Item First Item First ltem
Mean 3.02 3.93 3.92 3.91
S.D. 1.19 1.34 1.42 1.43
’
TABLE 23

Descriptive Statistics for Phase II Treatments—-
Index of Agreement

P L

Version of Adaptive Test

Statistic

Fourth Sixth

Without With Without With

Random Random Random Random :

First Ttem First Item First Item First Item ‘ L

i A

, — - !
" Mean 6.15 6.14 5.54 5.61
' S.D. 3.39 3.42 3.27 3.32

H
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items required by the adaptive testing versions are presented in
Table 24. The visual comparison of the tabled values with 15.25
reveals such large differences that no statistical test is necessary.

Since the four examinations differed in hierarchical configura-
tions, number of objectives, and numbers of available items, Table
24 presents the percent of reduction in test items required by the
adaptive testing procedures in relation to the control for each
examination. The table also shows the percent of agreements in
mastery/nonmastery decisions between each adaptive treatment and
the control.

The results definitely show that both the fourth and the sixth
adaptive testing versions, with or without the first item being
selected randomly, make most of the same mastery/non-mastery decisions
as are presently being made by the Air Force in its Weapons Mechanics
course. But the adaptive tests make the decisions with approximately
75 percent fewer items.

Number of Response Patterns Matching Examinees’ Responses

For both phases of the study the numbers of sets of responses
needed in the data bases were unknown. For the second phase it
was estimated that 150 sets would be sufficient. It is desirable to
have a data base with sufficiently diverse item response patterns to
be able to match each examinee’s response pattern in the adaptive
testing situation. The results indicate that an average of 29 sets
matched each examinee’s set with the conclusion of each examination.
The ranges in number of sets indicate that for every test and for
every adaptive testing procedure no response patterns matched the
examinee’s pattern at the conclusion of the examination. As in Phase
I, it may not be that the data base contains insufficient numbers of
response patterns but that there is an insufficient number of patterns
for the more poorly performing individuals. In both phases, the data
bases were composed of response patterns representative in type and
proportion to those patterns expected in the population of examinees.
It appears that when a high proportion of examinees master the objec-
tives, as in the Weapons Mechanics course, such a data base is insuffi-
cient for predictions of performance by non-mastering examinees.
Hence, in such a situation, oversampling of non-mastering examinees
may be required in order to provide adequate data for all levels of
performance.

RIS YRR 5 TR SR R TP KW | I D 0N Y e b SV o B

NG

Because of the similarity of the results for all the versions
in Phase I and the superior efficiency demonstrated by all the
adaptive procedures in Phase II, it appears that any of the adaptive
testing variations used in this study would be much more efficient
than the testing procedure used by the Air Force.
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CONCLUSIONS AND RECOMMENDATIONS

Both phases of the study demonstrated conclusively that the
adaptive testing model can provide practically the same results :
as criterion-referenced tests of fixed length for all examinees but |
with much greater efficiency. Simulations with data collected from
trainees in the Air Force Weapons Mechanics course showed that
two versions of the model reduced the number of items presented
by an average of 75 percent.

All eight adaptive testing versions worked equally efficiently.
The sixth version which used only item response vectors (not objective
mastery/non-mastery vectors), inter-item agreement, and the inconsist-
ency check demonstrated a slight superiority in accuracy.

The individual examinee’s historical data collection procedure
did not appear to work adequately. Phase I results showed that
sufficient data for the higher achievement levels were obtained for
some individuals but there were insufficient data for .the lowest
achievement levels. There were practically no data for the middle
achievement levels, but this is not necessarily a problem since the
most crucial levels for which to obtain historical data are the upper
and lower levels. These are the levels at which item predictions are
made and hence sufficient historical data at these levels would be
expected to improve the accuracy of the predictionmns.

In Phase I, data were generated by computer; consequently, the
true "mastery" or '"non-mastery" state for each examinee on each
objective was known. This information provided the opportunity to
compare the accuracy of the adaptive testing versions to the control
version. Also, because the data were generated, each examinee’s
general achievement level was known. In real-world situations, the
true mastery/non-mastery state and the general achievement levels are
not known. Hence the Phase I study provided an opportunity to investi-
gate how accurate the adaptive testing versions were for individuals
of different achievement levels. Relative to the control, the adaptive
testing versions showed greater accuracy for examinees at the middle
and upper achievement levels, but had poorer accuracy at the lower
levels. Although the critical reason for this difference was not
proved in the study, it is hypothesized that the scarcity of data
representing the response patterns of more poorly performing examinees
resulted in inaccurate item predictions. Hence it is recommended that
at least 30 to 40 percent of the data bases from which item predictions
are made be representative of the more poorly performing examinees.

One element of the model not investigated was the necessity
for a valid hierarchy of objectives. In Phase I, hierarchies with
small errors in hierarchical consistency were created. In Phase I1
unvalidated hierarchies were used. The adaptive testing versions
are expected to perform more efficiently than the control
for valid hierarchies. But even with the unvalidated hierarchies in
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Phase Il the adaptive testing versions were superior to the control.
Hence the assumed hierarchies established by the Air Force may be
adequate to obtain sufficient accuracy with greater efficiency for
many of its training programs. In areas of criticality it may be
desirable to validate hierarchies, but for many areas, the cost and
time required to validate may not be necessary.

The Phase II study also showed that a minor variation in two
adaptive testing versions did not alter their performance. When the
first item to be presented was randomly selected from among the five
items with the highest inter-item coefficients, the fourth and sixth
versions were negligibly affected. This type of variation may be
necessary to reduce problems with test compromise; that is, examinees
knowing prior to testing which items they will obtain.

The size of the item pools for the objectives may influence
accuracy and efficiency. The Phase II item pools ranged from one
to six items per objective. 1In Phase I the item pools had 15 or 20
items per objective. Hence the data bases for the two phases were
quite different with respect to the number of items on which predic-~
tions were made. Differences in the size of the item pools may
affect the length of the test. Phase II showed a 75 percent reduc-
tion in the number of items presented; Phase I showed that without
historical data collected (the procedure used for Phase II) the test
length could be reduced by 88 percent. (See Table 24.)

Recommendations

The results of the study indicate that the adaptive test model
formulated shows such potential for extensively reducing testing
time that at least one of the versions should be tested in a training
environment with real trainees. Such an implementation study should
exclude elements of the adaptive testing versions that are not working
until additional research provides sufficient information to decide on
the elements” merits. Therefore, the recommendations are separated
into two areas--implementation study and research.

Implementation Study. An implementation study should be con-
ducted to include the following:

l. Use of at least one of the adaptive testing versions
or adaptations (such as with the first item being
randomly selected) but without the historical data
option.

Implementation of adaptive testing in the Weapons
Mechanics course or a program with similar
criticality of skills and similar instructional
delivery.




3. Data bases from which predictions are made to be
composed of response patterns from prior trainees
but with 30 to 40 percent of each data based composed
of the responses of more poorly performing trainees.

Although the adaptive testing procedures worked effectively with
small numbers of items per objective, it is suggested that the differ-
ent items from alternate forms of the existing tests be combined to
form larger item pools for each objective. The larger item pools
permit predictions to more items, with the expected benefits being
better accuracy and even greater reductions in numbers of items
presented than demonstrated in Phase II.

Research. Computer simulations with the use of both computer-
generated and real examinee’s responses should be employed to study
the following issues:

1. The effects of a and B on accuracy and efficiency.

2. The effects of differential proportions of response
sets for examinees at differing achievement 1levels.

3. The accuracy and efficiency of the adaptive testing
procedures relative to sizes of item pools for
objectives.

4 The effects on accuracy and efficiency on different
types of hierarchical configurations and different
selections of the objectives of prime importance.

5. A study of the individual examinee’s historical data
collection and use. (How to collect sufficient data for
each examinee’s historical data record? Do the predic-
tions provide greater accuracy across achievement levels
and differentially between levels?)

The use of an individual examinee’s historical data record may
have some undesirable effects in real training environments. Although
research using computer simulations may eventually demonstrate in-
creased accuracy or the presentation of fewer items, the final resul-
ting efficiency will be based on actual time spent in testing, not
the number of items presented. The inclusion of historical data into
selection and prediction of items may require more computer processing
than without its use. Without the use of historical data, item
selections and predictions could be predetermined for the most fre-
quently obtained response patterns. With historical data,
predetermined selection and prediction’ patterns would be impossible.
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It should be noted that with the adaptive testing procedures, the
majority of examinees tend to have response patteras matching a
relatively small number of different patterns. Matching an examinee’s
response pattern to an existing pattern can reduce computer processing
time and delay in selection and presentation of the next item.
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APPENDIX A: WALD PROBABILITY RATIO TEST

The Wald sequential probability ratio test was developed by Wald
(1947) as a means of making statistical decisions using as limited a
sample as possible. Wald developed probability ratio tests and
corresponding sequential procedures for several statistical distribu-
tions. One of the tests, that for binomial distributions, was used
more recently by Ferguson (1969, 1970) for an adaptive testing
application.

Binomial Probability Ratio Test

The binomial probability ratio test was formulated by Wald in the
context of a sampling procedure to determine whether a collection of
a manufactured product should be rejected because the proportion of
defectives is too high or should be accepted because the proportion of
defectives is below an acceptable level. The procedure involves the
consideration of two hypotheses:

Hg: P < gg
and Hy: P > 97 where

Y is the proportion of defectives in the collection under considera-
tion, 6p is the maximum acceptable level of defectives to accept the
collection, and 6 is the minimum level of defectives, at or above
which the collection is rejected.

The sequential aspects of the process are embodied in the capa-
bility of making one of three decisions after each element of the
collection is selected. The three decisions are

1. Accept the collection
2. Reject the collection
3. Continue testing (sampling)

The decision made at any point in the process is based on the
cumulative information regarding the expected proportion of defectives
or non-defectives of the entire collection. Suppose that xj, X2, esXp
is a set of elements randomly selected without replacement from the
collection under study. Suppose further that the following hypotheses
are under consideration:

Hg: P

IA

60

and H;: P > 87 , where

P represents the proportion of defectives for the entire collection, and
0g and 9y are, respectively, the selected levels for acceptance and
rejection.
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Although the desirable proportion of defectives is less than or
equal to 6, an exact hypothesis Hp“: P = 85 can be expected to
produce results very closely approximating those obtained with the
inexact hypothesis (Wald, 1947, pp. 78-79). The corresponding exact
hypotheses under consideration are

Hg: P = 6
Hy: P = 91

The probability that the sample X3, X2,...X; is obtained when
Hgp is true 1s expressed as

PO = f(xlye()) * f(x2990) * "'f(xnae())’
where £ 1s the binomial probability function
£(x,08) = 6X(1-0)1-x,

Similarly, the probability that the sample is obtained when Hj is
true is

Pl = f(xl’el) d f(x2’el) M ...f(xn,el).

Since each selected element is classified as either defective or
non-defective, the value of x caa be restricted to two values, speci-

fically 0 and 1. Letting x = 0 for a non-defective, and x = 1 for a
defective,

6, for a defective
£(x,0) =
1l - 0, for a non-defective.

Hence, the probability Pg that the proportion of defectives equals 8p
is given by the formula

Pg(d,n) = 90d (1 - eo)n—d’ where

n = the number of elements in the sample
d = the number of defective elements in the sample

Similarly, P1(d,n) = 91d(l - el)n—d.

As an example of the binomial probability ratio test, let us con=
sider 10 randomly selected elements from a collection. Let 8 = .2,
represent the maximum proportion of defectives permitted for the entire
collection. Let 9; = .4, the proportion of defectives at or above

which the collection is to be rejected. Hence the hypotheses under
consideration are
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Hg: Pp < .2 and

Hy: Pp > .4
The corresponding exact hypotheses are

Ho': Pg = .2

Hy': P = .4 .

Suppose three elements of the ten sclected are defective, then the
probability of obtaining such a sample, given that Hg 1is true is

Pg(3,10) = (.2)3(1 - .2)10-3

.0016777.

The probability of obtaining such a sample given that Hl' is true is

P1(3,10) = (.4)3(1 - .4)10-3
.0017916.

Having obtained probabilities for each of the two cases, one of three
decisions can be made, based upon the value of the probability ratio

P
-1

P
0

Pl(3,10)

Accept the collection if =
P0(3,10)

P1(3,10)

Reject the collection if -~
P0(3,10)

P1(3,10)

Continue sampling if B < 2+
P0(3,10)

where A and B are two positive constants (B < A).
Wald provides estimates for A and B by defining A and B as follows:
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vwhere a and B represent two types of errors that may be made (Wald,
1947, pp. 44-48). a represents the probability of rejecting

Hg given Hp is true, and B represents the probability

of accepting Hy when Hy is true. ‘ 1

The decision to reject, accept, or continue sampling is depen-
dent upon selection of the values of a and B. Continuing with the
example, suppose we select a = .05 and let 8 = .10. Then

i e

_l-.10

A =18
.05
B=—10 . q.1052 3
1 - 005 o
‘e 4
P (3,10) P (3,10)
Since B . 1.07, B < ———— < A. Therefore, a decision
P (3,10) P (3,10)
0 0
to accept or reject the collection cannot be made at the present time.
Suppose that 10 additjional observations are made with no addi- : 3
tional defective elements found. Therefore, 1
3 20-3
4 P0(3,20) = (.2) (1 - .2)

=.00018

3 20~-3
P1(3,20) = (.4) (1 - .4)

= .0000108

P1(3,20)
—— =z .06
P (3,20)

0

P1(3,20) )
Since ————— < B, the collection is accepted.
Po(3,20)

In the example, two samples of 10 observations each were made,
and the conclusion each time was based on the aggregate of the observa-
tions. The Wald sequential procedure permits the selection of one
additional observation at a time. This latter procedure was employed
by Ferguson (1969, 1970) in his adaptive testing application.




Ferguson’s Use of the Wald Procedure

Ferguson (1969, 1970) used the Wald binomial sequential method in
deciding whether an examinee is a "master" or a "non-master" of an ;
objective. An incorrect answer supplied by an examinee is analogous :
to a "defective" element described in the previous context of the
procedure.

As an exanmple of the procedure employed in this mastery/non-mas-
tery context, let us arbitrarily specify the required parameters. Let
@ = .1 and B = «05. Suppose that the mastery criterion for an
objective is 0.8 and the non-mastery criterion is 0.6. The decisions 1
of mastery and non-mastery can be graphically demonstrated. Figure \
A-1 depicts two lines (Lp and Lj) that are the boundaries of the
mastery and non-mastery regions, based upon the parameters selected.
It should be noted that in order to remain consistent with the context
"proportion of defectives”, the mastery and non~mastery criteria must
be transformed to their complements. Hence for mastery, 69 = 1 - .8,
or .2. Similarly, 83 =1 - .6, or .4.

abscanatiiaicica

The graph in Figure A-1l shows two parallel lines Lg and Lj that
separate the region above the horizontal axis and to the right of the
vertical axis into three subregions. The non-mastery region includes Lj
and the portion of the region above the line; the mastery region contains
Lo and the portion of the region below Lp; the no decision subregion
is composed of the remainder of the region. Path Ej in Figure A-1 depicts a
pattern of four consecutive incorrect responses by an examinee. After each
of the first three responses, no decision can be made. After the fourth, "y
the point representing four incorrect responses for four items falls in the
non-mastery zome. Path E9 depicts a response pattern in which the
examinee alternates with correct and incorrect responses. This process
also terminates in a decision of non-mastery, but only after 12
responses have been obtained. A decision of mastery would most
directly be obtained for an individual answering 11 consecutive items
correctly (with no incorrect response).

The graphs of the boundaries of the mastery and non-mastery
regions may be obtained by using the formulas derived by Wald (1947,
p. 94). Appendix B contains a description of program WALSEQ, a
FORTRAN routine which generates the intercept values and slopes for
the two lines. Program WALSEQ was developed under this contract.
Input to the routine requires specification of alpha, beta, mastery
criterion, and the difference between the mastery and non-mastery
criteria. In the last example, the criterion difference would
be obtained by subtracting the non-mastery criterion, .6, from the
mastery criterion, .8, resulting in a criterion difference of .2.

The values of alpha, beta, mastery criterion, and criterion

difference affect the slope of the parallel lines and the vertical .
intercepts. Hence the selection of these parameters will also affect
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the number of items required to make a mastery/non-mastery decision.
The effects of these parameters on the graphs of these lines and the
expected number of items required for a decision are discussed in the
next subsection.

The sequential method implies a sampling of a collection. 1In
terms of making mastery/non-mastery decisions, this collection consists
of items measuring the objective. The Wald method assumes that the
elements selected are independent in the probability sense. This
assumption cannot be fully met when the population is finite. The
larger the population the smaller this dependence. Generally, the
number of items in the population (that is, items corresponding
to the same objective) is not always extremely large. Ferguson’s
application employed computer-generated mathematics items. Computer-
generation of items is not yet possible in most instructional areas,
and hence, the practical constraints of building a very large item
pool for each objective forces a violation of this assumption.

The Wald binomial sequential method appears to be very satisfac-
tory when one wishes to decide if a lot of electric light bulbs should
be accepted or rejected. The light bulbs in the lot would be expected
to be of the same type and size. If one were required to judge a lot
of bulbs of different sizes or types, a sampling plan involving
stratified selection would possibly be necessary. '

Test items corresponding to the same objective may ewbody differ-
ences in difficulty and discrimination, and may measure different
dimensions within the objective. The effects of these variables on
the Wald procedure are not yet known. The sequential procedure
appears to have some appealing aspects applicable to criterion-refer-
enced testing, but also poses some questions concerning its applica-
bility.

Mastery criterion requires a somewhat different interpretation in
the context of the Wald procedure than in the context of a proportion-
correct score for a small finite collection of items. In the context
of the Wald procedure, a mastery criterion is the expected or desired
proportion of correct responses an examinee is to provide, given
infinitely many, or at least a large finite number, of items corres-
ponding to the objective. As in the example depicted in Figure A-l i
where the mastery criterion was set at 0.80, an examinee must provide )
correct responses to more than 80 percent of the items, when 16 or ’
fewer items are presented. As shown in Figure A-1l, the minimum number
of items that may be presented in order to make a mastery decision is
11. 1In such a case, the examinee would not be permitted to answer any
item incorrectly to be classified as a master. An examinee may
lacorrectly answer one item when 14 or 15 items are presented and )
still be given a mastery classification. In these cases, approxi-
mately 93 percent of the items must be answered correctly for a
mastery classification. For presentation of 20 items the wminimum
acceptable percentage of correct responses drops to .90. As the !
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number of items presented increases the minimum mastery proportion
approaches .7. Hence, mastery criterion in the context of the Wald
procedure is not necessarily the minimum acceptable proportion of
correct responses to relatively few items. The mastery proportion may
be considered an average cutting score for all subsets of items
selected from an infinite collection of items.

Effects of Differential Parameter Selection on Expected Number of

Items Needed for Decision Making

In Figure A~1 a specific instance of the Wald binomial ratio
test was demonstrated. In the general case, the boundaries for
the mastery and non-mastery regions are parallel lines with a positive
slope less than one. The slope of the lines is computed by the
formula (Wald, 1947, p.94):

1-69
log —
1-~-96
S = 1
1 61 L 1 - 91
og .= - log ———=
8 e 8 1 -0
0 0

where 9g is the proportion of "defectives" or items incorrectly
answered to accept the collection or assume mastery; 81 is the
proportion of "defectives" or items incorrectly answered to reject
the collection or assume non-mastery. Note that the slope is
affected by ©p9 and ©; but not by a or B. Recall that

69 = (1 - mastery criteriomn).

The intercepts of the lines for the mastery and non-mastery
boundaries are computed from the following formulas, respectively
(Wald, 1947, p.94):

B
- log I-a
0 0 l-08
log -1 - log — 1
90 1 - 90
i-g
A log a
1 0 1 -0
log _1- log 1
0 1-~-09
0
85
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The intercepts are affected by 6y, 61, a, and B.

The effects upon the slope and intercepts by changes in «, 8,
mastery criterion (1 - 6g), and criterion difference (mastery
criterion minus non-mastery criterion), that is (1 - 6g) - (1 - 1)
or 6) - 6g are presented in Table A-1. The concept of a criter-
ion difference is analogous to the concept of effect size in statisti-
cally testing the difference between th: means of two groups. In such
statistical testing, when a and B remain constant, the number of
observations required to detect a significant difference may be
reduced as the anticipated effect size increases (see Cohen, 1969).

Although Table A-1 summarizes the effects of a, B, mastery
criterion, and criterion difference on the slope and intercepts, the
ramifications in terms of required numbers of items for decision
making are not always apparent. Therefore, Table A-2 provides a
summary of the effects of the variables on minimum numbers of items ;
to be presented for mastery and for non-mastery decisions, and the )
effects on the expected number of items required for each decision. :
In Table A-2, the minimum number of items necessary for mastery/mon-
mastery decisions refers to cases in which a subject correctly
answers all items or incorrectly answers all the items presented.
Such response patterns produce decisions with the presentation
of the fewest items.

Expected Number of Items Needed to Make Mastery/Non-Mastery Decisions

An expected number of observations necessary to reach classifica-
tion decisions given the true value of the proportions of defectives
in the collection has been addressed by Wald (1973, pp. 99-101).
Figure A-2 is an example of a typical average sample number functionm.
In the figure, n represents the number of observations required, p is
the proportion of defectives in the lot. The expected value of n,
Ep(n), generally increases as the proportion of defectives increases
from zero through pg, the proportion of defectives for acceptance of
the lot. A change from increasing values of E (n) occurs between
po and pj, with decreasing values of Ep(n) for values of p
greater than pj.

—
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Fig. A-2. Typical Average Sample Number Function
(Abraham Wald, Sequential Analysis, Dover
Publications, Inc. Reprinted by permission.)

Formulas for determining E,(n) are provided in Wald’s publication.

The values of E; (n) are dependent upon o, B, pg, and p) values. :

The ramifications of the values of these variables upon the expected i
! required number of items are discussed in ensuing sectioms. l

The formulas for estimating Ep(n) were used in program WALSEQ. j
A description of the program appears in Appendix B. :

Setting a, B, §

The expected number of items needed to make mastery/non-mastery i
classifications are affected by & and B. The lower the values of !
a and B, the higher the expected number of items needed.

The selection of values for a and B should be made on the basis
of the importance of accurately classifying examinees. The effect of
specifying small @ and B may require the generation of many items, or
items with extremely high discriminations. The effort and cost involved
in producing highly discriminating items for less crucial objectives way
not be justified. Hence the selection of values for @ and B should be
based on the criticality of accurate classification for each individual
objective.

A suggested method of selecting values for o and B is based upon
the ciiticality levels for specified factors related to the two poten-
: tial errors. The Type I error (a) is the risk in classifying an
' individual as "non-master' when actually the individual is a "master."
. The Type II error (B8) is the risk 1n classifying an individual as
a "master" when actually the individual is a "non-master.” The
' method requires a determinaticn of the criticality (low, medium,
high) for each factor j, selection of an a; value from a given
- range, and selection of equal to the minimum °j value. The same
method is employed to establish a value for B. )
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In this report, the factors and values for a and B correspond-
ing to levels of those factors are only examples. The factors and
values have neither been validated nor obtained by a consensus of
experts. The factors and values are provided as a guide for further
exploration and research.

For the Type I error, the following three factors concerning the
impact of the level on potentially incorrect decisions have
been identified:

l. Instruction--required training resources (personnel and
materials) to provide additional training.

2. Trainee Attitudes--the attitude of trainees when
assigned instruction on objectives that have been mastered; trainee
frustration; and corresponding impact on performance in the remain-
ing portion of the program and on the job.

3. Cost/Time--the additional cost and time required for
additional training that is not really needed.

The factors are not necessarily mutually exclusive, although no
two are intended to incorporate identically the same elements. For
example, suppose that a trainee has been incorrectly classified as a
non-master on an objective. The corresponding instruction may require
a moderate amount of time and extenmsive use of instructional resources.
Hence the criticality of the instructional resources factor wculd bLe
classified as "high." The cost/time factor would possibly be classi-
fied as "medium."

Table A-3 displays a sample matrix of suggested ranges of
values for each factor by criticality level. (The values in the
matrix are for illustrative purposes only.) The matrix would be
used as an aid in selecting an aj value for each of the j factors.
It is noted that the criticality levels are not necessarily the
same for each factor. Also, the same a value may appear at differ-
ent levels for different factors. The potential impact of a wrong
decision on an objective that comes at the conclusion of a long,
expensive training session could be very high. A very low pruu-
ability of false non-mastery classification would probably be de-
siral.le--possibly as low as .00l. For other factors, it might
never be practical or sufficiently critical to select an aj value
less tbh- .01.

order for the matrix in Table A-3 to be used objectively,
measurable criteria would necessarily be assigned to each critical-
ity level for each factor.
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Table A-3

Sample Matrix of Alpha Values Related To a Type I
Error (Classifying a True Master as a Non-Master)

o i,

FACTORS
Criticality
Level Instruction Attitude Cost/Time
Ql 02 03
LOW ol - .2 ~2 - 03 -1 - 03
Medium .06 - .09 .08 - .1 .02 - .09
High oOl - 005 001 - 007 -001 - aOl

¢ = minimum of (ay, aj, aj)

Note: The values supplied in the matrix are for illustrative
_purposes only.

For example, for the "impact on instruction" factor, the
following measurable criteria might be employed:

Amount of Time Required for

Criticality Level Corresponding Instruction

Low Two minutes or less

Medium More than 2 but less than
10 minutes

High 10 or more minutes

The same type of process would be used to select a value for
the Type 11 error (B). The following four factors could be con-
sidered in selecting B8:

1. Safety--potential harm to the trainee or to others due
to the trainee’s actual non-mastery of the skill.

2. Prerequisite in Instruction--potential ramifications
upon future instruction (in the present training program or there-
after), especially if the skill is prerequisite to many other
tasks.

3. Time/Cost--potential loss or destruction of equipment
(efther in training or on the job).

91
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4. Trainee’s View of the Training--potential negative view
by trainee when classified as master, although trainee feels he
is not a master; negative view of trainee in the on-the-job situ-
ations when previous training does not appear to have sufficiently
prepared him for the job.

Setting 6g and 6y

In the context of "defectives" 8g is the maximum acceptable
level of defectives to accept the collection. In terms of "mastery"
of an objective, the proportion of items answered correctly is used.
Therefore, let qq represent the mast.ry level. Then qg is
equivalent to 1 - 8g. Similarly, since 6;, represents the minimum
level of defectives at or above which a collection is rejected, q
will be used in terms of proportion correct and is equivalent to
1 - 8;. Hence, when the mastery and non-mastery values qg and
q) have been selected, 83 and 0; are readily obtained.

Three methods for selecting mastery and non-mastery criteria
are outlined below:

Method l--External Criterion. Individuals are claucified as
masters, non-masters, or unknown on the basis of performance on
criteria directly related to the instructional objectives. These
criteria can be in terms of demonstrated levels of proficiency either
on the job or in a training environment. The mean proportion of
items answered correctly by the masters on an objective would pro-
vide an estimate for qp. Similarly q; would be the proportion
correct for the non-masters.

Method 2~--Rationalization. Experts in the subject area who
understand the relation of the training objectives to the end
result, e.g.,.on-the-job performance, select the qg and q; values
to reflect their estimation of the necessary levels of performance.
This method is probably the closest to that now used by the
Air Force. The procedure may provide somewhat easier decision
making since specifying two values creates an indecision zone--
neither mastery nor non-mastery. This indecision zone indicates
that performance is at a level which may not be mastery but is not
sufficiently poor to be considered at a non-mastery level.

Method 3--Representative Sample. The scores of prior trainees,
who demonstrate the entire range from extremely poor to exemplary
performance on objectives, are used to estimate qqg and qj-.

The proportion correct for the entire sample is used to obtain an
initial cutting score C. Scores are separated into two categories:
(a) those scores greater than or equal to C and (b) those less than
C. For each category, the mean proportion correct score is computed.
The mean for the first category equals qg; the mean for the second
category equais qjp.




AD=A081 835

UNCLASS!FIED

CONTROL DATA EDUCATION CO MINNEAPOLIS MN

F/8
COMPUTERIZED INSTRUCTIONAL ADAPTIVE TESTING MODEL! FORMULAT!DN -ETC(U)

FEB 80 S J KALISCH
AFNRL'TR°79-33

5-77—C-0071

oTic




. Y

The Effects of Item and Objective Discrimination

The discriminating power of the items affects the expected
number of items required to make mastery/non-mastery decisions.
If the items provide little discrimination, the number of items
necessary for decision making may be increased beyond practical cost
and developmental time limits. With respect to the three methods of
setting 6;, and 62, Methods 1 and 3 provide estimates of the
discrimination of the objectives, vwhereas Method 2 does not.

Objective discrimination is defined as Eb - ;i, vhere ;b and'al.
are the mean proportion of items answered correctly by

‘masters and non-masters of the objective, respectively. Item discrimi-

nation may be similarly defined as Iy - Iy, where g and T,

are the respective proportions of masters and non-masters of the
objective who have answered the item correctly. An estimate for the
objective discrimination for n corresponding items would be the
average of the n item discriminations.

Objective discrimination is directly related to the criterion dif-
ference discussed in the context of the Wald binomial probability
ratio test. The criterion difference may be represented as 8; - 9.
The criterion difference ©; - 6p equals qp - q1, the objective
discrimination.

An increase in criterion difference, and hence discrimination,
decreases the expected number of items required to make mastery/non-
mastery decisions. This is demonstrated in Tables A-4 and A-5. For
fixed @ and 8, the expected number of items necessary for both classi-
fications is reduced and the range in expected number of items is also
diminished. The tables indicate that for each given &, B, and crite-~
rion difference the number of items expected to make a non-mastery
classification is greater than the number required to make a mastery
decision, although for more highly discriminating items the expected
numnbers for each decision are nearly equal. Although Tables A-4 and
A-5 specify values for the one case in which 6 = .2, i.e., mastery
criterion equals .8, the same pattern exists for other values of
8p, relatively close to 8g = .2 (e.g., .1, .3, .4).

The level of item discrimination has affects upon test
development costs and testing time for examinees. Objectives with
items of low discrimination will require large pools of items to be
developed. Writing items with higher discriminations may require
more developnen;'tine and dollars per item, but will require fewer
items to be developed. In order to minimize testing time for examinees,
it ‘would be desirable to present as few items as possible without
jJeopardizing the ability to make accurate classifications. The
desirability of reducing testing time and the effects upon development
costs suggest the development of items with sufficiently high discrim-
inations.

93

L S . ea s &

UeT ey ey




‘1 z ‘T z ‘t € ‘t S ‘¢ 0T ‘s €€ ‘11 0z° oz
‘1 Tt Tt v ‘¢t 9 ‘Y 1 ‘9 17 ‘€l st 0T
‘1 T A A € ‘c S ‘y 8 ‘s ST ‘8 €S ‘1 ot (1144
‘T [ 2 4 [ 4 € ‘t 9 ‘y 11 ‘9 6t ‘11 o e
‘1 YA 4 4 v ‘c LY 1T ‘L 8y ‘tl £1° T
A T ‘T t ‘¢ S‘y 6 ‘S LT ‘8 19 ‘L1 ot 118
‘1 T ‘2 4 v ‘¢ 9 ‘v €T ‘9 sy ‘Tt 0z ot
‘1 Tt € ‘¢ S ‘¢ L s 91 ‘¢ SS ‘91 ¢T° ot
‘T Y 4 y ‘¢ 9 'y 0T ‘¢ 0z ‘g 69 ‘L1 o1 ot
‘T € ‘¢ S ‘¢ 8 ‘s A A 9z ‘11 £6 ‘2 $0° ot
‘T £ ‘T v ‘¢ 9 ‘y 1T ‘s iz ‘s 8L ‘LT ot* <0
A v ‘¢ S ‘Y 8 ‘s LAY 62 ‘11 £E0T ‘€7 so° €0°
‘e 9 ‘y 8 ‘¢ €T ‘L ¢t ‘o1 9% ‘91 €91 ‘se 10° So°
‘T y ‘¢ 9 ‘9 6 ‘S 91 ‘L e ‘11 YIT ‘€2 So° 10°
‘c 9 ‘y 6 ‘s v ‘L vz ‘ot 0s ‘91 9LT ‘se 10* T0°
L 9° g’ LA £ z 1 9 o
32Ua133JT(Q VOTASITIAD 3o anyey
Z° = Op uayy uoyrstoaq £123sel B 3Yey 03 papaaN swWII] Jo siaquny paidedxy jo saBuwy
y=v @1q®e]
——— N

94

-,




.
. T°r T T ‘1 Tt € ‘T L€ 6Z ‘v oz* oz*
- T°‘1 T ‘1 A ¢ (A4 v ‘T 6 ‘¢ ve 'y ST* oz*
‘1 4§ z ‘1 R 4 S ‘2 0T ‘¢ oy ‘v or° oz M ,
..w 1A | 1A § T ‘1 Tz v ‘z o1 ‘¢ Le ‘s oz* sT* k
,wJ T 1 Tz ¢z sz 1 £y ‘s 38 st |-
. z ‘1 z ‘1 z ‘2 € 9 €T ‘¢ 6% ‘S ot st
._,I z 1 z ‘1 z ‘2 €z 9 ‘c €T ‘v 8y ‘9 0z ot :
mm* T ‘1 z ‘1 T C v ‘T 9 ‘C 9T ‘v sS ‘9 ST (1) &4 “ i
. 1 T ‘T € ‘C v ‘€ L e 9T ‘¢ 79 ‘9 ot* ) or° 2 ! m
[ ¢ T ‘T € ‘T S ‘c 8 ‘¢ 6T ‘v oL ‘9 so° otr* w |
T2 € ‘2 v ‘¢ 9 ‘¢ 0T ‘v T ‘s 78 ‘8 oT* s0°
T € ‘t v ‘¢ 9 ‘¢ 11 ‘v sT ‘s %6 ‘8 so° so°
T e € ‘¢ v ‘¢ L ‘e €T ‘v Le ‘s €0T ‘s 10° $0° 1
v ‘c S ‘v Ly 0T ‘s 8T ‘s 6€ ‘L 8yT ‘Tt S0° T0° “
v ‘¢ S ‘y L'y 14 S 0z ‘9 £y ‘L 6ST ‘2T 10° 10°
- g° < 7 £ 3" T ¥ T :
IJUa133ITQ UOTIAITI) Jo anyep '

7* = 0g NZHM NOISIDIQ AYALSVW-NON V DIVA Ol A3QFAN SWALI 40 SYATWAN @I103dX3 J0 SIONVY !

$-V ?1qel

T e A DI vt 0 SOy i v e srrm 5 an i S e e




Estimates of item and objective discrimination are dependent upon
the sample upon which the estimates are based. Hence, adequate
representation of both masters and non-masters of an objective would
be necessary to obtain accurate estimates of discrimination.




APPENDIX B: A Description of Program WALSEQ

Program WALSEQ is a FORTRAN routine developed under this
contract, providing the following results related to the Wald
binomial probability ratio test:

1. Slope and intercepts for mastery/
non-mastery region boundaries.
(See Figure A-l.)

2. Minimum and expected numbers of

items for mastery/non-mastery

classification.
Examples of the printed output are shown on the following

two pages.
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WALD SEQUENTIAL METHOD
NUMBERS OF ITEMS FOR CLASSIFICATION DECISIONS

= ,2000 BETA = .1000 CRITERION DIFFERENCE = .2500

MINIMUM NUMBER OF ITEMS EXPECTED NUMBER OF ITEMS NEEDED

FOR DECISION FOR CLASSIFICATION
MASTERY
CRITERION  MASTERY NON-MASTERY  MASTERY NON-MASTERY NEITHER
.8000 6 2 { 6, 10] (2, 7] (7, 11}
.8100 6 2 (6,200 (2,71 (7,11
.8200 10) 6) 6, 10)
.8300 6 2 [ 6, 10] 12,6 [6, 10
.8400 6 2 [ 6, 10} [2,6] [6,10)
.8500 5 2 { 6, 10] (2,6] [6,10)
.8600 7 2 {7, 9l (2,61 (6, 9)
.8700 7 2 (7, 9 (2,5 1[5 9]
.8800 7 2 {7, 9] [ 2, 5] [ 5, 9]
.8900 7 2 (7, 9] (2,5 (5 9
.9000 7 2 17, 9] [ 2, 5} {5, 9]
«9100 7 2 ({7, 8] [ 2, 4) [ 4, 8)
+9200 7 2 (7, 81 (2 4 (4 8)
9300 7 1 (7, 8 [1.4) [4, 8
.9400 7 1 (7, 8 11,3 (3, 8)
+9500 7 1 (7, 17 (1,3 (3 N
+9600 7 1 (7, 7] (1, 3) (3, 7]
+9700 7 b [7, 7] (1, 2] {2, 7]
.9800 8 1 (6, 8 (1,21 (2, 6)
+9900 8 1 (e, 8 [1,1) {1, 6)
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' WALD SEQUENTIAL METHOD 1
PARAMETERS FOR MASTERY/NON-MASTERY BOUNDARIES .

E,

ALPHA = ,2000 BETA = .1000 CRITERION DIFFERENCE = ,2500 1

hikk INTERCEPTS Rk & 4

—-— MASTERY — ~—=  NON-MASTERY —- ;

MASTERY k

CRITERION SLOPE VERTICAL HORIZONTAL VERTICAL HORIZONTAL

.8000 3160  -1.7539 5.5497 1.286 -4.0142
" ( .8100 .3053  -1.7202 5.6339 1.2442 ~4.0750
' .8200 2946 -1.6844 5.7180 1.2184 -4.1359
| .8300 .2838  -1.6466 5.8021 1.1910 ~4.1967
. .8400 .2730  -1.6067 5.8861 1.1621 -4.2575
.8500 .2621  -1.5645 5.9701 1.1316 -4.3183
, .8600 2511 -1.5201 6.0542 1.0995 -4.3790
: .8700 L2400 -1.4733 6.1381 1.0657 -4.4398
; .8800 2289 -1.4241 6.2221 1.0300 -4.5005
i .8900 2176 -1.3722 6,3061 .9925 ~4.5012
; .9000 2062 -1.3176 6.3900 .9530 -4.6219
; .9100 1946 -1.2600 6.4739 9114 -4.6826
.9200 1829  -1.1991 6.5578 .8673 -4.7433
.9300 1708 -1.1345 6.6416 .8206 -4.8040
.9400 1584  -1. 0656 6.7255 .7708 ~4.8646
, .9500 1456 -.9916 6.8093 7172 -4.9252
r l. . .9600 1322 -.9110 6.8931 .6589 -4.9859
\ -9700 177 ~.8214 6.9769 .5941 -5.0465
B é . 9800 .1017 -.7177 7.0607 .5191 -5.1071
' "I 9900 .0820 -.5859 7.1445 .4238 ~5.1677
jl:~ . 9
F




APPENDIX C: Directions for Supplying Decision Loss Values

Adaptive testing may be described as a procedure in which an
examinee+is presented with test items that are appropriate for his
level of performance. By presenting only those items that are appro-
priate to the individual’s performance levels, an adaptive testing
procedure can provide a more accurate and more efficient system of
ascertaining mastery or non-mastery of instructional objectives.

The Problem
Suppose you are a "decision maker" in an instructional assess-
ment program. You are planning to implement an adaptive testing

procedure. The testing process requires the use of certain param-
eters. You as "decision maker" are to supply these values.

Parameters in the Adaptive Testing Procedure

Suppose that the instructional objectives in each block of
instruction are classified as "of prime concern" and "of secondary
concern."” The objectives of prime concern are those objectives
which are of most importance and are generally the terminal objec-
tives of the block. The objectives of secondary concern are generally
the enabling or prerequisite objectives--those that serve as a
means to achieving the terminal objectives.

The parameters you are to specify indicate the relative losses
associated with various classification decisions for the two types
of objectives. For example, you would consider it undesirable to
classify an individual’s performance on an objective as "non-mastery"
when in actuality the skill had been mastered. As undesirable as
this incorrect classification would be, you might not consider it as
undesirable as classifying an individual’s performance as "mastery"
when in actuality the skill had not been mastered. Although with
each of these incorrect decisions, losses with regard to accuracy may
be associated, the losses may not be equal. Similarly, greater
losses in inaccurate decisions may be associated with objectives of
prime concern than with objectives of secondary concern.

~ Your decision-making task is to supply the parameters that
describe the relative losses for various correct and incorrect
mastery/non-mastery classifications. The 12 parameters you are
to provide are represented by the Ly’g (1 = 1, 12) in Tables C-1
and C-2.




Table C-1

Matrix of Loss Values Associated
with Objective; of Primary Concern.

True Classification
Classification Decision

Mastery Non-Mastery

Mastery Ly L2

Non-Mastery Li Ly

Vo

Indeterminable Ls Lg

Table C-2

Matrix of Loss Values Associated
with Objectives of Secondary Concern

True Classification

Classification Decision
Mastery Non-Mastery

Mastery Ly Lg
Non-Mastery Lg Lio

Indeterminable L11 L12

losses associated with accurate/inaccurate decisions. The values
! may incorporate such factors as (a) increased 1 tructional costs,

The values you provide for the Lj’s are to reflect the relative

(b) amounts of time for instruction, and (c) effects on the trainee’s

morale. Inaccurate classification may result in the unnecessary

¢
o
F l. . classifications may result in a trainee’s being placed on the job
¢ with inadequate or unmastered skills.
)
The loss values you provide reflect "relative" losses. The
s values are not absolute losses. For example, if in Table C-1, Lj
v equals 10 and LR equals 5, the loss (L2) associated with classify-
ing as "mastery

;A ,1.\ . 101

assignment of instructional remediation. Likewise, other inaccurate

performance that is actually "non-mastery" is twice
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as great as the loss (Lj3) associated with a "non-mastery” decision
vwhen the true situation is "mastery." These same relative losses
could have been specified as Ly = 2 and L3 = 1. One loss would

still be twice that of the other. Of course, in providing 12 relative
loss values, one must in essence consider the relation of all pairs

of loss values.

The loss values to be provided are to be nonnegative integers
(0, 1, 2, ...). Losses associated with correct decisions may be
zero since no loss in accuracy would be associated with a correct
decision.

Due to insufficient data collection, it may not be possible
to classify performance as "mastery" or "non-mastery." In such
cases, performance is to be categorized as "indeterminable', and
assumed to be "non-mastery." Hence, due to an examinee’s set of
responses to test items or an insufficient number of items presented,
the trainee is assumed not to have demonstrated performance classifi-
able as "mastery" and is assumed not to have mastered the skills.
Because you may consider losses associated with the "indeterminable"
classification to be different than those for a "non-masteryﬂ decision,
you are given the opportunity to make the distinction.

Assumptions

In specifying the loss values, make the following additional
assumptions:

1. Since incorrect decisions result in greater losses in
accuracy than correct decisions, Ly and L3 should be
greater than L; and L4. Likewise L8 abd L9 should also
be greater than Ly abd LjQ.

2. Incorrect decisions for objectives of primary concern
should be greater than for objectives of secondary con-
cern. Hence, L3 and L3 should be greater than L8 and

Lg, respectively. Likewise it is expected that LS is
to be greater than Lj;.

3. The loss values to be provided represent the losses
related to the possible decisions that may be made for
each objective.

Your Decisions

In relation to the situation and assumptions discussed, you
are asked to supply whole number loss values (0, 1, 2, 3, ...) for

the 12 Ly values in Tables C-1 and C-2. On the next page are tables
similar to Tables C-1 and C-2 with blanks substituted for the L;’s.

Please enter the loss values that you suggest into the tables on
the next page.
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Table C~3

Matrix of Loss Values Associated
with Objectives of Primary Concern.

True Classification
Classification Decision

Mastery Non~Mastery

Mastery
Non~Mastery

Indeterminable

Table C-4

Matrix of Loss Values Associated
with Objectives of Secondary Concern

N
- - True Classiffcation

Classification Decision
Mastery Non-Mastery

Mastery

Non-Mastery

Indeterminable
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