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ABSTRACT

An approach for achieving efficient TASI-like multiplexing of speech

on a demand-assigned satellite channel, where a number of ground stations

each support a small number of off-hook callers, is proposed and evaluated.

7The approach presupposes a demand-assignment scheme which allows rapid

changes in channel capacity assigned to individual nodes. The components

of the approach are: (1) prediction of future speaker activity at each

node and channel reservation requests based on the prediction; and (2)

buffering of speech at the nodes to aid in prediction and to trade delay

for improved multiplexing efficiency.

System performance was evaluated by means of a computer simulation.

Results indicate that cutout fraction can potentially be reduced through

dynamic allocations based on speaker activity prediction, as compared to

the case of fixed allocations. Further improvements can be obtained, at a

cost in added delay, by allowing buffering of speech at the individual

nodes. These improvements can be taken advantage of by allowing more users

to share the channel at a given cutout fraction, or by providing a lower

cutout fraction to a fixed number of users.
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I. I NTRODUCT ION

Recent trends in integrated voice/data communications network design

have begun to favor configurations with a large number of small nodal

switches serving small local user groups and with heavy reliance on

broadcast satellites for transmission capacity [1,2]. Satellite channel

capacity is an expensive commodity in such a system, and flexible Demand

Assignment Multiple Access (DANA) schemes [3] must be relied upon to

allocate this commodity efficiently according to fluctuating demands from

the various earth terminals. Channel utilization can be significantly

enhanced through the application of TASI (Time Assigned Speech Interpo-

lation) [4] or DSI (Digital Speech Interpolation) [5] wherein off-hook

voice callers occupy channel capacity only during talkspurts and not

during silence periods. Since talkers in conversation are typically

silent more than 50% of the time [6,7], the potential capacity saving,

generally referred to as the 'ITASI advantage" is greater than a factor of

two. However, with standard TASI or DSI systems, achievement of the full

potential TASI advantage requires that a large number of talkers (typi-

cally 50 or More) be statistically multiplexed at a particular node. The

configuration of concern here is a number of small earth stations or

nodes, where the number of off-hook callers at each node is too small to

4 achieve efficient TASI multiplexing by standard techniques, but where the

aggregate number of callers sharing the satellite would be large enough

for efficient multiplexing if all the users were located at one node.

This paper describes and evaluates a proposed approach for achieving
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eificient TASI-like multiplexing in this configuration. The approach

presupposes a DAMA spheme such as Priority-Oriented Demand Assignment

(PODA) [3] which allows stations to request and rapidly obtain changes in

their share of a Time-Division Multiple Access (TDMA) channel. The

components of the approach are:

1. prediction [8] of the number of callers in talkspurt at each

station ahead by the time (minimum of one satellite round-trip

propagation delay) required to change channel capacity allo-

cation, combined with requests for channel capacity on the basis

of this prediction;

2. variable-length buffering of speech at each station and trading

of delay for TASI advantage [9].

The results, which are obtained primarily through computer simulation,

show that this dual approach provides substantial potential improvement in

TASI advantage over a system with channel allocations which cannot be

changed rapidly enough to respond to talkspurt/silence variations and

without variable buffering at the nodes. Note that the term "TASI advantage"

is used generically in this paper to refer to the ratio of the number of

off-hook callers to the system channel capacity, where one unit of capa-

city is taken to be just sufficient to support one caller during talkspurt.

The use of this term should not confuse the fact that the system under

consideration is quite different from the classical TASI system.

The organization of the paper is as follows. Section II details the

system model and strategies for improved TASI performance and discusses

2
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the interplay among: talkspurt activity predict-ahead time, DAMA system

response time, speech delay, and margin to be associated with channel

capacity requests. Section III describes the theoretical basis of speaker

activity prediction and presents an example illustrating the potential

benefits of prediction. Section IV deals with the TASI performance

improvement results that can be achieved with speaker activity prediction

but without flexible buffering at the nodes. Section V discusses the

combined effects of prediction and buffering. Section VI deals with the

sensitivity of the simulation results to various system parameters, and

Section VII summarizes potential TASI performance improvements for the

strategies considered. Conclusions are summarized in Section VIII.

t II. SYSTEM MODEL AND STRATEGIES FOR IMPROVED TASI PERFORMANCE

The multi-node satellite-based communication system model of interest

here is depicted in Fig. 1. There are N ground stations, and the nodal

processor at the ith station supports Mi off-hook callers. Functions of

the nodal processors include multiplexing and demultiplexing of local

traffic, as well as the processing necessary to support the satellite

demand assignment algorithm. Application of Speech Activity Detection

(SAD) and transmission only during talkspurt is assumed for each caller so

that the transmission rate which must be supported at a node varies with

the number of active talkspurts.

The satellite channel capacity is assumed to be shared among the N

nodes on a dynamically demand-assigned burst-TDMA basis. The capacity

allocated to each individual station is assumed to be in the form of a

3
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Fig.l. Configuration of multi-node satellite communications system.
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variable-size "stream" [3]. Once every T s sec the station has the oppor-

tunity to transmit a burst segment, where the maximum number of bits in

this segment is the stream size. The DAMA algorithm is assumed to schedule

these burst segments to be transmitted from the individual stations in a

non-interfering and efficient manner. To minimize end-to-end delays it is

desirable that Ts be kept as short as possible, on the order of 20-40 ins.SI
It is not necessary that T S match the frame interval which is associated

with the TDMA pattern of the DAMA algorithm. Each segment, as shown in

Fig. 2, is assumed to contain a short reservation request slot used to

request changes in the size of the stream plus a set of speech slots each

capable of carrying the amount of digital speech produced by one active

voice terminal during one frame interval. For simplicity of simulation

and analysis it is assumed here that all speech slots are of equal size,

although the strategies and general nature of the results are not limited

to this case. The nodal DAMA processor inserts into each reservation slot

a request for a number of speech slots. This request number may vary

slowly on the basis of variations in the number of off-hook callers M.i or

more rapidly on the basis of variations in the number of callers in

talkspurt. In either case the request cannot be granted until it has been

received by all stations, at least one satellite round-trip time (--270 msec)

after it is issued. A distributed DAMA algorithm is assumed wherein the

nodal processors at each station collect all requests and allocate speech

slots based on identical, fair round-robin algorithms [10]. Generally

this channel allocation might occur synchronously with the frame structure



RESERVATION SPEECH
REQUEST TRANSMISSION 11 K2 881

SLOT SLOT

Fig.2. Format of burst segments transmitted in a single multiplexed
speech stream. The reservation of stream capacity allows a node to
transmit one of these segments every TS sec. The stream size (number of
speech slots) may be varied dynamically by changes in the reservation
request.
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of the DAMA algorithm. For convenience in most of the simulation work

here it has been assumed that allocations of channel capacity are updated

every TS sec, upon receipt of new reservation requests from all stations.

Since TS is typically much shorter than a satellite round-trip time, a

"reservation pipeline" is formed wherein a number of reservation requests

are propagating across the transmission link at any time.

The reservation response delay is not a significant limiting factor

in responding to call initiations or terminations, where response times

on the order of seconds are acceptable. However, achievement of efficient

TASI multiplexing without nodal buffering in the case of a small number of

callers per node requires that each node's slot allocation closely match

the number of active (i.e., currently in talkspurt) speakers at that node.

Because of the reservation response delay, the best each node can do to

achieve this match is to issue slot requests based on a prediction of the

number of talkers likely to be active one reservation response delay in

the future. If, due to inaccurate prediction or limited overall satellite

capacity, a node's slot allocation at a particular time becomes tempor-

arily insufficient to support the instantaneous number of active talkspurts,

then the overflow speech must either be discarded immediately, or buffered

(adding delay) at the node until transmission capacity becomes available

or the buffer overflows. Both cases are considered here.

The strategies considered here can apply whether a packet- [11,12] or

circuit-oriented [5] transmission format is utilized for the digital

speech. As discussed in [13], the required control overhead for packet

7



transmission can be reduced to a level comparable with that required to

accommodate talker activity information in a circuit-switched system, if

fixed virtual-circuit routing [14] is used for the packets. The primary

remaining difference then becomes the flexible buffering allowed by the

asynchronous nature of the packet system. However a digital circuit-

switched DSI system can also be augmented to include flexible buffering

[15]. For convenience, the term "packet" will be used here to denote thej~i speech information which is accommodated in a speech slot (see Fig. 2),

and speech buffers (when applied) are assumed to accommodate packet-sized

units. However, it should be understood that the strategies and results

are not strictly limited to packet systems.

A block diagram of the functions to be carried out at each node is

shown in Fig. 3. The off-hook voice terminals transmit digital speech

packets (during talkspurts only) through the multiplexer which feeds a

multiplexed speech stream into the buffer. Once every stream intervalTS

the speech stream transmitter discharges from the buffer the number of

packets that can fit in its current stream segment. The maximum time T B

that a packet is allowed to remain in the buffer is set by a delay control

parameter. Packets not discharged within this time are discarded. The

cutout fraction, defined as percentage of packets discarded, is a key

performance parameter in the system. Generally cutout fractions less than

0.5% will be essentially unnoticeable to users and cutout fractions on the

order of 1% can be tolerated without significant degradation in user

acceptability. This holds both for standard TASI systems [4] where

8
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cutouts occur only at talkspurt onsets, and for the system under considera-

tion here where speech loss can be dispersed [16] through any part of a

talkspurt. Minimal buffering delay (corresponding to a standard synchronous

TASI or DSI system) results when the delay control parameter is set such

V that no packet remains in the buffer longer than one stream interval.

Stream capacity is granted by the DAMA algorichm on the basis of the

reservation requests most recently received from all stations and pro-

cessed by the DAMA algorithm. The speech activity predictor observes the

current number of active talkers in the multiplexed speech stream at the

buffer input, and estimates the number of talkers likely to be active at a

predict-ahead time Tp into the future. The request algorithm adds a

margin MA to this prediction to produce a reservation request for trans-

mission along with the current speech frame. Margin is chosen (as dis-

cussed in more detail below) in order to balance optimally for a given

overall satellite load, packet losses due to (I) insufficient reservation

request by the individual node; and (2) denial of reservation requests by

the DAMA algorithm when the sum of all nodal requests exceeds channel

capacity.

There are fundamental interrelationships in this system among the

maximum buffer delay TB, the required predict-ahead time T., the reserva-

tion response time TR, and the margin MA. The growing uncertainty of

predicting further into the future implies that MA should increase with

Tp. If TB is set to zero, then Tp must equal TR, which is lower-bounded

by the satellite round-trip time. On the other hand an increase in TB has

10



the effect of producing a corresponding decrease in Tp. In particular, if

TB = TR then no prediction is necessary because the speech can be buffered

locally just long enough to make the desired change in channel allocation.

The TASI performance of the overall satellite system for this special case

will be as effective as if all callers were multiplexed at a single node.

The cost for obtaining this multiplexing performance is an added delay of

TR. The potential benefit of speaker activity prediction is to reduce

this delay while still achieving efficient channel utilization.

Ill. SPEAKER ACTIVITY PREDICTION

Consider M independent off-hook callers each alternating between

talkspurt (active mode) and silence (inactive) and let n(x) denote the

number of active talkers at time x. The optimum, least squares prediction

of n(t + t), given the past history of n(x) through time t, is the con-

ditional expectation E[n(t + T)In(x), - < x < t]. Assume a model of

talkspurt and silence durations as exponentially-distributed random

variables with means u" and X, respectively. This implies that n(x) is

a Markov process (17] so that this conditional expectation is the same as

E[n(t + r)ln(t)]; i.e., all knowledge of the past of n(x) prior to t is

summarized in the current value n(t).

With the Markov assumption, an explicit expression for the condi-

tional probability distribution of n(t + T) given n(t) can be obtained

[8,18], from which the optimum predictor (the conditional mean) and its

variance are easily derived. The talkspurt/silence behavior of each

talker can be represented as a two-state Markov process where the state

11



transition rate from silence to talkspurt is X and the corresponding

talkspurt to silence transition rate is v. Let p1 represents the prob-

ability that a particular talker is active at t + T given that talker was

active at t, and let P2 represent the probability that a talker is active

at t + T given that talker was inactive at t. Then standard Markov

process analysis techniques [19] applied to this two-state model lead to

the following results:

pl, ( + X e-C(X+1j) )/(1 + ) Cl

e= - e- Cl + • (2)

If j = n(t) then the probability that x of these j previously active

talkers will still be active at t + T is then given by the binomial

function

b(x, j, pl) = plx(1 - pl)J 'x .  (3)

Similarly the probability that y of the M-j previously inactive talkers

will be active at t + T is

b(y, M-j, p2 ) Y(l - P)M-i-Y (4)

12
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The total number of active talkers at t + T is just k = n(t+T) = x + y and

the desired conditional distribution for k is simply the convolution of

the two independent binomial distributions (3) and (4). The optimum

predictor is the sum of the means of the constituent binomial distribution,

i.Cj() E E[n(t T)In(t):j] - jpl + (?4-j)P 2

=M 11 - [1-(I e"( ' j)'T  (5)

A

Similarly the mean-squared error of the optimum predictor is the sum of

the variances of the independent constituent binomial distributions,
i

* ((T) E[n(t+T) - j.i(T)] 2 1n(t) =1

- i Pl(1 -Pl) + (M-j)P2(l-p2)

,PT (l-e +)T 1 11 ~ . e~-~)*~ -0.)I0 (6)
" -+ ) ,M x )

Plots of (S) and (6) for the case M = 10, p- = 1.5 sec are

shown in Figs. 4 and 5. Note that when X = ji, a 2(T) is independent of j.

Inspection of these curves indicates that reasonably good prediction (±I

speaker rms error) can be realized for prediction times on the order of a

round-trip satellite delay. Thus the predictability of the speaker

activity process, which results from time correlation due to typical

13
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talkspurt and silence durations, seems to offer potential for TASI advan-

tage improvements along the lines discussed above.

The sensitivity of the above results to the Markov assumptions made

above was tested by comparing the theoretical results to results obtained

using a computer program simulating the behavior of a number of inde-

pendent talkers following measured [6], non-exponential talkspurt/ silence

duration distributions. For M close to 10, measurements of the condi-

tional mean and variance of future speaker activity closely matched the

theoretical results given in (5) and (6).

A graphical illustration of the potential benefits of speaker activity

prediction is shown in Fig. 6. The identical solid curves in the top and

bottom parts of the figure represent an 8-second segment of a talker

activity time function n(t) obtained from simulation with M = 10 and

exponential talkspurt/silence distributions. The average talkspurt

duration was 1.23 sec, the average silence duration was 1.34 sec, the

corresponding fractional talker activity p = .48, and the average talker

activity n(t) = Mp = 4.8. The dotted curves represent channel allocation

c(t) in slots/frame. The bottom part of the figure corresponds to a fixed

allocation c(t) = 6. Dark gray areas indicate periods where n(t) < 6 so

that capacity is wasted. Light gray areas indicate periods where n(t) > 6

and where, assuming no buffering, speech packets will be discarded. In

the top curve c(t) was obtained by predicting n(t) 280 msec into the

future and adding sufficient margin so that the average c(t) equals 6. It

is apparent that the predictor, while far from perfect, does tend to track

15
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the changing talker activity. Both packet loss and wasted capacity are

substantially reduced for this example with predictor-based allocations as

compared to a fixed allocation with the same long-term average.

In the next section simulation results for TASI performance with

prediction-driven stream reservations but without buffering at the nodes

will be described. The complexity of the system made simulation the most

K viable approach, particularly when buffering was combined with prediction.

However some analysis is possible, and the development of a complete

analytical model for the system is an interesting subject for further

research. As an example of an analytic approach that can be followed,

consider the calculation of packet loss for M talkers at a node (following

the Markov talkspurt/silence model) with prediction-based reservation

requests, where interaction with other nodes is ignored such that all

requests are assumed to be granted. With j talkers active at t, the

channel allocation at t + T depends only on j. The typical channel

allocation function, including margin, which was used in this study is

c = minfI[uj(-r) + MA],MI (7)

where I denotes integer part. The interpretation of (7) is that the

reservation request is obtained by adding margin and taking the integer

part so that an integral number of slots are requested; in addition the

request never is allowed to exceed the number of off-hook callers M. The

cutout fraction is

17



M M
E pj(j) E (k - P (kj) (8)
j0 _ k=c.+1

where pj(j) = b(j,M,p) is the unconditional probability of j active

talkers and the conditional distribution Pk j(klj) is obtained from a

convolution of two binomials as discussed above. This calculation is

straightforward, but interaction with other ground stations and the

introduction of buffering make the problem of analytically determining

cutout fraction for the multi-node system significantly more complex.

IV. TASI PERFORMANCE IMPROVEMENTS WITH PREDICTION-DRIVEN STREAM
RESERVATIONS

In this section, simulation results on system performance with

prediction but without additional buffering delay at the individual nodes

are presented. Referring to Fig. 3, the constraint applied is that speech

packets which are not transmitted within the inter-packet interval TS are

discarded. The primary performance measure of the system is cutout

fraction. A key issue was the selection of the correct margin level to

minimize this loss fraction.

An illustration of the nature of the simulation results as well as a

discussion of the key system variables can be carried out in the context

of the example shown in Fig. 7. Here the variation of packet loss with

4margin is presented for the case of N = 12 nodes, M = 10 off-hook talkers

per node, and an overall satellite capacity assumed to be sufficient to

accommodate 80 voices in talkspurt. The system TASI advantage, or ratio

18
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of number of off-hook callers to channel capacity, is 1.5. In this, as in

most of the runs, callers were assumed to generate one packet every TS 20 ms

during talkspurt. During the runs, all pertinent system variables and

durations were generated randomly from exponential distributions with means

of 1.23 and 1.34 sec, respectively, for a talker activity fraction of 0.48.

Each plotted point represents an average cutout fraction over 1200 sec of

simulated real-time activity; this duration was found to be more than

sufficient to obtain statistically stable results. Each station updates

its prediction on the basis of the current number of local active talkers

and issues a new reservation request every T S sec. The system reservation

response time T RY which for this case is equal to the required predict-

ahead time Tis taken as 0.28 sec, just slightly longer than the satellite

round-trip time. The manner is which reservation requests are generated

from prediction and margin is indicated in equation (7). In order to

provide more insight into system behavior the choice has been made to plotI

fractional loss as a function of mean reservation request per node rather

than directly as a function of margin M A. Clearly mean request increasesI

with margin to a maximum of 10 slots/node.

As shown in the figure, cutout fraction can be divided into coin-

ponents arising from two causes: insufficient reservation request at the

individual station and denied reservation requests because satellite

capacity was insufficient to accommodate all requests. For low mean

request (and margin) almost all the loss is due to the first cause.

20



As mean request per node increases, loss due to insufficient satellite

capacity becomes dominant. Overall cutout fraction is minimized when

these effects are balanced in an optimal way. For this example the

optimal mean request is about 6.6 slots/node. For the 12-node system,

with an overall capacity of 80 slots, optimal performance is achieved when

the overall average requested capacity is approximately equal to the total

* channel capacity. A mean request of 10 slots/node corresponds to the case

where prediction is essentially ignored and each station always requests

enough capacity to accommnodate all 10 talkers. In this case the round-

robin DANA algorithm will provide equal allocations to all nodes. The

2.0% packet loss for the case of equal allocations should be compared to

the minimum loss of 0.9%. This graphically shows the potential improve-

ment due to prediction-driven dynamic allocation with the correct choice

of margin as compared to equal allocation. An assumption which has been

made in this work is that nodes are granted capacity only up to the amount

they request, even if not all slots on the satellite channel are requested

at a particular time. This excess capacity could be utilized by other

traffic (e.g., data) on the channel. If no other traffic is present, then

even for the case of optimal margin a small percentage of the available

slots on the satellite channel is wasted because no node requests them.

It has recently been shown [20] that a small degree of further performance

improvement can be achieved by distributing unrequested. slots among the

nodes.

Performance curves similar to Fig. 7 were obtained for numbers of

nodes varying from 8 to 16, with all other system parameters kept the

21



same. Fig. 8 plots the mean reservation request per node minimizing

cutout fraction as a function of the number of nodes. The observation

that the margin should be chosen such that the total mean reservation

request is roughly equal to the channel capacity is shown to hold for all

cases. Fig. 9 compares percentage loss with variable allocation as

determined by prediction with optimal margin against percentage loss with

fixed allocations. The improved performance over the range of system TASI

advantage is as illustrated.

The required predict-ahead interval (assumed to be .28 sec in Figs. 7-

9) is a key parameter of this system. The further into the future one

must predict, the less accurate prediction becomes and the less advantage

can be obtained. Fig. 10 displays a family of curves, each for a dif-

ferent predict-ahead interval, showing the percentage packet loss at

various TASI advantages. The case of equal allocations is included for

reference; this can be considered as corresponding to an infinite predict-

ahead interval since no improvement from prediction is possible. It

should be noted that unless buffering delay is allowed at the nodes, the

actual required predict-ahead interval must exceed the satellite round-

trip time of 0.27 sec.

The optimal margins in the results shown so far were determined by

carrying out a number of runs with different but fixed values of margin

and empirically determining an optimum. An investigation was carried out

to determine if margin could be adapted automatically to system conditions

(number of nodes, number of talkers, etc.). To zero in on optimal margin
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the result was applied that the total mean reservation request should be

close to channel capacity. Each node was allowed to observe the total

number of reservation requests currently being made, and then to make

incremental adjustments in its own margin (and mean request level) to

bring the total request level closer to channel capacity. The results

2 were quite encouraging. The nodes quickly approached the optimal margin

and stayed at or near this value with small oscillation. Percentage

packet loss was very close to the results obtained with optimal fixed

'1 margins.

V. TASI PERFORMANCE IMPROVEMENTS WITH COMBINED PREDICTION AND
SPEECH STREAM BUFFERING

As shown in the previous section, dynamic allocations based on

prediction can improve system performance, decreasing percentage packet

* loss for a given TASI advantage. Further improvements are possible if

buffering is allowed at the nodes. Buffering can avoid packet loss during

* temporary overload conditions and can effectively reduce required predict-

ahead interval. The advantages of buffering for the case of a single

multiplexer with fixed channel capacity are discussed in [9].

For the multinode system considered here, the effects of both fixed

delay and variable delay buffering have been exiznined. In fixed delay

buffering, each speech packet is held in a buffer at the transmitting node

for a fixed period of time. When this time has elapsed the packet is

transmitted if there is sufficient allocation or discarded otherwise.

Fixed delay results in a direct reduction of required predict-ahead
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interval by the length of the delay. As shown in Fig. 101 smaller predict-

ahead intervals result in more accurate prediction and lower percentage

packet loss. As an example, refer to Fig. 10 and consider a TASI advan-

tage of 1.625. When prediction .28 sec into the future is required to

match the system reservation response time, there is a 2% packet loss.

However, a 0.2 sec fixed delay reduces predict-ahead time to .08 sec for

the same reservation response time, and reduces packet loss to 0.61%. Of

course, the users must tolerate the increase in speech delay.

For the case of variable delay, the buffer is also limited to a fixed

maximum delay but packets stay in the buffer only as long as necessary.

Buffer size and delay tend to grow when many talkers are active and

diminish when many talkers are silent. Variable delay also tends to

decrease the required predict-ahead interval but the relationship is not

as direct as with fixed delay. However, the need for optimal prediction

and margin is not as crucial for the case of variable delay since the

buffer tends to smooth out momentary mismatches.

Figure 11 summarizes simulations that have been run to measure the

inter-relationship and performance improvement gained from combinations of

fixed and variable allocation in conjunction with fixed-delay and variable-

delay buffering. System parameters not given explicitly are as in

Figs. 7-9. For comparis on purposes the results with no buffering delay

and fixed allocation are shown. Buffer limits of 100 ms and 200 ms were

considered. For each buffer size, progressively improving performance

resulted for the following three cases: (1) fixed channel allocation,
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variable delay; (2) fixed delay, variable channel allocation; (3) variable

delay, variable channel allocation. For the case of a 200 msec variable

delay with variable allocation, the packet loss performance is excellent,

in that the system could be run at a TASI advantage of approximately 1.9

with only 0.5% packet loss.

VI. SENSITIVITY ANALYSIS

In most of the simulation runs described above, a large number of the

system variables were kept fixed. A number of additional runs have been

carried out to explore the sensitivity of the results to these parameters.

The speaker activity model was central to this work and an investi-

gation of sensitivity to its details were explored. The exponential

talkspurt and silence duration distributions were replaced by distribution

drawn from Brady's [6] data. As long as the mean talkspurt and silence

duration were maintained the same, the differences in results were neg-

ligible. The effects of different values of mean talkspurt and silence

durations was investigated, and an example of the results is shown in

Fig. 12. Doubling the durations while keeping activity fraction constant

is seen to improve performance. This is due to increased correlation and

predictability of the talker activity process. A lower activity fraction

is also seen to result in improved performance. It is likely that typical

speech communication on satellite channels (7] is characterized by lower

activity fraction and longer talkspurt and pause durations than used in

obtaining most of the results reported here. Therefore the results

presented here should be somewhat conservative in this respect.
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The sensitivity to the inter-packet interval was tested by doubling

Tfrom 20 to 40 msec while maintaining other system variables the same.

Changes in performance results were negligible.

The number of speakers per node was varied from S to 20, and results

are summarized in Fig. 13. As expected, increasing the number of callers

per node produces more accurate prediction and better performance.

However, dynamic allocation based on prediction produces improvements in

all cases over fixed allocation.

VII. SUJMMARY OF POTENTIAL TASI PERFORMANCE IMPROVEMENTS

A summary of potential TASI advantage improvements as determined by

the simulations is presented in Fig. 14. Here system TASI advantage is

plotted as a function of the number of off-hook callers at each node for

various combinations of prediction and buffering. The results were

obtained by requiring the cutout fraction not to exceed 0.5% and to

determine at what TASI advantage this level of performance would be

achieved in each case. For example, the results for 10 speakers/node are

obtained from Fig. 11 by determining at what TASI advantages the various

curves cross a cutout fraction threshold of 0.5%. As mentioned earlier,

this is a conservative threshold for cutout fraction. As in Fig. 13, the

satellite capacity is taken as 8M slots where M is the number of speakers

per node. The assumed reservation response time was 280 msec as in most

previous ly-presented cases.

Referring to the no buffering, fixed allocation case as a baseline,

the various levels of performance improvement are apparent. Even for the
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case of only 5 speakers/node, respectable values of TASI advantage can be

achieved. The ordering of performance for various combinations of pre-

diction and buffering follows the previous discussion regarding Fig. 11.

VIII. CONCLUSIONS

Prediction and buffering of digital speech streams has been shown to

provide potential performance improvement in the statistical multiplexing

of speech on a demand-assigned satellite channel, in the case where only a

small number of users are multiplexed at each node. One can take advan-

tage of this improvement either by accommodating more callers at a given

cutout fraction or by providing a lower cutout fraction to a fixed number

of users. Taking maximum advantage of prediction requires a rapidly

responsive demand assignment algorithm capable of changing channel allo-

cations within slightly more than a satellite round-trip time.

The simulations have shown that reservations for channel capacity

should be based on prediction plus a correctly selected margin. The

"optimal" margin was empirically determined to be the quantity which

results in a system-wide reservation level that is approximately equal to

the channel capacity. It is possible for the system to adaptively estab-

lish such a margin in a dynamic fashion by observing the system-wide

reservation rate and making suitable adjustments to the margin currently

being used by a node.

Additional performance improvement can be achieved by buffering

packets before their transmission. This improves prediction by reducing
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the required predict-ahead interval. In addition, variable-length buffering

provides a smoothing action between temporary overloads and more quiescent

time periods. Variable-delay buffering was shown to be more productive

than fixed-delay buffering.
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