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ABSTRACT

This is the second of three papers in which we study global convergence of iterations using linear information for the solution of nonlinear equations. In Wasilkowski [78] we proved that for the class of all analytic scalar complex functions having only simple zeros there exists no globally convergent stationary iteration using linear information. Here we exhibit a nonstationary iteration using linear information which is globally convergent even for the multivariate and abstract cases. This demonstrates the strength of nonstationary iteration. In Wasilkowski [79] we shall prove that any globally convergent iteration using linear information has infinite complexity even for the class of scalar complex polynomials having only simple zeros.
1.1

1. INTRODUCTION

We deal with the iterative solution of a nonlinear operator equation \( F = 0 \) where \( F \) is an analytic multivariate or abstract function having only simple zeros. Most iterations are only locally convergent, i.e., the sequence \( \{ x_i \} \) generated by an iteration is convergent to a zero \( \alpha \) assuming that the starting points are "sufficiently close" to \( \alpha \). In practice it is very hard to verify this assumption and one therefore wants to use globally convergent iterations. All known globally convergent stationary iterations for the class of analytic operators use nonlinear information. Since most iterations of practical interest use linear information, we would like to know whether there exist globally convergent iterations using linear information. From Wasilkowski [78], we know that no stationary iteration using linear information can be globally convergent even for the scalar case. In this paper we pose and affirmatively answer the following problem:

Do there exist nonstationary iterations using linear information which are globally convergent?

We construct a globally convergent nonstationary iteration which is an interpolatory iteration. The \( i \)-th step of this iteration requires the computation of \( F(x_0), F'(x_0), \ldots, F^{(i-1)}(x_0) \) and the solution of a polynomial equation of degree \( i-1 \). Since, in practice, we cannot solve exactly a polynomial equation this iteration is primarily of theoretical interest. It establishes the power of nonstationary over stationary iteration.

In a forthcoming paper, Wasilkowski [79], we shall prove that any iteration using linear information has complexity equal to infinity. More precisely, we shall prove that for any such iteration there exists a scalar polynomial
having only simple zeros such that the cost of computing a better approximation than the starting one is arbitrarily large. This exhibits the important difference between the concepts of convergence and complexity. The class of linear information operators supplies enough knowledge to find a globally convergent iteration but its cost can be arbitrarily high. Hence from a practical point of view, the class of linear information operators is too "weak" for the solution of nonlinear equations. Therefore we have to use stronger (i.e., some nonlinear) information in order to guarantee global convergence and finite complexity.

We summarize the contents of this paper. For the reader's convenience, in Sections 2 and 3 we deal only with iterations without memory. The extension to the case with memory is given in Section 4. In Section 2 we give a very general definition of information and iteration without memory. We recall the definition of globally convergent iterations and define the constant of global convergence. In Section 3 we prove that for the class of all analytic operators having simple zeros, the constant of global convergence is no larger than 1/2 for any iteration. Furthermore we proved that only "one-point" iterations can be globally convergent. We also exhibit an iteration which is globally convergent with the constant of global convergence no less than 1/3, which means this iteration has a "large" domain of convergence. In the Appendix we prove global convergence of all iterations we exhibit in Sections 3 and 4.
2. INFORMATION AND ITERATIONS

In this section we introduce a very general definition of information and iteration. We also discuss very briefly the definition of globally convergent iterations (for more detailed discussion see Wasilkowski [78]) and define the constant of global convergence. For the reader's convenience, Sections 2 and 3 deal with iterations without memory. Iterations with memory are considered in Section 4.

Let \( B_1, B_2 \) be two Banach spaces over the complex field \( \mathbb{C} \) which have dimension

\[ N = \dim B_1 = \dim B_2, \quad 1 \leq N < +\infty. \]

Let \( H \) be the class of all operators \( F : D_F \subset B_1 \rightarrow B_2 \) analytic in \( D_F \) and let \( \mathcal{J} \) be a subset of \( H \) which consists of operators having only simple zeros. Let \( S(F) \) be the set of all zeros of \( F \). Consider the nonlinear equation

\[ (2.1) \quad F(x) = 0, \quad F \in \mathcal{J}. \]

To motivate our definition of an iteration consider first Newton iteration for a scalar case.

**Example 2.1**

Let \( B_1 = B_2 = \mathbb{C} \). For a given approximation \( x_0 \) of a solution of \( F(x) = 0 \) we construct the sequence of approximations \( \{x_i\} \) by the formula

\[ (2.2) \quad x_{i+1} = \ast(x_i; F(x_i), F'(x_i)) = x_i - F'(x_i)^{-1} F(x_i). \]

This means that \( x_{i+1} \) requires the information \( \{F(x_i), F'(x_i)\} \). Denote \( \mathcal{A}(f, x) = [F(x), F'(x)] \) and \( \ast_f (x) = \ast(x; \mathcal{A}(F, x)) \). Thus \( x_1 \) depends on \( x_0 \),
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\[ (2.3) \quad x_1 = \varphi_F(x_{i-1}) = \varphi_F(\varphi_F(x_{i-2})) = \ldots = \varphi_F \circ \varphi_F \circ \ldots \circ \varphi_F(x_0), \]

and on the information

\[ (2.4) \quad \mathcal{T}_1(F, x_0) = [F(x_0), F'(x_0), F(x_1), F'(x_1), \ldots, F(x_{i-1}), F'(x_{i-1})]. \]

We denote (2.3) and (2.4) as

\[ (2.5) \quad x_1 = \varphi_1(x_0; \mathcal{T}_1(F, x_0)). \]

We define an iteration by generalizing the information \( \mathcal{T}_1 \) in (2.4) and the function \( \varphi_1 \) in (2.5) as follows. Let \( L_j : D_1 \subset H \times B_1 \to \mathbb{C} \) be a functional which is linear with respect to the first argument, i.e.,

\[ L_j(c_1 F_1 + c_2 F_2, x) = c_1 L_j(F_1, x) + c_2 L_j(F_2, x) \]

whenever \( x \in D_1 \cap D_2 \). We assume that \( L_j(F, x) \) is undefined for \( x \notin D_1 \). Then a linear information operator \( \mathcal{R} \), \( \mathcal{R} = D_\mathcal{R} \subset H \times B_1 \to \mathbb{C}^n \), is defined as

\[ (2.6) \quad \mathcal{R}(F, x_0) = [L_1(F, z_1), L_2(F, z_2), \ldots, L_n(F, z_n)], \quad \forall F \in H, \forall x_0 \in D_\mathcal{R}, \]

where \( z_1 = x_0 \) and \( z_{k+1} = \zeta_{k+1}(z_1; L_1(F, z_1), L_2(F, z_2), \ldots, L_k(F, z_k)) \) for some functions \( \zeta_j, j = 1, 2, \ldots, n \). Let \( \mathcal{R} = [\mathcal{R}_1] \) be a sequence of linear information operators, \( \mathcal{R}_i : D_{\mathcal{R}_i} \subset H \times B_1 \to \mathbb{C}^n \) for \( i = 1, 2, \ldots \). Let \( x_0 \) be an approximation of a solution of (2.1). We construct a sequence of approximations \( \{x_i\} \) by the formula

\[ (2.7) \quad x_1 = \varphi_1(x_0; \mathcal{R}_1(F, x_0)) \]

where \( \varphi_1 : D_{\varphi_1} \subset B_1 \times \mathbb{C}^n \to B_1 \) are operators. Then the sequence \( \overline{\varphi} = \{\varphi_1\} \) is called an iteration using the information sequence \( \mathcal{R} \). Let \( \overline{\varphi}(\mathcal{R}) \) be the class of all such iterations.
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Let \( \mathcal{R} = \{ \varphi \} \) be information and let \( \varphi = \{ \varphi_i \} \in \mathcal{R} \) be an iteration. We shall say \( \varphi \) is a one-point iteration iff for any \( i = 1, 2, \ldots \), the points \( z_i, z_2, \ldots, z_{n_i} \) given by (2.6) are equal to \( x_0 \). We prove in Theorem 3.2 that any globally convergent iteration is a one-point iteration. We shall say \( \varphi \) is a stationary iteration iff there exist a linear information operator \( \mathcal{R} \) and an operator \( \varphi \) such that

\[
\mathcal{R}_i(F, x_0) = \mathcal{R}(F, x_{i-1}), \quad x_1 = \varphi_1(x_0; \mathcal{R}_i(F, x_0)) = \varphi(x_{i-1}; \mathcal{R}(F, x_{i-1})), \quad \forall i = 1, 2, \ldots,
\]

for any \( F \in \mathcal{J} \) and \( x_0 \in D_F \). We shall say \( \varphi \) is nonstationary iff \( \varphi \) is not a stationary iteration.

In most papers iterations are defined in a way that exhibits the dependence of \( x_i \) on some previously computed \( x_j, j < i \). For example, see Traub [64], Ortega and Rheinboldt [70], and Traub and Woźniakowski [78]. Our definition of an iteration generalizes these definitions. In Wasilkowski [79] we shall establish a negative result for even this very general class of iterations.

We are now ready to define global convergence of an iteration. Let \( J(\alpha, R) \overset{df}{=} \{ x \in B_1 : \| x - \alpha \| < R \} \) denote the ball of center \( \alpha \) and radius \( R \). For any \( F, \varphi_0 \in \mathcal{J} \), and any \( \alpha \in S(F) \) define

\[
R_F(\alpha, \partial D_F) = \inf_{x \in \partial D_F} \| \alpha - x \|
\]

as the distance of \( \alpha \) to the boundary \( \partial D_F \) of the domain \( D_F \). Let

\[
B(b, F) = \bigcup_{\alpha \in S(F)} J(\alpha, b R_F(\alpha))
\]

where \( b > 0 \). Let \( \varphi \in \mathcal{R} \) be an iteration. Let \( A \) be the set of real numbers \( a \) such that for any \( F \in \mathcal{J} \) and any \( x_0 \in B(a, F) \) the sequence \( \{ x_i \} \),

\[
x_i = \varphi_i(x_0; \mathcal{R}_i(F, x_0)),
\]

for any \( i = 1, 2, \ldots \), the points \( z_i, z_2, \ldots, z_{n_i} \) given by (2.6) are equal to \( x_0 \).
is well-defined and \( \lim_{i \to \infty} x_i \in S(F) \). We shall say \( c = c(\varphi, \mathcal{Y}) \) is the constant of global convergence of \( \varphi \) for the class \( \mathcal{Y} \) iff

\[
c = \begin{cases} 
\sup A & \text{if } A 
eq \emptyset, \\
0 & \text{otherwise.}
\end{cases}
\]

Note that if there exists \( F \) from \( \mathcal{Y} \) with finite \( R_{\varphi}(\omega) \) then \( c(\varphi, \mathcal{Y}) \in [0, 1] \).

If \( R_{\varphi}(\omega) = +\infty \) for any \( F \in \mathcal{Y} \), then \( c(\varphi, \mathcal{Y}) \) is zero or infinity (with the convention \( 0 \cdot \infty = 0 \)). The set \( B(c, F) \) is a convergence domain of \( \varphi \) for \( F \) since taking any starting point from \( B(c, F) \) we get convergence of \( \{x_i\} \) to a solution of \( F = 0 \).

**Definition 2.1**

We shall say that an iteration \( \varphi \) is globally convergent for the class \( \mathcal{Y} \) iff

\[
c(\varphi, \mathcal{Y}) > 0.
\]
3. GLOBALLY CONVERGENT ITERATION

In this section we study global convergence of iterations for the class $\mathcal{Z}_1$ of all analytic operators $F$ from $H$ having only simple zeros. We prove some general properties of globally convergent iterations and we also exhibit an iteration which is globally convergent.

Recall that $N, N < +\infty$, is the dimension of the spaces $B_1$ and $B_2$. (See also Remark 3.1.) Let $\{a_{1,1}, a_{1,2}, \ldots, a_{1,N}\}$ be a basis for $B_1$, $i = 1, 2$.

Let $t = \sum_{j=1}^{N} t_j a_{1,j}$. We begin with

Theorem 3.1

For any iteration $\varphi$

$$c(\varphi, \mathcal{Z}_1) \leq 1/2. \quad \blacksquare$$

Proof

Suppose on the contrary that there exists an $\overline{\varphi}$ and a $\varphi \in \overline{\varphi}(\mathcal{Z})$ with $c = c(\varphi, \mathcal{Z}_1) > 1/2$. Let

$$F(t) = (t_1^2 - 1)a_{2,1} + \sum_{j=2}^{N} t_j a_{2,j}. \quad j = 2$$

Then $F$ is an entire operator having only simple zeros, $\alpha_1 = a_{1,1}$ and $\alpha_2 = -a_{1,1}$.

Consider two operators

$$F_i(t) = \begin{cases} F(t) & \text{for } \|t - \alpha_i\| < 2\|a_{1,1}\|, \\ \text{undefined otherwise}, \end{cases} \quad i = 1, 2.$$ 

Then $F_1, F_2 \in \mathcal{Z}_1$, $S(F_i) = \{\alpha_i\}$ and $R_{F_i}(\alpha_i) = 2\|a_{1,1}\|, \ i = 1, 2.$
Since $c > 1/2$, then $x_0 = y_0 = 0 \in B(c,F_1) \cap B(F_2)$. Let $x_i = \varphi_i(x_0; \mathcal{R}_i(F_1; x_0))$ and $y_i = \varphi_i(y_0; \mathcal{R}_i(F_2; y_0))$. Then $[x_i]$ and $[y_i]$ are well-defined and tend to $a_{11}$ and $-a_{11}$ respectively. Thus, there exists an index $i_0$ such that $y_i = x_i$ for $i = 0, 1, \ldots, i_0$ and $y_{i_0+1} \neq x_{i_0+1}$. Since $\mathcal{R}_{i_0+1}(F_1;x_0) = \mathcal{R}_{i_0+1}(F_2;y_0)$ we get $y_{i_0+1} = x_{i_0+1}$ which is a contradiction.

We now give a necessary condition on an iteration to be globally convergent for the class $\mathcal{R}_1$.

Theorem 3.2

If $\varphi$ is a globally convergent iteration for the class $\mathcal{R}_1$ then $\varphi$ is a one-point iteration.

Proof

The proof of Theorem 3.2 is similar to the proof of Theorem 4.1 in Wasilkowski [78]. Therefore we only sketch the proof.

Suppose on the contrary that there exists $\mathcal{R} = [\mathcal{R}_i]$ and $\varphi = \{\varphi_i\} \in \mathcal{R}(\mathcal{R})$ which is globally convergent for $\mathcal{R}_1$ and is not one-point. Let

$$F(t) = F(\sum_{s=1}^{\infty} t_s a_{1,s} - (t_1-1)a_{2,1} + \sum_{s=2}^{\infty} t_s a_{2,s}).$$

Then $F$ is an entire function from $\mathcal{R}_1$ having only one zero $\alpha = a_{1,1}$. Let $x_0 = 0$. Since $R_F(\alpha) = +\infty$, there exist integers $k$ and $j_0$, $j_0 \in [1, m]$ such that $z_j^i = 0$ for any $i < k$ and $j = 1, \ldots, n_i$, and $z_j^k \neq 0$. (The points $z_j^i$ are defined by $\mathcal{R}_1$ and $F$.). Let $m = N \sum_{i=1}^{\infty} n_i$. For $\gamma_1, \gamma_2, \ldots, \gamma_m \in \mathbb{C}$ define
Let $W(t) = \sum_{i=1}^{N} W_i(t)$. Then there exist $\gamma_1, \gamma_2, \ldots, \gamma_{m+1}$, such that $W \neq 0$ and $T_i(F \circ W, 0) = T_i(F, 0)$ for $i = 1, 2, \ldots, k$. For $\sigma > 0$, define

$$F_\sigma(t) = \begin{cases} F(t) + \frac{1}{\sigma} W(t) & \text{for } ||t|| < |z_{j0}^k|, \\ \text{undefined} & \text{otherwise.} \end{cases}$$

Thus, for sufficiently small $\sigma$, $x_0 = 0 \in B(c(\mathcal{F}, \mathcal{J}^n), F_\sigma)$ which means that $y_{i} = \sigma_1(0; T_i(F_\sigma, 0))$ are well-defined for any $i = 1, 2, \ldots$. Since $T_i(F_\sigma, 0) = T_i(F, 0)$, $z_{j0}^k \notin D_F$. This means that $x_0$ is undefined which is a contradiction.

We now exhibit a globally convergent nonstationary iteration for the class $\mathcal{J}^n$. Let

$$T_{n,0}(F, x_0) = [F(x_0), F'(x_0), \ldots, F^{(n-1)}(x_0)].$$

Thus $T_n$ is a linear information operator. Let $\mathcal{J}_0 = [T_{n,0}]$. For given $x_0$, $x_0 \in D_F$, define

$$W_{n,0}(x) = W_{n,0}(x, x_0) = F(x_0) + F'(x_0)(x-x_0) + \cdots + \frac{1}{(n-1)!} F^{(n-1)}(x_0)(x-x_0)^{n-1}. $$

Let $S(W_{n,0})$ be the set of all zeros of $W_{n,0}$. Similarly to Traub and Woźniakowski [76] we define the interpolatory iteration $\mathcal{I}_0 = [I_{n,0}], I_{n,0}(x_0, T_{n,0}(F, x_0)) = x_0 \notin S(W_{n,0})$ with some criterion of the choice of a zero $x_n$. Thus, for different criteria we obtain different interpolatory iterations. We propose the following criterion for the choice of a zero $x_n$ of $W_{n,0}$. Let
(3.2) \( d_{n,0}(x_0) = \begin{cases} \text{dist}(x_0, S(W_n,0)) & \text{if } S(W_n,0) \neq \emptyset \\ +\infty & \text{otherwise.} \end{cases} \)

Define

(3.3) \( G_{n,0}(x_0) = \{ z \in S(W_n,0) : \| z-x_0 \| \leq d_{n,0}(x_0) + \frac{1}{\sqrt{n}} \}. \)

Let \( B_1 = \text{lin}[a_1, a_2, \ldots, a_N] \). For any \( x \in B_1 \), \( x = \sum_{j=1}^{N} t_j a_j \), \( t_j \in \mathbb{C} \), we define \( \bar{x} \in \mathbb{R}^{2N} \) as

\[ \bar{x} = [\text{re}(t_1), \text{im}(t_1), \text{re}(t_2), \text{im}(t_2), \ldots, \text{re}(t_N), \text{im}(t_N)]. \]

Let \( < \) be the lexical order on \( \mathbb{R}^{2N} \), i.e., for any \( b_1, b_2 \in \mathbb{R}^{2N} \), \( b_1 \neq b_2 \), \( b_1 = (b_{i,1}, b_{i,2}, \ldots, b_{i,2N}) \), we write \( b_1 < b_2 \) iff there exists an integer \( k \in [1,2N] \) such that \( b_{1,k} < b_{2,k} \) and \( b_{1,i} = b_{2,i} \) for \( i < k \). Then we can define an order on \( B_1 \). Namely,

(3.4) \( x_1 < x_2 \) iff \( \bar{x}_1 < \bar{x}_2 \).

If \( S(W_n) \) is nonempty then \( G_{n,0}(x_0) \) has a minimal element \( z^* = z^*(n,x_0, T_{n,0}(F,x_0)) \) in the sense of order \( < \). We define

\[ I_{n,0}(x_0; x_0, T_{n,0}(F,x_0)) = \begin{cases} z^*(n,x_0, T_{n,0}(F,x_0)) & \text{if } S(W_n,0) \neq \emptyset \\ 0 & \text{otherwise.} \end{cases} \]

Then \( \bar{I}_0 = [I_{n,0}] \) is a nonstationary interpolatory iteration and \( \bar{I}_0 \in \mathcal{W}(\bar{I}_0) \).

**Theorem 3.3**

Iteration \( \bar{I}_0 \) is globally convergent for the class \( \mathfrak{G}_1 \) and

(3.5) \( c(\bar{I}_0, \mathfrak{G}_1) \geq \frac{1}{3} \).
3.5

Proof

See Appendix.

We do not know whether (3.5) is sharp. We also do not know what is the maximal constant of global convergence of iterations for the class $\mathfrak{N}_1$. From Theorem 3.1 and (3.5) we can only conclude

Corollary 3.1

$$\frac{1}{3} \leq \sup_{\mathfrak{N}} \sup_{\varphi \in \mathfrak{N}} c(\varphi, \mathfrak{N}) \leq \frac{1}{2}.$$  

Remark 3.1

In this section we have assumed that the spaces $B_1$ and $B_2$ are finite dimensional. We need this assumption in order to assure that $\mathfrak{R}_{n,0}(F,x) = [F(x), F'(x), \ldots, F^{(n-1)}(x)]$ is representable by a finite number of linear functionals. For the infinite dimension case, $\dim B_1 = \dim B_2 = +\infty$, $\mathfrak{R}_{n,0}(F,x)$ is representable by infinite number of linear functionals. Defining the iteration $\mathfrak{I}_0$ analogously to (3.1)-(3.4), it is possible to verify that Theorem 3.3 still holds.
4.1

4. ITERATIONS WITH MEMORY

In this section we extend all previous results to iterations with memory. Since we do not know any globally convergent iteration with memory for the multivariate case we assume in this section that \( B_1 = B_2 = \mathbb{C} \), i.e., \( N = 1 \). We present two globally convergent iterations for different classes. The first of these is the generalization of \( \overline{T} \); it is globally convergent for the class \( \mathcal{A}_1 \). The second is based on increasing the size of memory; it is globally convergent for the class of all entire functions from \( \mathcal{A}_1 \).

Let \( m, m > 0 \), be an integer. Let \( L_j \) be a functional defined as in Section 2. A linear information operator with memory \( \mathcal{M} \), \( \mathcal{M}: \mathcal{D}_m \subset \mathbb{C}^{m+1} \rightarrow \mathbb{C}^n \), is defined as

\[
M(F, x_0, x_1, \ldots, x_m) = [L_1(F, z_1), L_2(F, z_2), \ldots, L_n(F, z_n)], \quad \forall F \in \mathcal{H}, \quad \forall x_0, x_1, \ldots, x_m \in \mathcal{D}_m,
\]

where \( z_1 = x_0, z_2 = x_2, \ldots, z_{m+1} = x_m \) and \( z_{k+1} = \zeta_{k+1}(z_1, z_2, \ldots, z_m) \); \( L_1(F, z_1), L_2(F, z_2), \ldots, L_k(F, z_k) \) for some functions \( \zeta_j, j = m+2, m+3, \ldots, n \).

Let

\[
\mathcal{M} = \{ \mathcal{M}_i \}
\]

be a sequence of linear information operators with memory, \( \mathcal{M}_i: \mathcal{D}_{m_i} \subset \mathbb{C}^{m_i+1} \rightarrow \mathbb{C}^n \). Let \( x_0, x_1, \ldots, x_m \) be distinct approximations of a solution of (2.1). We construct a sequence of approximations \( \{x_i\} \) by the formula

\[
x_i = \varphi_i(x_0, x_1, \ldots, x_m; \mathcal{M}_1(F, x_0, x_1, \ldots, x_m))
\]

where \( \varphi_i: \mathcal{D}_{m_i} \subset \mathbb{C}^{m_i+1+n} \rightarrow \mathbb{C} \) are functionals. Then \( \overline{\nu} = \{ \varphi_i \} \) is called an iteration with memory using information sequence \( \mathcal{M} \). Let \( \mathcal{M} \mathcal{M}(\mathcal{M}) \) be the class of all such iterations.
We now extend the definition of global convergence. For any iteration \( \varphi, \phi \in \mathcal{F}_m(\mathfrak{M}) \), let \( A \) be the set of all real numbers \( a \) such that for any \( F \in \mathcal{F} \) and any distinct points \( x_0, x_1, \ldots, x_m \) satisfying \( x_0 \in B(a, F) \) and 
\[ |x_j - x_0| < c \text{ dist}(x_0, S(F)), \]
the sequence \( \{x_i\}, x_i = \varphi_i(x_0, x_1, \ldots, x_m; F) \), is well-defined and \( \lim_{i \to \infty} x_i \in S(F) \). We shall say \( c = c(\varphi, \mathcal{F}) \) is a constant of global convergence of \( \varphi \) for the class \( \mathcal{F} \) iff

\[ c = \begin{cases} \sup A & \text{if } A \neq 0, \\ 0 & \text{otherwise}. \end{cases} \]

**Definition 4.1**

We shall say that an iteration \( \varphi \) is **globally convergent** for the class \( \mathcal{F} \) iff

\[ c(\varphi, \mathcal{F}) > 0. \]

For this case it can also be shown that for the class \( \mathcal{F}_1 \) defined in Section 3,

\[ c(\varphi, \mathcal{F}_1) \leq \frac{1}{2}, \quad \forall \varphi \in \mathcal{F}_m(\mathfrak{M}). \]

An example of globally convergent iteration for the class \( \mathcal{F}_1 \) is provided by the generalization of the iteration. Namely, let

\[ \mathcal{T}_{n,m}(F, x_0, x_1, \ldots, x_m) = (F(x_0), F'(x_0), \ldots, F^{(n-1)}(x_0), F(x_1), F'(x_1), \ldots, F^{(n-1)}(x_1), \ldots), \]

\[ F^{(n-1)}(x_{n-1}), \ldots, F(x_m), F'(x_m), \ldots, F^{(n-1)}(x_m)) \]

\[ = ([\mathcal{T}_n(f, x_0), \mathcal{T}_n(f, x_1), \ldots, \mathcal{T}_n(f, x_m)]). \]

Thus \( \mathcal{T}_{n,m} : D_{n,m} \subset \mathbb{H} \times \mathbb{C}^{m+1} \to \mathbb{C}^{r+1} \) where

\[ (4.3) \quad r = r(n, m) = n(m+1)-1. \]
Let now $\overline{I}_m = \{ \mathbb{T}_{n,m} \}$. For distinct $x_0, x_{-1}, \ldots, x_{-m}$ let $W_{n,m} = W_{n,m}(\cdot; x_0, x_{-1}, \ldots, x_{-m})$ be an interpolatory polynomial of degree at most $r$ satisfying

$$W^{(k)}_{n,m}(x_{-j}) = F^{(k)}(x_{-j})$$
for $k = 0, 1, \ldots, n-1$ and $j = 0, 1, \ldots, m$.

Let $S(W_{n,m})$ be the set of all zeros of $W_{n,m}$ and let

$$d_{n,m}(x_0) = \text{dist}(x_0, S(W_{n,m})).$$

Define

$$G_{n,m}(x_0) = \{ z \in S(W_{n,m}) : |z-x_0| \leq d_{n,m}(x_0) + \frac{1}{\sqrt{r+1}} \}$$

and let $z^\ast = z^\ast(n,m,x_0,\mathbb{T}_{n,m}(F,x_0,x_{-1},\ldots,x_{-m}))$ be the minimal element from $G_{n,m}(x_0)$ in the sense of the order relation $\prec$. Then

$$I_{n,m}(x_0, x_{-1}, \ldots, x_{-m}; \mathbb{T}_{n,m}(F,x_0,x_{-1},\ldots,x_{-m})) \triangleq \begin{cases} z^\ast & \text{if } S(W_{n,m}) \neq \emptyset \\ 0 & \text{otherwise,} \end{cases}$$

is a functional, $I_{n,m} : \mathbb{C}^{m+1+r+1} \to \mathbb{C}$ and

$$\overline{I}_m = \{ I_{n,m} \}_{n,m}$$

is an iteration with memory, $\overline{I}_m \in \mathcal{I}_m(\mathcal{D})$.

**Theorem 4.1**

For any $m, m \geq 1$, iteration $\overline{I}_m$ is globally convergent for the class $\mathcal{C}_1$ and

$$c(\overline{I}_m, \mathcal{C}_1) \geq \frac{1}{4}.$$  

**Proof**

See Appendix.
We now present a globally convergent iteration for the class $\mathcal{Z}_2$ of all entire functions. For fixed $n$, $n \geq 2$, let

$$\mathcal{M}_1(F,x_0) = [F(x_0), \ldots, F^{(n-1)}(x_0), F(x_1), \ldots, F^{(n-1)}(x_1), \ldots, F(x_{i-1}), \ldots, F^{(n-1)}(x_{i-1})].$$

Define

$$x_1 = \varphi_{i,n}(x_0; \mathcal{M}_1(F,x_0)) = l_{n,i-1}(x_{i-1}, x_{i-2}, \ldots, x_0; \mathcal{M}_1(F,x_0)).$$

Then iteration $\overline{\varphi}_n, \overline{\varphi}_n = [\varphi_{i,n}], \overline{\varphi}_n$ requires the computation of $F(x_{i-1}), F'(x_{i-1}), \ldots, F^{(n-1)}(x_{i-1})$ per step.

**Theorem 4.2**

For any $n$, $n \geq 2$, the iteration $\overline{\varphi}_n$ is globally convergent for the class $\mathcal{Z}_2$ of all entire functions from $\mathcal{Z}_1$, i.e., $c(\overline{\varphi}_n, \mathcal{Z}_2) = +\infty$.

This theorem can be proven analogously to Theorem 3.3 and therefore its proof is omitted.
A.1

APPENDIX

We prove Theorems 3.3 and 4.1. We begin with the scalar case, i.e.,

\[ B_1 = B_2 = \mathbb{C}, \quad N = 1. \]

Let \( F \in \mathbb{S}_1 \) and \( n, m (m \geq 0) \) be integers. Let

\[ (A.1) \quad R_{n,m}(x) = R_{n,m}(x; x_0, x_{-1}, \ldots, x_{-m}) = F(x) - W_{n,m}(x). \]

Then

\[ (A.2) \quad R_{n,m}(x) = \int_{\mathbb{S}_1} \int_{\mathbb{S}_1} \cdots \int_{\mathbb{S}_1} F(x_0 + t_0(x_{-1} - x_0) + \cdots + t_{r-1}(x_{-m} - x_{-r+1})) dt_0 \cdots dt_{r-1}, \]

where

\[ r = r(n,m) = n(m+1)-1. \]

For any \( F \in \mathbb{S}_1 \) and \( \alpha \in S(F) \) define

\[ (A.3) \quad A_k(\Gamma) = A_k(\Gamma, \alpha, F) = \sup_{x \in J(\alpha, \Gamma)} \left| f'(x)^{-1} f^{(k)}(x) \right| \text{ for } k = 2, 3, \ldots . \]

Let \( q \in (0, 1) \) and \( x_0, x_{-1}, \ldots, x_{-m} \in J(\alpha, \Gamma) \) be distinct. Following the proof technique of Theorem 2.1 of Traub and Woźniakowski [76] we prove

Lemma A.1

If

\[ (A.4) \quad A_2(\Gamma) q^r + \frac{A_{r+1}(\Gamma) (1+q)^r+1}{q} \Gamma^r < 1 \]

then the polynomial \( W_{n,m} \) has a zero \( z = z(x_0, x_{-1}, \ldots, x_{-m}) \) such that

\[ (A.5) \quad |z - \alpha| \leq q |x_0 - \alpha|. \]

Proof

We can assume \( x_0 \neq \alpha \). Since \( F(x) = F'(x) (x - \alpha) + R_{2,0}(x; \alpha) \) and

\[ F(x) = W_{n,m}(x) - R_{n,m}(x) \]

we get
Thus \( W_{n,m} \) has a zero in \( J(\alpha, q|x_0-\alpha|) \) iff there exists a fixed point of
\[
(A.7) \quad x = H(x), \quad x \in J(\alpha, q|x_0-\alpha|).
\]

We first verify that \( H(J(\alpha, q|x_0-\alpha|)) \subseteq J(\alpha, q|x_0-\alpha|) \). Let \(|x-\alpha| < q|x_0-\alpha|\).

From (A.2) and (A.3) we get
\[
|\alpha - H(x)| \leq A_{r+1}(\Gamma) \prod_{j=0}^{m} |x-x_j|^{n+1+r} A_2(\Gamma) |x-\alpha|^2
\]
\[
< A_{r+1}(\Gamma) (q|x_0-\alpha| + |x_0-\alpha|)^n \prod_{j=0}^{m} (q+\Gamma q^{n+1+r} A_2(\Gamma) q|x_0-\alpha|^{n+1+r})
\]
\[
= q|x_0-\alpha| \left[ \frac{A_{r+1}(\Gamma) (1+q)^n |x_0-\alpha|}{q} + A_2(\Gamma) q^{n+1+r} \right] < q|x_0-\alpha|.
\]

Thus \( H(J(\alpha, q|x_0-\alpha|)) \subseteq J(\alpha, q|x_0-\alpha|) \). From the Brouwer fixed point theorem, see e.g., Ortega and Rheinboldt [70, p. 161], it follows that there exists a zero of the polynomial \( W_{n,m} \) in \( J(\alpha, q|x_0-\alpha|) \). This proves (A.5). \( \square \)

Let \( D_F \) be the domain of \( F, F \in \mathfrak{J} \), such that \( D_F \neq \emptyset \). Then for any \( \alpha \in S(F) \), \( R = R_F(\alpha) \) is finite. From Cauchy's formula there exists a constant \( M = M(F, \alpha) \) such that
\[
(A.7) \quad \left| \frac{F^{(k)}(\alpha)}{k!} \right| \leq \frac{M}{k!^r}, \quad k = 0, 1, \ldots .
\]

Traub and Woźniakowski [76] established...
Lemma A.2
Let \( \gamma < \frac{R_{P}(\alpha)}{2} \). Then there exists \( n_1 \) such that (A.4) holds for every \( n \geq n_1 \) with
\[
q = \frac{R_{P}(\alpha)}{M(\alpha,F)} \quad \text{and} \quad r = n(m+1)-1.
\]

For fixed \( L, \alpha, F \) define
\[
(A.8) \quad \gamma(n,m,K) = \sup_{x_0 \in J(\alpha,L)} \sup_{\zeta, x_{-1}, \ldots, x_{-m} \in J(x_0,K)} |F(\zeta) - W_{n,m}(\zeta; x_0, x_{-1}, \ldots, x_{-m})|.
\]

Lemma A.3
(i) If \( m = 0 \) and \( L < \frac{R_{P}(\alpha)}{3} \) then
\[
\lim_{n \to \infty} \gamma(n,0,\frac{R_{P}(\alpha)}{3}) = 0.
\]
(ii) If \( m \geq 1 \) and \( L < \frac{R_{P}(\alpha)}{4} \) then
\[
\lim_{n \to \infty} \gamma(n,m,\frac{R_{P}(\alpha)}{4}) = 0.
\]

Proof
Let \( m = 0 \). Denote \( R = R_{P}(\alpha) \). From (A.2) we get
\[
\gamma(n,0,\frac{R}{3}) \leq \left(\frac{R}{3}\right)^n \sup_{x_0 \in J(\alpha,L)} \sup_{\zeta \in J(x_0,\frac{R}{3})} \frac{|F^{(n)}(\zeta)|}{n!} \leq \left(\frac{R}{3}\right)^n \sup_{\zeta \in J(\alpha,L+\frac{R}{3})} \frac{|F^{(n)}(\zeta)|}{n!}.
\]

From Traub and Woźniakowski [76] we know that
\[
|F^{(n)}(\zeta)| \leq \frac{N}{R^n (1 - \frac{1}{R} l_{-\alpha}^{n+1})}
\]
which implies
Since $R/(2R-3L) < 1$, the right-hand side of (A.9) tends to zero. Hence (i) is proven.

For $m \geq 1$, it can be similarly shown that $\gamma(n,m,R/4) = O((R/2R-4L)^n)$. Since $R/(2R-4L) < 1$, we get (ii). This completes the proof. \(\square\)

Lemma A.3 states that the polynomials $W_{n,m}$ uniformly approximate $F$. It is also easy to show that $W_{n,m}'$ tends to $F'$. Since $\alpha$ is a simple zero of $F$, then either $\text{re}F'(x)$ or $\text{im}F'(x)$ is distinct from zero in a ball $J(\alpha, \Gamma^*)$ for some $\Gamma^*, \Gamma^* = \Gamma^*(\alpha,F) > 0$. Without loss of generality we can assume that $\text{re} F' > 0$. Then for sufficiently large $n$, $\text{re} W_{n,m}'(x)$ also does not vanish in $J = J(\alpha, \Gamma^*_n/2)$. Thus, $\text{re} W_{n,m}(x)$ has at most one solution in $J$. From this and Lemma A.2 we conclude that $W_{n,m}$ has exactly one zero in $y$. This is summarized in

Lemma A.4

There exists $\Gamma^*, \Gamma^* = \Gamma^*(\alpha,F) > 0$, and an integer $n_2$, $n_2 = n_2(\alpha,F)$, such that for any $n \geq n_2$ the polynomial $W_{n,m}$ has exactly one zero in $J(\alpha, \Gamma^*/2)$. \(\square\)

Proof of Theorem 3.3 for $N = 1$

Consider first $F \in \mathcal{F}_1$ with $D_F \not\subset \mathbb{C}$, i.e., $x_0 = E(\alpha) < +\infty \Rightarrow \alpha \in S(F)$. Let $x_0 \in B(\frac{1}{3}, F)$. Define $S(F,x_0) = \{ \alpha \in S(F) : |x_0 - \alpha| = \text{dist}(x_0, S(F)) \} = \{ \alpha_0, \alpha_1, \ldots, \alpha_s \}$ where $\alpha_0$ is the minimal element from $S(F,x_0)$ in the sense of (3.4). Of course, $|x_0 - \alpha_0| < \frac{R_F(x_0)}{3}$. We prove that the sequence $\{x_n\}$ generated by $\Gamma_0$ tends to $\alpha_0$.

Let $\epsilon$ be a positive number such that $\epsilon \leq \frac{1}{2} \min \{ \Gamma^*(\alpha,F) : \alpha \in S(F,x_0) \}$. From Lemmas A.1, A.2 and A.4 there exists $n_1$, $n_1 = n_1(\epsilon)$ such that for $n \geq n_1$
\[(1 + q_n) |x_0 - \alpha_0| < \frac{R_F(\alpha_0)}{3}\]

where

\[q_n \overset{df}{=} \frac{1}{n} \max_{\alpha \in \mathcal{S}(F, x_0)} \frac{R_F(\alpha)}{M(\alpha, F)}\]

and the polynomial \(W_{n, 0}(x; x_0)\) has zeros \(z_j^n\) which satisfy

\[(A.10) \quad |z_j^n - \alpha_j| < q_n |x_0 - \alpha_0| < \varepsilon \quad \text{for} \quad j = 0, 1, \ldots, s.\]

Furthermore \(z_j^n\) is the only zero of \(W_{n, 0}(x; x_0)\) which belongs to \(J(\alpha_j; \varepsilon)\). Let

\[B(x_0) \overset{df}{=} J(x_0, R_F(\alpha_0)/3) \setminus \bigcup_{\alpha \in \mathcal{S}(F, x_0)} J(\alpha, \varepsilon)\]

and

\[\sigma = \sigma(\varepsilon) = \inf \{|f(x)| : x \in B(x_0)|.\]

Of course \(\sigma > 0\). From Lemma A.3 we get

\[\sup \{|f(x) - W_{n, 0}(x; x_0)| : x \in J(x_0, R_F(\alpha_0)/3)\} \leq \frac{\sigma}{2}\]

for sufficiently large \(n, n \geq n_1 = n_2(\varepsilon)\). Note that \(|W_{n, 0}(x)| \geq |F(x)| - |F(x) - W_{n, 0}(x)| \geq \frac{\sigma}{2} > 0\). Thus \(W_{n, 0}\) does not have a zero in \(B(x_0)\).

Let \(n_3 = \max\{n_1, n_2\}\). For \(n \geq n_3, x_n \in \bigcup_{\alpha \in \mathcal{S}(F)} J(\alpha, \varepsilon)\). Note that

\[h \overset{df}{=} \text{dist}(x_0, S(F) \setminus S(F, x_0)) > |x_0 - \alpha_0|\]

we get

\[x_n \in \bigcup_{\alpha \in \mathcal{S}(F, x_0)} J(\alpha, \varepsilon)\]

for sufficiently large \(n\). Therefore if \(S(F, x_0) = \{\alpha_0\}\) is a singleton set then \(|x_n - \alpha_0| \leq \varepsilon\) which implies that \(\lim_{n \to \infty} x_n = \alpha_0\).
Suppose now $S(F,x_0) = \{\alpha_0, \alpha_1, \ldots, \alpha_s\}$ is not a singleton. Then for sufficiently large $n$,
\[
G_{n,0}(x_0) \subset S(V_{n,0}) \cap J(x_0, (1+q_n)|x_0-\alpha_0|) = \{z_0^n, z_1^n, \ldots, z_s^n\}
\]
where
\[
|z_j^n-\alpha_j| \leq q_n|x_0-\alpha_0| \text{ and } z_0^n < z_j^n \quad \text{for } j = 1, 2, \ldots, s.
\]
Define $n_0$ as an integer such that
\[
(A.11) \quad q_{n_0} < \frac{1}{2|x_0-\alpha_0|/a_0}.
\]
Since $|x_0-\alpha_j| - |\alpha_j-z_j^n| \leq |z_j^n-x_0| \leq |x_0-\alpha_j| + |z_j^n-\alpha_j|$ for $j = 0, 1, \ldots, s$, then
\[
|z_0^n-x_0| = d_{n,0}(x_0) \leq 2q_n|x_0-\alpha_0| < \frac{1}{\sqrt{n}}
\]
for large $n$, $n > n_0$. Thus $z_0^n \in G_{n,0}(x_0)$, see (3.3), which means that $x_n = z_0^n$.

Hence $\lim_{n \to \infty} x_n = \alpha_0$ which completes the proof for the case $D_F \neq \mathbb{C}$.

Consider now an entire function $F \in \mathbb{E}_1$, i.e., $D_F = \mathbb{C}$. Let $\alpha$ be an element from $S(F)$. Define
\[
\bar{F}(x) = \begin{cases} 
F(x) & \text{if } x \in J(\alpha, 4|\alpha-x_0|), \\
\text{undefined} & \text{otherwise}.
\end{cases}
\]

Then $\bar{F} \in \mathbb{E}_1, D_{\bar{F}} \neq \mathbb{C}$, $\alpha \in S(\bar{F}) \subset S(F)$ and $R_{\bar{F}}(\alpha) = 4|\alpha-x_0|$. Since $x_0 \in B(\frac{1}{2}, \bar{F})$
then the sequence $\{y_n\}, y_n = \mathbb{D}_{n,0}(x_0; \mathbb{R}_{n,0}(\bar{F}, x_0))$, is convergent and
\[
\lim_{n \to \infty} y_n \in S(\bar{F}) \subset S(F). \quad \text{Since } \mathbb{R}_{n,0}(\bar{F}, x_0) = \mathbb{R}_{n,0}(F, x_0), \quad y_n = x_n \quad \text{and therefore}
\]
\[
\lim_{n \to \infty} x_n \in S(F). \quad \text{This completes the proof of Theorem 3.3 for the case } N = 1. \quad \blacksquare
\]
Proof of Theorem 4.1

Following the proof of Theorem 3.3 for \( N = 1 \) and applying Lemma A.3(ii) instead of (i), we easily get the proof of Theorem 4.1.

To prove Theorem 3.3 for the case \( N \neq 1 \), consider an analytic operator \( F, F \in \mathcal{S}_1 \). Then for

\[
R_{n,0}(x) \overset{\text{df}}{=} R_{n,0}(x; x_0) \overset{\text{df}}{=} F(x) - W_{n,0}(x; x_0)
\]

we have

\[
R_{n,0}(x) = \frac{1}{n!} \int_0^1 F^{(n)}(x_0 + t(x-x_0))(x-x_0)^n \frac{(1-t)^{n-1}}{(n-1)!} \, dt,
\]

see e.g., Rall [69, p. 124]. Define

\[
A_k(\Gamma) = \sup_{x \in J(\alpha, \Gamma)} \left\| F'(x)^{-1} \frac{F^{(k)}(x)}{k!} \right\|.
\]

It is obvious that Lemmas A.1 to A.4 also hold for this case with the modulus replaced by the norm \( \| \cdot \| \). The detailed proofs of Lemmas A.1 and A.2 for \( m = 0 \) can be found in Traub and Woźniakowski [76].

Following the proof of Theorem 3.3 for \( N = 1 \) with the modulus replaced by \( \| \cdot \| \), we easily get the complete proof of Theorem 3.3.
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