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TWELVE ISSUES FOR COGNITIVE SCIENCE
Twelve issues for cognitive science

First the roles of a science of cognition and of psychology are discussed, and then the differences between animate and artificial cognitive systems. Twelve central issues for cognitive science are next presented and discussed. Finally, other possible issues are considered, and the argument made that a wide variety of behavior must be studied before a single class can be well understood.
Abstract

In this paper I worry about the role of a cognitive science. I believe it essential that we have a science of cognition, a science of intelligence, a science of knowledge and of its uses. I argue that we need to understand cognition in the general before we can hope to have a theory of the cognition in the particular. To understand human cognition, I need to know the range of cognitive mechanisms and functions. Once I know the possible theoretical approaches, the range of possibilities, then, and only then, can I distinguish among the possibilities which characterize human thought and human cognition.

I worry about the role of psychology, about the level of theory which is possible and proper for a psychologist to do. I am uneasy over the possible conclusion of this argument, which may be that there is no satisfactory answer. I am quite content, however, with being a cognitive scientist, but with psychological inclinations. When I do cognitive science I need not worry whether the mechanisms I study actually exist within the human. When I do psychology, I try to determine from observations of human behavior the constraints that apply upon the range of theories.

The longest part of the paper is a discussion of an approach towards psychology, illustrated by examples of the problems that I have tackled. This will be a personal statement of how I have approached the problem of psychological theory. Here I describe the four major themes of my research: Perception, Attention, Memory, and Performance. I show how an examination of issues from these four have interacted with one another, how the study of one has caused me to rethink the study of the other, and how I have continually reformulated the basic problems. I argue my fundamental belief that there is a need for a unifying, theoretical approach to cognitive phenomena, and that an approach by simplification, by using the virtues of the nearly decomposable approach, and by consideration of fundamental processing principles from cognitive science considerations can lead one to advance in the understanding of psychology. I also demonstrate that the latest topic that I have examined, performance, is leading to some fundamental rethinking of my understanding of the human information processing system as a whole.

I conclude by arguing that several other fundamental concepts have been missing from studies of cognition, including the roles of culture, of social interaction, of emotions, and of motivation. I then summarize by arguing that we need to study a wide variety of behavior before we can hope to understand a single class. Cognitive scientists as a whole ought to make more use of evidence from the neurosciences, of evidence from brain damage and mental illness, for a system operation can be revealed by the errors that damage causes.
Figure 1. A modern version of the conventional flow chart of the human information processing system. The basic components are a series of processing mechanisms that take in information about the environment, perform general central processing operations, and control motor output. The central processing is complex, with various sources of knowledge interacting with one another, controlled by an as-yet little understood processing structure which allows for some simultaneous operation, self-awareness, consciousness of some of the processes. The stuff in the central part of the figure is sufficiently vague as to allow for a large number of interpretations of its nature.

reasonable, and although one might (and did) argue about the details, the powerful arguments for physical symbol systems seemed persuasive. The problem seemed to be in the lack of consideration of other aspects of human behavior, of interaction with other people and with the environment, of the influence of the history of the person, or even the culture, and of the lack of consideration of the special problems and issues confronting an animate organism that must survive as both an individual and as a species, so that intellectual functioning might perhaps be placed in a proper perspective. These considerations have accumulated until they finally have forced themselves upon me. The human is a physical symbol system, yes, with a component of pure cognition describable by mechanisms of the sort illustrated in Figure 1. But the human is more: The human is an animate organism, with a biological basis and an evolutionary and cultural history. Moreover, the human is a social animal, interacting with others, with the environment, and with itself. The core disciplines of cognitive science have tended to ignore these aspects of behavior. The results have been considerable progress on some fronts, but sterility overall, for the organism we are analyzing is conceived as pure intellect, communicating with one another in logical dialogue, perceiving, remembering, thinking where appropriate, reasoning its way through the well-formed problems that are encountered in the day. Alas, that description does not fit actual behavior.

These objections are not novel. They are raised in one way or another by other contributors to these proceedings. Simon reminded us that behavior is always relative to the environment, so in the study of human behavior we are really studying social behavior. I agree, but feel he did not go far enough; there is more to interaction than social interaction. Geschwind reminded us of our biological origins, with emotional systems playing a central role, not just in overall behavior, but perhaps even in such "pure" cognitive functions as memory. We have wired-in, specialized subsystems for doing what might seem to be general processes, such as recognizing faces. Johnson-Laird and Lakoff reminded us that thought may not proceed smoothly through logical constructions, but may instead rely upon metaphorical modeling of the current situation as an instance of a past experience, so that experience colors thought in fundamental ways. And Winograd argued for a much richer analysis of our history and our social and cultural interactions as a prelude to the understanding of language.

I expand upon these arguments, for although I sympathize with them, I do not think that even they went far enough. Each of the papers of these proceedings presents one point of view, each view appropriate for some aspect of intelligent behavior. I wish to take yet another view, one that attempts to put the others into proper perspective. Let me illustrate by several examples. One is a brief description of an airplane accident, another the view of classroom behavior. These two examples are followed by some general discussion of human functioning and then by a re-evaluation of the role of pure cognition. I conclude that there is more to human intelligence than the pure cognitive system, and that a science of Cognition cannot afford to ignore these other aspects.
Tenerife

In March of 1977, two Boeing 747 airliners collided on a runway at Tenerife, in the Canary Islands. The crash killed 582 people. What caused the accident? No single factor. The crash resulted from a complex interaction of events, including problems of attentional focus, the effects of expectation upon language understanding that combined with an inability to communicate effectively over a technically limited communication channel when there were major difficulties in language (although all involved were speaking English), the subtle effects of differences of social structure among the participants, the effects of stress, economic responsibilities and social and cultural factors upon decision making. All in all, it is a fascinating -- if horrifying -- story for Cognitive Science.

A View of the Classroom

Consider the classroom situation, especially the early grades of school. The teacher has a point to make, a body of information to get across. This aspect of teaching has been receiving considerable attention in recent years. The teacher must construct a mental model of student knowledge, match the model of the student with that of the desired endpoint, determine some strategy for presenting the information not yet currently held by the students, and go forth and teach. Figure 2 shows a possible model of the teacher. Don't worry about the details, just think of the model as an attempt to summarize how the teacher determines the appropriate way to transmit the topic matter to the class.

The individual students must themselves be represented by models similar to that of Figure 2, except complementary in that they respond to the new information about the topic matter and construct mental memory structures to accommodate them. Each student has some knowledge and as the student interacts with the teacher, the student knowledge is altered and enriched in appropriate ways. If questioned by the teacher, the student can apply the new knowledge in order to answer the query, thereby providing feedback to the teacher about the state of learning.

Alas, anyone who has actually taught in a classroom (especially an elementary school classroom) knows that this description provides only the most idealistic view of the real behavior. Some of the description is appropriate, but there is much more happening. In some classrooms, it would be difficult to find any evidence that teaching -- in the sense just described -- was ever taking place. The students are in a social setting, interacting with one another, acutely aware of each other and of the overall classroom behavior. Individual students tailor their behavior for the other students to some degree, sometimes entirely for the other students. The behavior of the individual students is responsive to the events of the classroom, but the classroom events are the results of the combination of behaviors of the teachers and the students.

Figure 2. An information processing model of the teacher. Starting with educational goals, the teacher compares those goals with the current state of classroom behavior and knowledge and uses an instructional strategy appropriate to the situation. The teacher continually monitors classroom behavior and modifies the instructional strategy, or the knowledge being taught accordingly. This is a feedback model of instruction. The "current state" implies, among other things, a model of student knowledge and behavior. This model of a teacher is common to modern instructional theory (including my own). It is probably necessary, but by itself, it fails to be useful in the prediction of classroom behavior.
Cybernetics and Behavior. Cybernetics. A term connotating engineering models of servomechanism systems, the sort of systems one would expect for motor control, or for homeostatic body functioning. Why do I introduce it here?

I use the term "cybernetics" to mean a feedback system, one in which the operation of the system depends upon interaction with the environment. This is what Norbert Weiner meant when he coined the term. The concept has been lost from most of cognitive studies, in part because of the lack of study of output and of performance (more on this later). Without output, there is no feedback. Without global views of functioning, the question of the role of feedback does not arise.

Much social interaction can be viewed as a cybernetic system. Each person is responsive to the environment. Each person is a human information processing system, consisting of something like the components of Figure 1, each behaving something like the model of the teacher presented in Figure 2. But the overall behavior is the result of all the participants, and the participants, in turn, respond to the total behavior. The overall view is something like Figure 3 — a view that works for both the classroom and for the Tenerife situation as well.

Suppose we are interested in classroom instruction. In this case we need to understand classroom interaction, the classroom behavior. We must take a view that is something like that shown in Figure 3. We need to understand the different interactive themes that are simultaneously active within the classroom: the social interactions among the students, the sociolinguistics of their language use, the status differences among the students and between students and teacher. These all color the use of language and participation. Even the seating pattern and room arrangement will turn out to matter.

Obviously one also needs to know of the motives that drive the teacher, the lesson that is to be taught, the time constraints that must be obeyed, the kind of classroom interaction the teacher desires, and the kind that the teacher will tolerate.

Now, if one wishes to understand the particular responses of the teacher or of an individual child to a particular classroom event, then it is going to be necessary to have an information processing view of the person, somewhat of the form of Figure 2. But the model is only going to be useful if it is coupled with an understanding of the several simultaneous (and possibly conflicting) goals and motivations of the various participants.

My point is not an indictment of any particular approach to the study of learning and teaching. On the contrary, it is a statement that all approaches are necessary. The information processing psychologist who studies the transfer of knowledge from teacher to student is contributing some understanding of the classroom situation. The person who studies the sociological influences upon the students' behavior and their tolerance to classroom discipline is also contributing some.

Figure 3. The classroom behavior is the result of a combination of interactions. Each student responds to the behavior of the classroom, as well as to the internal goals of satisfying other students, the teacher, and self needs. So too with the teacher. The teacher and students are all modeled by something akin to Figure 2, but understanding of their behavior requires understanding of the entire interaction. The classroom is a system of individual cybernetic actors. (This basic picture of interaction applies to a variety of situations in addition to the classroom. Only the labels need be changed.)
understanding, of an entirely different kind. My argument is that the situation is not going to be understood until all these different points of view are combined, for the overall classroom behavior is a result of all these forces, no one more fundamental than another.

How much does Cognitive Science know?

I am struck by how little is known about so much of cognition. The crash at Tenerife and the interactions of the classroom are but two examples of the complex interactions of cognitive factors that can play important roles in our lives. But there are much simpler examples.

Memory. I have studied memory for years, yet am unable to answer even simple questions about the use of memory in everyday life. Mental activity. The study of thought processes has concentrated upon logical, systematic behavior, one step at a time. What about the processing deeply buried within the subconscious where it can go on without awareness for hours, days, months? (A year?...

Slips, Freudian and otherwise. People make slips of the tongue, slips of action. Some are undoubtedly easy to explain: confusions, lack of knowledge, or obvious sources of the error. But others require much more subtle analyses, involving the nature of memory and retrieval, activation and stress, or conflicting simultaneous thoughts. Freud had a theory, one that I suspect is much more appropriate than Cognitive Scientists tend to give credit today. At least Freud did worry about the relationships among emotions, conscious and subconscious events (we would say "processing"), and how the subconscious is manifested in behavior.

Performance. Consider the highly skilled typist, producing over 100 words per minute, about 10 keystrokes per second. Or the professional pianist playing 25 notes per second in a Chopin Nocturne. Motor skills are fascinating aspects of our behavior, little understood, little studied (in comparison with, say, language). How does one hit a baseball that is travelling at great speed, or steer a speeding automobile through narrow spaces, or control a large crane, making precise movements at the end of a boom a hundred meters long with controls that seem to have little relevance to the actions being performed?

Language. If you think we understand language, well, how about real language, the language between two people in casual conversation? By the rules of formal language, such language is often ungrammatical and should be unintelligible. Indeed, as an inveterate eavesdropper on the conversations of strangers (in the name of Science, of course), I can attest that one-minute fragments of other people's conversations are unintelligible and remarkably free of content. The conversants would not agree. They have established sufficient bonds that they can relax the normal constraints of language. Gesture, timing, intonation can carry as much weight as the formal content of the words. This observation is not meant to be a surprise: we all are aware of the phenomenon. But not as scientists: we do not understand how.
In the Differences between Animate and Artificial Cognitive Systems

Intelligence, thought, cognition — these are central topics in the study of Cognitive Science. So let us start by considering the elements of a cognitive system. Suppose we concentrate on the intellectual functioning — what are the essential elements of a cognitive system? Let me go through the arguments of the necessary components, starting with a reasonably traditional view (I will end quite differently). The basic picture of the human information processing structure, in its modern format, has been presented as Figure 1.

Now consider, if you will, an intelligent artificial system, one that might be the goal of your favorite robotologist. What does an artificial system need? Obviously there are several possible answers. If we consider only the Pure Cognitive System (henceforth, PCS), then we see obvious differences in structure between natural and artificial systems, between electronics and biology. Nerve cells convey their signals through electrical potentials, by chemical transmission. They are affected by biological chemicals (hormones, nutritive fluids, transmitter substances). And natural systems have wiring diagrams that are not yet understood, that seem to be adaptive, that have billions of interconnections. But despite the obvious differences, there are no obvious differences at the level of fundamental mechanisms. Presumably, the biological system has memory structures, perceptual structures, and so on, and in principle, if we wished to and knew enough we could build artificial systems whose operations mimicked the biological ones. We would need to learn a considerable amount more than we currently know about the functioning of such a system, but the "in principle" point is what is critical for those of us who pursue the study of psychological mechanisms.

But wait. The difference between natural and artificial devices is not simply that they are constructed of different stuff; their basic functions differ. Humans survive, get nourishment from the environment, protect themselves against physical insult, form families and societies, reproduce themselves and protect and educate the young. Much of this is handled with the aid of biological structures that I will call the Regulatory System (RS). Consider how the RS interacts with the cognitive system — something like Figure 4 emerges.

Consider the implications of Figure 4. (Yes, even such a simple diagram does have implications.) Dangerous situations require immediate attention, immediate response. If potential danger is to be discovered quickly, there must be continual monitoring of possible sources of evidence. Moreover, when danger is detected, then the organism must be alerted to the problem and it must allocate sufficient resources to deal with it. It is easy to understand how this might be done when dealing with things like changes in body states, such as temperature, blood sugar level or fatigue. Environmental situations that lead to pain or otherwise send sensory signals that can be monitored are also easy to understand with the framework shown in Figure 4.

Figure 4. To the Pure Cognitive System of Figure 1 we must add the properties of the Regulatory System. In this view of things, the Cognitive System dominates. This view is an obvious one, but probably wrong.
The issues are not so simple when we consider how to respond to events that must be interpreted: dangerous heights, the sight of a wild tiger, fire, the sound of an explosion, or the airline pilot's announcement that two engines have failed. For these events, perception, knowledge, and language must be called into play — essentially, all the mechanisms of the Pure Cognitive System. But these interpretations must operate with immediacy, interrupting whatever primary task was going on. The problem here is that it takes the cognitive system to do the interpretation for the maintenance system, thereby allowing the maintenance system to interrupt the cognitive system. It can't work.

We need to rethink the organization implied in Figure 4: maybe the PCS is not the pinnacle of human functioning. It is comforting to think so, that the focal point is PCS, with the RS serving to maintain both the body and the PCS. This egotistical point of view is especially nice for intellectuals, but it doesn't hold up. It is always dangerous to invent and then to rely on biological principles and evolutionary causation, but it is also useful. Did the evolutionary sequence that produced superior cognitive systems do so to permit professors to exist, to publish, to hold conferences? One suspects not, that the regulatory system was first, that the cognitive system grew out of the requirements of that system. To determine that a limb should be withdrawn from a painful stimulus did not require much cognition: to avoid the situation in the first place did.

The point is simply that the functions and the requirements of animate systems include the problem of survival, and that this problem requires a regulatory system of considerable complexity, one in which considerable cognitive power is required. And so, the cognitive system is apt to be the servant of the regulatory system, not the other way around, as shown in Figure 5. Emotional systems might very well be an interplay between the two, so that perceptual analysis (done by the PCS) might at times cause the RS to create the necessary emotional arousal to alert the PCS.

If the RS dominates, with the cognitive system its servant, interesting implications follow. Perhaps PCS is a myth, with intellectual thought an outgrowth of the use of biological function for purposes somewhat foreign to the original need. Cognitive systems might be the result of the generally increasing demands of the regulatory system for an intelligent component. Perhaps when the cognitive side reached some critical mass, it then possessed sufficient computational power to have its own existence and to establish its own goals and functions. But only afterwards, grafted on, if you will, to the functions of supporting one's own life.

What about emotions? Are they superfluous to cognitive functioning? Most of us — and I include myself in the "us" — would prefer to believe this. Contemporary theories of cognitive functioning — no matter the discipline — seem to be theories of pure reason. Emotions have to do with something else, perhaps an evolutionary carry over from an earlier time when the demands upon human functioning were different.

Figure 5. The Regulatory System is here given primacy over the Pure Cognitive System. Compare with Figure 4: the basic format is the same, except that sensory inputs and motor outputs now leave and enter RS rather than PCS. An emotional system stands between. And the relative sizes of the boxes that symbolize the systems have been changed to mark the change in emphasis.
Well, the novelist, the playwright, the clinical psychologist and psychiatrist know differently. If I am correct in my assertion that the cognitive system is subordinated to the regulatory system, with pure cognition an artificial situation grafted on to a biological organism, then emotions play a critical role in behavior.

A summary of these arguments about the nature of cognitive systems in general and of animate cognitive systems in particular is presented in Table 1. I believe that we should reconsider the functioning of human processing. Some things will not change: our observations and theories will still apply. But I suspect some aspects will change in fundamental ways. I cannot now tell you what will change and what will not: we must wait and see.
Some Issues for Cognitive Science

The arguments of the preceding pages suggest that we must broaden the issues considered by the discipline of Cognitive Science. In fact, twelve major issues attract my attention. These twelve are neither independent of one another nor equal in importance. I do claim, however, that these twelve are among a core group of issues along which we must progress if our field is to make substantive advances.

I believe in the value of multiple philosophies, multiple viewpoints, multiple approaches to common issues. I believe a virtue of Cognitive Science is that it brings together heretofore disparate disciplines to work on common themes. My reason for discussing these twelve issues is the hope that I can focus some efforts upon them. I introduce and discuss these issues from my own perspective, which is primarily that of a psychologist interested in the workings of the mind. I treat the twelve briefly. My intention is to raise them, not discuss them in detail: that is done elsewhere. Alternative points of view are possible, welcome, and necessary.

Issues Are Not Levels

The issues are topic matters that are to be studied. They are not the names of disciplines nor prescriptions for methods of study. Each issue should be addressed from different directions, yielding different levels of explanation.

When we come to describe the mechanisms of cognition, the explanations should be couched at several different levels. The psychologist talks of functional mechanisms and of behavior, the neuroscientist talks of cells and neural systems. The anthropologist and the sociologist each have their levels of analysis. Linguists, philosophers, and computer scientists each view cognition from their special perspectives, each different, yet complementary. I believe that the complete science must have all of these different levels represented. We need to know about the neurological and biological basis for animate cognitive systems, about the mathematical and philosophical basis for cognitive systems, about the mechanistic basis for artificial systems. But that is not the point of this paper. The issues I discuss are not statements about the philosophy or level of approach. Rather they are issues, or problem areas, that should be considered.

The Twelve Issues

I give you the following issues:

Belief systems
Consciousness
Development
Emotion
Interaction
Language
Learning
Belief systems

I start with Belief Systems, accidentally the first in my alphabetized list of issues, but deserving of primacy under other criteria as well. For belief systems mark the merger of the traditional domain of cognitive science — the study of knowledge — with the domains of those who study real world interaction of humans — the anthropologists, the social psychologists, and the sociologists. This issue could perhaps be called "knowledge," or perhaps, "world knowledge." I do not use these labels in order to emphasize the merger of different classes of knowledge, including culture, belief, and world knowledge of several sorts. The basic concept here is that we acquire a lot of knowledge over our lifetime which then colors our interactions with others, with the environment, and even our internal processing. A major component of Anthropology and Sociology is concerned with the examination of these belief structures.

Cultural knowledge is that special subset of general knowledge that is passed on from generation to generation, taught in the family, or in the schools, or (more commonly) not so much taught as experienced. Styles of dress, social interaction, rankings of social groups, interaction patterns including conversational (discourse) rules, social deference, and other patterns are included here. The physical shape of the environment is altered through culture. The style of buildings, paths, transportation — our technology.

The belief systems go beyond obvious cultural interactions, however. They carry over to such things as rules for memory and thought. You will come to believe these statements more the more you believe that thought and memory are done through reference to real world experience. Suppose that logical inference is normally done by setting up a mental model of a concrete analogy to the problem, using experience to guide the solution of that concrete analogy, then interpreting the result for the problem at hand. If this is the case, then belief systems are of critical importance in determining the basis for much of thought.

Similar statements can be made about memory, perception, problem solving, the interpretation of texts and the conduct of dialogues, legal negotiations, and so on, and on, and on. Many of you are familiar with delusional belief systems that result from mental abnormalities (paranoia being the most fashionable to discuss, for it seems most directly tied to the development of a rich, delusional system, self consistent in its own way, but a great danger to the possessor).

So, belief systems are important, both as interesting items of study in their own right but also as important determiners of much of the rest of cognitive behavior. At the moment, the tools for formal analysis of such structures are just being developed. There is much talk among cognitive anthropologists and sociologists of scripts and schemas, of story grammars, and representational issues. I have an obvious interest in this direction of work, having myself urged the importance of the study of representation and the utility of the study of structured memory units (schemas). The major issue, though, is not yet the one of representation. Rather, we must first lay out the development of the problem itself, examine the nature of belief systems in general, and determine what the implications are for cognitive behavior. My brief excursions into this area have left me impressed with how much my own hidden belief structures influence my "pure" logical inference, memory processes, and social interactions. I suspect that we will find that more of our behavior is thus determined, not less.

Consciousness

"Everyone knows what attention is." So said William James in 1890, and so too have I said repeatedly in my courses and lectures on attention. But the statement is false, quite false. We really do not know about attention, to a large extent because we do not know about consciousness. Studies of attention have restricted themselves to a small segment of the phenomena of which James wrote:

It is the taking possession of the mind, in clear and vivid form, of one out of what seems several simultaneously possible objects or trains of thought. Focalization, concentration, of consciousness are of its essence. It implies withdrawal from some things in order to deal effectively with others (James, 1890, Vol. I., p. 403-409).

Consciousness, under which I include the issues of conscious and subconcious thought, the problem of self awareness, attention, the control structures of cognition, the formation of intentions. Here too are such issues as the phenomenological states of awareness, states of consciousness. Hypnosis: a powerful force, potentially a powerful tool for the investigation of consciousness, but little understood, not sufficiently well explored.

It should not be necessary to talk about consciousness to a group concerned with cognition. But consciousness is a peculiar stepchild of our discipline, agreed to be important, but little explored in research or theory. There are legitimate reasons for the relative neglect. This is a most difficult topic, one for which it is very difficult to get the hard, sensible evidence that experimental disciplines require. We have little idea of the real nature of consciousness, of the functions it might serve, of the nature of the subconscious. We are just beginning to get a glimmer of the phenomenology of consciousness, of different states of awareness and different phenomenological experiences (though most of these comes from non-traditional sources).

It is exactly the description given in the quote from James that we do not understand, cannot understand until we come to a better appreciation of the workings of the mind, of the several simultaneous trains of
thought that can occur, of the differences between conscious and subconscious processing, and of what it means to focus upon one train of thought to the exclusion of others. What -- who -- does the focussing, what happens to those other trains of thought as they are excluded? (Here, I am certain continue silently, unheeded, as subconscious processes that may later interrupt to again force conscious attention to themselves.) And what does it mean to have conscious attention? Can there be attention that is not conscious? What -- who -- experiences the result of conscious attentional processes?

Some of these issues seem to result directly from the properties of an animate cognitive organism. An animate organism can not afford the luxury of concentrating entirely upon a problem until it has been completed. Animate organisms must be multiple-minded, data-driven by environmental events, ever ready to capitalize on the accidents of the world, or to avoid the unexpected dangerous spots. The tasks we assign ourselves to do are often long and complex ones, things which we are incapable of completing at one sitting. We have finite cognitive resources and these must be deployed in some manner that is effective. We can't be entirely data-driven, else the steady flow of information from the sensory system would completely occupy our attention; we must be able to exclude the ineluctable, to concentrate upon that which is most important (or interesting) at the moment.

Subconscious processing seems essential to functioning. Whatever the special properties of consciousness, they are not needed by all mental processes. (Elsewhere I have argued that consciousness is important for the formation of intentions, the monitoring of their performance, and that it is needed only where the actions to be performed are not routine and well established.) More on this in the section on skills.

Glimpses into the role of conscious and subconscious processing can come from session experiences. Hypnotic experiences offer one method, and they can be performed with some rigor in the experimental laboratory. Experiences of subconscious problem-solving or memory retrieval are often experienced and talked about, and there is some possibility that they too can be explored experimentally. Studies of attention are, of course, another possible route, one that has been under active exploration. And there are the errors that people make, slips of the tongue, slips of action, another source of information about subconscious processes and their relationship to conscious ones, to thoughts and motives and intentions. Experiential literature is relevant too, although it must be approached with caution, separating out the description of the experience from the interpretation of that experience, something the experiencer may not be able to do as well as an external observer.

Development

A child is not a small sized-adult, simply lacking in experience, in physical development, and in knowledge, waiting for it to be filled with the mindstuff of an adult. As adults, we have a wide range of skills, enormous amounts of detailed, specialized knowledge, well established belief systems. We are not just more than children, we are different.

The study of development is well established, of course, hardly in need of suggestions or advice. (Although the studies concentrate upon the years just after birth, with little exploration of adolescence, adulthood, or aging). But in the study of adult cognition there seems to be the implicit assumption that once we come to understand adults, children will simply be seen to be at various stages along the pathway towards the adult. Perhaps. But perhaps also that the complexity and experience of the adult will forever mask some properties. Automatic behavior masks the underlying structure, pushing things beneath the conscious surface to the inaccessibility of subconscious processes. Well established belief and knowledge systems mask their content.

Much of cognitive behavior could be studied best through the developmental cycle, with the history of the development leading to better understanding of the adult. Animate organisms take very long times to reach adulthood: the human is learning new concepts throughout the entire life span. Language learning goes on through the late teenage years, and vocabulary learning never ceases. We are fundamentally organisms that learn, that develop over time. By ignoring this aspect of behavior and concentrating on the static phases we may miss the keys to understanding.

Emotion

And what is the role of emotion in the study of cognition? We leave it to the poet, the playwright, the novelist. As people, we delight in art and in music. We fight, get angered, have joy, grief, happiness. But as students of mental events, we are ignorant of why, how.

Emotion. Is it a leftover of a primitive alerting system, or is it a sophisticated set of states reaching its highest pinnacle in the human? Earlier I argued in the direction of the latter point of view. Now, I simply remind you of the issue. The study of emotion is an important field, with important findings and implications for the study of cognition. We cannot ignore our biological heritage, ignore our emotional states. Geschwind, in his paper, reminds us of the fundamental role that emotion plays in biological organisms, and of the close relationship between the neurological structures thought to be important for emotion and those thought to be important for memory. Indeed, there is some experimental evidence for state-induced memory retrieval, so that we remember best events whose emotional content matches our current state: sad events are best remembered while sad, happy ones while happy. Geschwind suggested that some neurological control structures have dual activations, one from below -- from the emotions -- one from above -- the intellect. We smile, cry, and laugh from emotional signals; our attempt to mimic these acts from intellectual desires or upon receipt of a verbal command to do so recreates neither the true emotion, nor the
same motor actions. An observer can often tell which behavior is real, which synthetic.

Interaction

Human beings are social organisms. Our intelligence does not operate in isolation, but rather in conjunction. We interact with others, we transmit knowledge through cultures.

We supplement our intelligence with social interaction, by our use of the environment, through the construction of artifacts: reading and writing (and paper, pen, printing press); machine transportation; communication methods that operate over distance (signalling devices, mail services, telegraph, phone, vision); machines for commerce, for other essentials of life; and machines for computation. The interactions that result become a fundamental aspect of our behavior. In some sense our intelligence has become partially externalized, contained in the artifacts as much as in our head. ("I don't need to know that," we say, "I just need to know ..." — choose one: "who to ask," "where to look," "where to go to find out," "that it is known.")

My major concern here is social interactions, but the issues of interaction share properties, whether it be with person, society, machine. We need to have mental models of the people (and things) with which we interact, for communication depends strongly upon mutual use of shared knowledge, shared understandings. Without a good model of the digital — chronograph — stopwatch — calendar — timer — watch, remembering which buttons to push for what is a hopeless task. With a good mental model ("good" does not mean the "true" model, just a consistent one), the buttons make sense and the use is facilitated. Without a good mental model of our conversational partners, the conversation does not mean anything. But, upon asking why the question was asked, in what part of the world it was asked, and how much the questioner needs to know.

Much of the study of cognitive processes has been the study of the isolated person. Much of the study of interactive groups has been of the dynamics of the situation, or of the behavioral aspects of the group. To my knowledge, little has been done to combine these efforts, to examine the individual cognitive processes as they are used within interactive settings. But, because the normal mode for the human is to interact, the studies of memory and language and problem solving and decision making in isolation address only one part of the mechanisms of human cognition.

The earlier section on "Cybernetics and Behavior" was intended to introduce the importance of the consideration of interaction, and so I pass on to the next issue.

Language and Perception

I include these two issues to remind us that they exist, to dispell any illusion that I have forgotten them. But I do not wish to discuss either language or perception, primarily because they are of such central importance that they have already received sufficient emphasis. Actually, the emphasis is itself a problem. There is a tendency to identify the study of Cognitive Science with the study of these two topics (and within perception, with visual perception). I believe this to be mistaken, a view that is both wrong and unfortunate. Even language and perception themselves are complex topics, with many different aspects of cognition interwoven together. Like all of the issues within Cognitive Science, these different aspects support one another, enriching the performance of one domain through the knowledge and characteristics of the other domains. I do not believe we can solve the problems of interpretation of language and of perception until we have made substantive progress on the other 10 issues of cognitive science.

Learning

Learning. Recognized by many as a key issue. Still eluding us. In the early days of psychology and in the construction of artificial devices for intelligent behavior, learning was the core topic of study. Machines were constructed that were to learn through their interactions, perhaps to acquire broad, general intelligence as a result. Psychologists developed global theories of human and animal behavior, often built around such fundamental learning principles as "the law of effect" or "associative properties of learning and memory." It all is of course nought. Today, the study of learning is not considered a central part of either psychology or artificial intelligence. Why? Perhaps because the understanding of learning requires knowing about problems of representation, of input (perception), of output (performance), and of thought and inference. It is only recently that we began to understand these issues with appropriate depth.

We spend much of our lifetimes learning; in a sense, we learn from everything we do. If learning is not yet understood, it is because there is more to it than the simple accumulation of knowledge. Accumulation is indeed one form of learning, but there are other things that must be done. One fundamental mode of learning is that of restructuring one's knowledge, reformulating the very basis of understanding of some topic as a result of new concepts and new experiences. Then there is the tuning of behavior, the fine sharpening of adequate skills and understanding to that of the expert, smooth, efficient, effortless.

There has been remarkably little study of learning — real learning, the learning of complex topics, the learning that takes months, even years to accomplish. Elsewhere I have estimated that experts at a task may spend 3,000 hours acquiring their skills: that is not such a long time; it is 2 1/2 years of full-time study, 40 hours a week, 50 weeks a year. Not much time to become a professional tennis player, or computer programmer, or linguist. What goes on during that time?
Whatever it is, it is slow, continuous. No magic dose of knowledge in the form of pill or lecture. Just a lot of slow, continual exposure to the topic, probably accompanied by several bouts of restructuring of the underlying mental representations, reconceptualizations of the concepts, plus many hours of accumulation of large quantities of facts.

The relative importance of learning is well understood and often stated. We know how important learning is for the child, and how important the developmental sequence from child to adult. Most of us are professional educators. Surprise, then, that so little is known about learning (and so little about the complement, teaching). And in this case, the lack is, in part, from lack of trying. People talk fondly of computer programs that will start with some fundamentals and acquire all the knowledge needed by some natural sequence of learning, experiencing the environment in which it must function. Very little effort gets spent at studying what it would take to accomplish this, perhaps because there is implicit realization that the task is harder than it might seem. Perhaps the sober realization that a newborn infant takes 25 years to become a fledgling professional, perhaps 5,000 hours of practice and training after the fundamentals have been acquired. Who wants a computer program that can't perform well for the first 25 years of full-time running (or even for the first 5,000 hours — try explaining that to the government funding agency or the University faculty committee, especially when the first few attempts don't even learn after those periods). And so the study and understanding of the learning process remains at a miniscule level. Pity.

Memory

Do not be impressed by all that is presumably known about the psychology of memory. Less is known than you might think.

Research on the properties of memory has several important functions, some obvious, some not so obvious. For one, it must be obvious that human memory is central to human cognition, and that in general, memory systems are central to cognitive systems (that PCS again). But the complexities of retrieval from a very large memory store are not well appreciated. In Computer Science, the real difficulties of memory retrieval have not yet been faced.

How does one find the information required to answer a question when the form of the question was not anticipated at the time of acquiring the information? Not possible with artificial systems today, a commonplace occurrence with people. And how is the desired information recognized once it is found if it wasn't known in the first place? If I seek the name of a long-lost colleague and retrieve the name Isaac Newton, how do I reject that as the name I seek when I do not know the sought-for name? This example provides its own clue to the solution, but the general case is not so simple. How do we remember stories, events, experiences? More to the point, how do we retrieve them when least we expect them?

Memory has some other puzzles. We recognize the meanings of words in tenths of seconds (as in reading), yet may take hours or days to retrieve one of those words when we seek it for use in a sentence. And what is it that keeps the memory search going for those hours or days, while conscious thought proceeds in other directions, when the need for the word may have long past? Current events bring to mind previous experiences, not always in any obvious fashion. It is a well-accepted state that memory is associative, that memory structures are organized into some form: networks, concepts, prototypes, basic levels, schemata, frames, units, scripts. How? We need to understand the representation of knowledge, including the processes that operate upon the representation. What is motor memory like, or image, or spatial information?

Associations among memory concepts have the immediate suggestion that somehow there is the equivalent of wires interconnecting memory structures. A little thought indicates that the notion of wires (neurons) simply will not do. That implies much too much knowledge of the wire (or its biological equivalent) that is to snake its way among the already existing stuff to the spot some distance away that might correspond to the new stuff (hold with me for the moment the belief that memories are stored in places). Alternatives to wires are not easy to find, the major candidate being numbered, labelled places (don't worry about numbers: just realize that each place must have a unique name).

Then, the association between two memory structures is done by giving each one the unique name of the other, trusting to the existence of some clever machinery that can get from one place to another if only it has this name. This problem — I call it the "address problem" — is fundamental to the organization of any large scale associative memory.

Bobrow and I have suggested that memory access is by means of "descriptions" of the items sought, our attempt to overcome the address problem. In these meetings, Minsky proposes an alternative view, one that says there are indeed wires (nerves) between associated memory structures, and that the problems of physical interconnection thereby create severe practical constraints on the sorts of things that can get related to one another.

But wait a minute. Why is it that I assume that memories are stored in places. Can't they be distributed in space? (Remember the hologram.) They can. Essentially there are two different classes of memory structures: place memories (the sort I have just described) and additive memories. Memory structures which superimpose particular memories on top of one another, relying on various schemes to extract the relevant information. Additive memories include holograms, so-called "associative memories," and perceptrons (and its modern descendants). These memories offer, for free, content-addressable storage and retrieval, but pose their own host of problems. There has not yet been sufficient research on additive memory structures.

And finally, but of great importance, there are the functional properties of the memory system that have received some attention. Short-term (primary memory) working memory, activations in memory. Then there
are various uses of memory: strategies for organizing, strategies for retrieval, rehearsal, the repeating over and over again of an item in temporary memory in order to maintain it while -- while what? -- while other operations can get done on it, I suppose. Is there one temporary memory? Many? Any? How is stuff represented in permanent memory, in working memory? Images? Propositions? I stop. I could go on indefinitely, but these issues are well known.

Performance

Performance, too long neglected, now just starting to receive its due attention. The problem of output, of performance, of motor control. The human hand is a marvelously complex instrument, with 27 bones, controlled by over 40 muscles (most of the muscles being in the forearm, connected to the fingers through an intricate set of tendons). The high-speed typist or musician moves the fingers with intervals of less than 100 msec., fingers simultaneously moving in different directions for different targets, with different time schedules for their time of tapping the target key (or string). Interesting errors arise in these high-speed operations, errors indicative of control structures: the doubling error in typing in which the wrong letter of a word is doubled, as when "look" becomes "l00k"; the alternation error, similar in spirit to the doubling, in which "these" might become "these"; the transposition error, in which two neighboring letters exchange positions so that "music" gets typed as "muse," almost always occurring across hands as if the difficulty resulted from a synchronization problem between the hands, hardly ever within hands. And once mis-synchronized, the hands can continue, smoothly, wrongly, as in my transformation of "artificial" into "artificial" in the typing of the draft of this paper, each "i" coming one position early. The control processes for going from perception of rough draft to the rapid movement of the fingers that produces the final copy is immense, involving synchronization of looking, perception, reading, motor programming, and feedback.

Consider handwriting, simple on the surface, complex in the details. A set of orthogonal muscle control systems, with intricate timing relationships (50 msec. timing pulses, so some say). Handwriting can be thought of at many levels: organization of the ideas, determination of the words, physical organization of the words on the page, control of the letters, with individual motions of various sorts -- micro motion to make the individual letters, macro motion to shift the palm across the page (the movement occurring only at orthographically determined locations), the global motion to place the hand on the page or move it when returning to a new line or adjusting the placement of words on the page. Each level controlled, perhaps, by different parts of the cognitive system, for the control of the precise timing signals that create the letter segments would seem to be a different problem than determining when part of the word the palm may shift, which is in turn different from the backup required to dot the 'i's, cross the 't's, or the large shift required when, say, deciding to set things off indented with a large gap from the preceding line.

The motor control programs are non-trivial in character, their set up taking as much a cognitive function as is reading, or perceiving, or talking. They take time -- longer with longer or more complex motor sequences. They can be interfered with by simultaneous acts. They require long periods of training.

With all the muscles to control, with so many possible degrees of freedom possible because of the numerous joints and the flexibility of the body, the computation of the proper motion of each antagonist muscle pair seems beyond possibility. It probably is. Bernstein (1967) the Soviet investigator of motion, argued for complexes of motor control, systems in which one controls ratios and higher level parameters, the local computation available at the spinal cord and lower taking care of the local translations into muscle commands.

Huge hunks of the brain are devoted to motor control. The cerebellum, a marvelous device, seems dedicated to the function, as is the motor cortex. With so much of the brain dedicated to motor control, it seems unthinkable that this issue should be divorced from the study of higher mental processes. The sensory systems and the motor control systems are intimately linked, closely related neurologically. Probably closely linked psychologically.

The problems of performance are real, they require understanding of computational issues of considerable sophistication, and they interact with perceptual and thought processes in fundamental ways. It is possible to argue that much of our knowledge of the world resides in our knowledge of the procedures that interact with the world, that the perceptual -- cognitive -- motor schemas are unitary memory constructs, and the separation of one from the others destroys the whole.

Skill

Skill? Why is not skill the same as learning, or performance, or memory? Isn't skill simply expert performance?

Skill. A combination of learning and performance. But more than that, perhaps a fundamental aspect of human cognition. Suppose that our biological heritage developed by means of specialized subsystems for specialized behavior. Maybe skills are independent pockets of knowledge, with independent knowledge sources, computational resources, even independent brain and body structures. Maybe, maybe not. As usual, I suspect the truth is somewhere in between: we are neither general purpose computational devices, all knowledge and abilities brain alike, nor are we highly specialized subsystems, each independent of the rest. In fact, let me call separate skills "separable," as opposed to "independent." We cannot ignore the specialization of function of an evolving biological creature, and the issue of whether we have separable skills is an important one, with major implications for theories of human cognition.
Skills, specialized subsystems of knowledge and of performance. The expert at a task performs differently than the non-expert: the statement is correct, but misses the essence of the difference. The expert performer is qualitatively and quantitatively different than the non-expert. Bartlett, in his book on thinking, stated that a major difference between expert and non-expert performance was timing. Experts had lots of time. They did their tasks easily, smoothly, without apparent effort, and with plenty of excess time. The expert tennis player is there before the ball. The expert pilot flies "ahead of the plane." The difficult looks simple. The non-expert is always scurrying, barely able to cope, rushing from this to that. With the non-expert, the difficult task looks difficult.

There are other differences, differences in perspective. Consider what happens when you first learn to drive an automobile. The instructions you receive emphasize the actions and the mechanics: hold the steering wheel this way, synchronize foot (for clutch) and hand (for gearshift) that way, as you progress, the point of view changes. Now you are turning the wheel, not moving your hands clockwise. Then you are turning the car, later you are entering that driveway. Eventually, when a truly expert driver, you drive to the bank, go shopping. The differences in the qualitative feeling of the performance are great. At the expert level, you may no longer be aware of all the subsidiary operations that you perform: you look at the driveway, form the intention to enter, and the car obediently follows suit. Driving the car becomes as natural as walking, the car becoming as much a part of the body's controlled appendages as the limbs.

Thought

It is hardly necessary to state that the study of cognition should include the study of thought. The concern, though, is not that thought should be included, it is with how the inclusion should go. You may have thought we knew a lot about thought. I claim not: what we do know is important, but primarily restricted to that part of the thought process available to conscious awareness — and as long as we lack knowledge of consciousness, we will lack a complete understanding of the role of conscious thought.

A question to be debated seriously is how much thought can be studied in isolation, as if it were a pure, abstract activity, divorced from special knowledge or special mechanisms. The mathematics of thought does indeed have this character, and as that mathematics has been used for models of human thought, it has tended to yield the vision of the human as a general purpose computational device.

But what if we are not so general, if our thought processes are designed for world interaction, with mental models of experiences being the major reasoning method, with limited ability to hold formal constructions in mind while we perform abstract operations upon them. I believe that too much emphasis has been given to possible formal
Afterthoughts

Is There a Thirteenth Issue? "You left out an issue," my readers rush to tell me, "why do you not have it?" The answer to some extent must be arbitrary. The division of Cognitive Science into 12 issues is idiosyncratic. My list is meant to cover the important principles and phenomena, to be those things that must be included in the study of cognition. The important point, therefore, is not whether my divisions are correct, but whether I have complete coverage. Have I left out anything? Among the various suggestions I have received, one stands out: motivation.

Motivation, the Thirteenth Issue? What makes something interesting? Why do I sometimes watch a television show when I pass by an active set, even when I do not wish to? ("Turn off that TV set," I tell my son, as I walk into the living room, sit down beside him, and watch for 30 minutes, muttering to myself all the while.) For years I studied learning, concerned about the proper way to present material to improve a student's understanding. I studied many things, including proper organizational structure of the material, various instructional strategies, the making of detailed models of teacher, of student, and of topic matter. Yet none of these variables seemed to be as powerful as the one I did not study: changing the motivation of the student. Why is it that we do some tasks easily, readily, while others, seemingly no different, repel us, requiring huge amounts of self discipline to start, and then to finish? Interest and motivation seem intimately linked, the issues seemingly more complex than can be provided by simple analyses of missing knowledge structures or recourse to concepts such as the overall goals of a person. Note too that the desire to do something is not the same as being motivated to do that thing: I may want to do something, but find it difficult to force myself to do it. I may wish not to do something else, yet find it difficult to stop myself. Am I reminded of the dejection Geschwind has made between laughing or crying to a verbal command or to internal signals, the one is difficult or impossible, the other natural and easy.

The arguments for motivation were pointed out to me by Craig Will, one of my graduate students who read an early draft of the paper. Motivation can make the difference between learning or not, decent performance or not, what one attends to, what acts one does. Once, it was a leading topic in psychology, although sometimes linked to emotion: "Motivation and Emotion," one chapter of a textbook on Human Information Processing is called. Will was persuasive. Is motivation a thirteenth issue?

I think not. I believe motivation to result from a combination of things, from one's fundamental knowledge and goal structures, partially from emotional variables, and partially from decisions about the application of mental resources, hence, the phrasing of mental resources from various aspects of several issues: Belief Systems, Emotion, and Consciousness. Moreover, and more important, I am not convinced that there is a single phenomenon of motivation (if there is, it should indeed be afforded the special status of an issue). Rather, I believe it to be a complex of things, some biological, some cultural, some emotional, some the result of conscious goals and intentions, others sub-conscious. Motivation is indeed important, worthy of serious study, and a major determinant of our behavior. I believe, however, that it is a derived issue, composed of different aspects of the others.

The Environmental System and Cultural Knowledge

One early reader of this paper, Michael Cole, suggested that I did not give proper consideration to the role of environment, especially in its role in development. It was his view that my treatment was not satisfactory, that I "... need badly to consider the ES, the Environmental System, consisting of physical and social parts, that is an equal partner in giving shape to the super-system comprised of RS and PCS" (The Regulatory System and the Pure Cognitive System). In part, Cole argued that I could make a much stronger case for:

"... the relevance of evolutionary neuroscience, developmental psychology, and cognitive anthropology. Why? Because the mature system that encompasses RS and PCS must develop through a series of interactions between RS and ES (the Regulatory and the Environmental Systems). The PCS should be seen as an evolving adaptation. Where does culture enter? At some point it becomes a part of ES, one with an external source of memory over generations to supplant the "memory" built in by evolution. The Cognitive System does some work on the Environmental System too, so the current environment is always the product of Regulatory - Environmental - Cognitive System interactions."

The discussion with Cole continued for several days. The behavior of people is shaped by their environment, we both agreed, and a good deal of one's cultural knowledge is the shared strategies that develop for the use of environment. We change the environment through our technological developments and our science, literature, and mathematics. The culture provides us with cultural transformers, and amplifiers, tools that expand our mental abilities. Cole argued that:

"What culturally organized knowledge does is to carry a lot of information for us. An extreme way to talk about it is that the information is in the environment, not in the head, so a lot of the processing that experiments require to be done in the head can be, and is, short-circuited in real life... One issue is how to describe cognition as an interaction between head and world where some of the thought power resides in each locus."

Norman
The comments are complete enough to be self-contained. Where they are not, where, for example, the manner in which we use environmental information is unclear, the field is unclear. A major task for Cognitive Science.

Implications for Cognitive Science

The fact that I can write such a paper, ask such questions, complain with some reasonable specificity, is a positive sign about the emergence of a new discipline. It is a sign of progress that things are sufficiently well understood that the list of non-understood topics can be prepared.

What are the implications for research? In part, my suggestions are going to be received with displeasure. Am I suggesting that everyone become everyone, each person an expert in all other disciplines, all issues? No. I do not believe that productive research, the sort that leads to solid advances in understanding, comes about when efforts are spread apart too thinly over too wide a range. I believe in depth-first research, in concentration upon the minute details of the problem.

But detailed, narrowly-based research should not take place within a vacuum. The choice of the area in which to make the detailed, deep probes must be selected with thought and care to the eventual product of the research. My argument is for goal directed, conceptually based research planning, leading to careful selection of topics, then plunging as deeply as possible into the tangled web of specific problems that exist within any area of concentration. Then, let the results drive the investigation, so that the studies become the driving force for further research: ye olde standard combination of top-down and bottom-up processing, both conceptually driven and data-driven.

But the research efforts should cease now and then for pause and reflection. Where is the work leading to? Are the tangled problems worthy of further effort, or do they simply lead further from the goal. Without such broad reconsiderations there is a tendency in all domains of research to be captured by the problem of the year, by the race among competing research groups to untangle the thorny problems that seem to be holding up current progress. The danger is that in the fun of the race, in the excitement of overcoming technical difficulties, one may forge off in directions of little concern to anyone. For me to urge the need to step back and resurvey the direction of research is not particularly novel (although perhaps it cannot be stated too often). But I am also urging a particular way in which to stand off, a particular set of issues to reconsider each time the overview is made.

I believe in the decomposition of difficult problems into smaller, nearly independent issues — what Simon has called the nearly decomposable problems. We make progress by picking the right size problem, the one we can handle with today's knowledge. I would be doing a disservice were I to convince too many of you to become generalists, biting off more than can be chewed, or swallowed, or digested, even if the bites were from the correct things. I urge the philosophy of nearly decomposable systems, but global considerations of the sort I discuss here are necessary in order to determine the right decomposition.
The major results of my concerns should probably be in the education of new researchers, education at the advanced levels. It is here that I think my points best made, for it is within the education of ourselves and our students that the wider implications and wider aspects of our field ought to be acknowledged, discussed, considered. I would certainly not want my 12 issues to become 12 examination questions or 12 reading lists. I wish Cognitive Science to be recognized as a complex interaction among different issues of concern, an interaction that will not be properly understood until all the parts are understood, with no part independent of the others, the whole requiring the parts, and the parts the whole.
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I avoided references in the text, for the purpose of the paper was to convey the spirit of the argument, not the technical details of each issue. Here I attempt to make up for that lack, citing key references for points discussed within the paper. On most of the issues of this paper I will not give references. Many of the areas are well known, well studied, and for me to select one or two references would do little good. I will present references to material that has heavily influenced me or to things I think are important but not well enough known. This set of references is not meant to be an exhaustive listing of the critical works in Cognitive Science. It is a personal listing of works that I have found useful along with citations for key ideas discussed in this paper.


I restrict myself to two references on consciousness. I take this opportunity to refer to my own "Slips of the mind" (Norman, 1979), a paper that addresses some of the issues of conscious and subconscious control, and gives a reading list on these topics (including Freud, and the rather extensive literature on Slips of the Tongue and Spoonerisms). Second, I recommend Hilgard's (1977) treatment of hypnosis.

I am not expert enough in belief systems to give definitive references. Moreover, some of the work I do know of has only been reported to me verbally. But I recommend Berlin & Kay (1969) on color terms, Berlin (1978) on ethno-biological classification, Cole & Scribner (1974) on culture and thought, Cole, Sharpe, & Lave (1976) on the cognitive consequences of education, D'Andrade (1976) on beliefs about illness, and Rosch (1978) on the principles of categorization. Abelson has long been studying belief systems from the point of view of social psychology, including the construction of simulation models of people's belief structures (see Abelson, 1973).

Emotion is field with an extensive literature. One book that influenced me is Mandler's (1975) Mind and emotion, for it explicitly treats the relationship between emotions and cognitions, within an information processing framework.

Memory has a large literature, and I will therefore avoid citing any of it. But several non-traditional sources seem important to mention. One new book that contains extensive discussions of neglected areas is Kihlstrom and Van's (1979) Functional disorders of memory. Here are discussions of amnésies, amnesias, aging, dreaming, state-dependent memory, motivated forgetting, and repression. There are other treatments of most of these topics, but nowhere are they all so conveniently gathered together: an important collection of topics that ought also to be important, but that have been largely ignored in the cognitive psychology of memory.


Performance and skill have few simple references I can point you at. I have already mentioned the Soviet investigator Bernstein (1967), and his works provide an important foundation. Steimach's (1978) collection provides a valuable place to start for the psychological literature. Gallistel (1980) gives an interesting and important review of the neurological work in this area. Other sources exist.


Norman, D. A. Slips of the mind. Unpublished manuscript. 1979
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