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I. INTRODUCTION

Time dependent two-dimensional Eulerian computer codes like HELP1

and HULL2 are utilized to describe the unsteady interactions of continu-
ous media (fluid and/or solids). Many of these continuum codes have a

common ancestorial algorithm, the Paticlce-In-Cell method 3 ' 4 's. During
the evolutionary process, the new codes have deviated substantially from
the original PIC method; for example, the discrete particles were re-
placed by a continuum, certain Lagrangian-type features were abandoned,
and for calculations in solid mechanics, material strength and effects
of the deviatoric stress tensor were included. These codes can produce
very successful simulations but often the results are not totally satis-
factory. Such is the case with the HELP code which is used by several
research laboratories and corporations for diverse applications in com-
pressible flow and elastic-plastic flows. In certain ballistics appli-
cations at the US Army Ballistics Research Laboratory, the code predicts
velocities satisfactorily but an internal energy which implies a differ-
ent thermal state than that indicated by experimental evidence. The pur-
pose of this paper is to show that tle original approximations in HELP
lead to specific error terms that significantly and consistently influ-
ence the internal energy calculation and to propose a correction within
the context of the current algorithm.

The internal energy algorithm in HELP is based on the finite differ-
"ence approximition of the total energy equation and the kinetic rnergy
calculated from updated mass and momentum values. This internal energy
approximation is shown to include terms of the order of the truncation
error which arise in the kinetic energy calculation from the finite dif-
ference approximations of the mass and momentum equations. These terms,

1. Hageman, L. J., et al., "HELP, A Multi-Material Eulerian Program
for Compressible Fluid and Elastic-Plastic Flows in Two Space Dimensions
and Time," Systems, Science and Software Report No. SSS-R-7S-2654,
July 197S.

2. Fry, M. A., et al., "The HULL Hydrodynamics Computer Code," Air
Force Weapons Laboratory Report No. AFWL-TR-76-193, September 1976.

3. Evans, M. W. and Harlow, F. H., "The Particle-In-Cell Method for
Hydrodynamic Calculations," Los Alamos Scientific Laboratory Report
No. 2139, November 1957.

4. Harlow, F. H., "The Particle-In-Cell Computing Method for Fluid
Dynamics," in Methods in Computational Physics, (B. Alder, S. Fernback
and M. Rothenberg, eds.), Academic Press, New York, 1964.

S. Harlow, F. H., "The Particle-In-Cell Method for Numerical Solution
of Problems in Fluid Dynamics," in Proceedings of Symposia in Applied
Mathematics, Vol. XV, (N. Metropolis, J. Todd, A. Tank, C. Tompkins,
eds.) American Mathematical Society, Providence, Rhode Island, 1963.
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in certain cases, cause a loss accurate calculation of the internal
energy (they increase the truncation error) and produce an interchange
of energy at each phase which is not modeled in the governing equations.

Evans and Harlow3 identified an energy transfer mechanism in the convec-
tion phase of the original PIC method which can be seen in HELP. This
mechanism is due only to spatial discretization and was illustrated in
one dimension. The following analysis involves all the phases in the
HELP algorithm, is two-dimensional, includes the effect of time discre-
tization, and applies to a different code with a different energy formu-
lation (the PIC algorithm transports total energy but directly calculates
the internal energy in its other phases). Although this paper deals
exclusively with the HELP algorithm, the concepts and results discussed
are applicable to other codes. In particular, the same internal energy
phenomenon is seen in calculations performed with the HULL code.

In Section II, the governing equations which are modeled by the HELP
algorithm are listed, the corresponding approximations are derived and
other salient features of the algorithm are discussed. A truncation
error analysis of the kinetic energy and the internal energy calculations
in Section III revealsthe specific error terms arising from the HELP's
finite difference approximations of the governing equations. In Section
IV, the modifications to the original HELP code are given and their
implementation discussed. Section V contains a mesh refinement study
for both the original and modified version of the code. A copper wedge
impacting a perfectly reflective wall was used for this study. Section
VI contains a detailed comparison of the two versions for 43mm unconfined
conical shaped charge. Temperature profiles within the shaped charge
jet are given and discussed in Section VII. The summary of the report
is Section VIII.

II. THE HELP CODE

The unsteady motion and interaction of continuous media can be
described by a continuity equation, equations of motion, a total energy
equation and an equation of state. For simplicity, we shall consider
the Cartesian formulation. The appropriate two-dimensional equations in
conservative form are:

apa-a auat ýX ay

DO)M- a (Puu) - ~(Pvu) ý 2-( (S (1)
a(ou) - a P2)

at ax Jay ax ax xx 3Y Xy

at(uu) -- (0 vv) - L 2 - (S (s) (3)
a t a v-ay 3y P x xy ay Y

10
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a 0 E - ~P)
iwt I cE By ax a>' (4)

aa- (Sx U + SxyV) ÷+ 1÷+ SxyU)

where t, x, y, P, u, v, P, Sxx' S yy Sxy, and E denote the time, two

spatial coordinates, density, x and y components of velocity, pressure,
the two normal and one shear stress components of the stress deviator
tensor, and specific total energy, respectively. The cgs system of
units is used within the HELP code. However, in this report, the re-
suits are stated in the SI system of units. The elements of the stress
deviator tensor are functions of the velocity gradient. The pressure
is computed via an equation of state of the functional form P = P(P,I),
where I is the specific internal energy. The specific internal energy
is obtained as the difference of the specific total energy and the
specific kinetic energy:

I = E - 0.5 (u2  v 2 . (+)

If the conservation eqs. (1) - (4) are integrated over an arbitrary
control area, the time rate of change of a quantity within the control
area can be related to the integrals of other quantities over the bound-
ary enclosing Lhat area. Performing the integration and using Green's
Theorem, we obtain

-joPdA -fJ (pvdx - Dudy)PS(S)

A B

.~~pudA afu(pvdx - Pudy) - fPdy (S xdy -S, dx), (7)

fA B BB

fvdA f v(vdx - oudy) Pdx + (S dy S dx), (8)xy yy
A BB B

.-JpEdA -JE(Pvdx -pudy) 4](Pvdx -PudY)

afA B B
(9)

Bf LLSxxu Sxyv)dy -Sy S~yu) dx],

.1 1B



where B is the boundary of aiea A in the positive sense. Eq. (7), for
example, equates the time rate of change of the x-component 3f the
momentum within the area A to the product of the specific momentum in
the x direction and the net mass flow into the area plus the sum of
certain surface forces (the pressure and the x-components of the devi-
ator stress tensor) exerted over the boundary enclosing the area Such
interpretations are used to determine the HELP approximations to the
governing equations.

The HELP code is an Eulerian code capable of describing unsteady
multi-material interactions and of treating material strength as an
elastic-plastic phenomenon. A consequence of the multi-material capa-
bility is mixed cells (cells containing more than one material). The
complex treatment of these cells is important and indispensable to the
correct running of the code. However, an accurate and complete analysis
of these numerical techniques is unwieldy. An analysis of the pure cell
(a cell containing only one material) algorithm reveals the cause of the
internal energy problem. Hence, the following discussion will address
only the pure cell algorithm. Furthermore, we consider only interior
cells. We assume that the gria spacing Ax in the x-direction is con-
stant as well as Ay in the y-direction. The control area A is taken to

be the ith, jth computational cell. See Fig. 1. The left, right, top
and bottom boundaries of this cell are denoted by the letters Z, r, a
and b, respectively. A time step ýt in this explicit algorithm is
determined by a Courant condition. The area integrals in eqs. (6) -

(9) are approximated by m = pAxAy, mu, mv and mE, respectively, where
m denotes the mass per unit length. All the values are at the center
of the computational cell. The time derivatives are approximated by a
forward difference. The values of the cell centered mass, momentum and
specific total energy at the new time level are found from the values
at the previous time level. This is accomplished in three stages by

determining the time rate of change of the mass, momentum and total
energy due to i) the effects of the deviatoric stresses, ii) the
effects of the pressure, and iii) the effects of the convection terms.
These phases are appropriately named SPFASE, IIPIASE. and TPHASE, respec-
tively. During each time step, each value of the mass, momentum and
total energy is updatea sequentially by each phase in the order listed
and each phase uses the previously updated values as its initial values.
Each phase is solved independently of thn others and are interconnected
only through the initial values. The boundary integrals in eqs. (6) -
(9) are approximated using the current values of the integrands at the
boundaries of the computational cell. The pressure is calculated before
SPIRASE and the stress deviator tensor is updated at the beginning of
SPIRASE. The internal energy is updated by eq. (5) at the end of each
phase.

Specifically, we list the HELP approximations to the conservation
of mass, momentum and total energy equations. The HELP approximations

12
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to the eqs. (6) - (9) in the SPHASE portion of the calculation for the
.th .th thI h . cell at the n time step are:

M m, (10)

miru :mu + (S xxr _S xx AYAt + CS xya _ S xyb )Axat, (11)

m3v mV u (S r_ S • (S ya b )12)

m'E :mE - PuS xx - - xyl t

m[uaS a - ubS b + Vata S - b)] x ýt

xy xv Yy yy

where the tilde denotes the SPRASE updated value and the ietter super-
scripts r, Z, a, b refer to the evaluation of the term at the correspond-
ing boundary. A variable without sunscripts or superscripts denotes

th .th th
that quantity evaluated at the center of the i t h cell at the n
time levei. The boundary value of a variable is the average of its cull

centered values adjacent to that boundary, for example, Sr 0

[r n (S ) where (S, -, -)Ayn-6]Sx)i+l,j ii Six Sxj ,<(Sxx(j-T =ySxx ,.

See Fig. 1. The apiroxi.nations (10) - (13) can be derived from a physi-
cal interpretation of the SPlIASF portions of eqs. (6) - (9). For example,
consider the approximation (13). The effects of the stress deviator

tensor on the time rate of change of the total energy m[E-mlj-/At during
the entire time step At is governed by the work rates per unit surface
area, uS and vS acting on the right and left boundar. 's and vSxx xy yy

and uS on the top and the bottom boundaries, times the length of
xv

these boundaries.

The errors that are introduced by the numerical approximation (13)

can be obtained hy expanding the corresponding finite difference equa-
tion in a Taylor series. We use the mass-density relation m =AxAy
and rewrite eq. (13) as

14
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rS U S r r 9.S v

PE - PEuS v y xy

At Ax Lx

(14)
u#S a b b va a vb b

4 eSy .~ ubS xy vS vSY
0 .

Ay Ay

A Taylor series expansion of each dependent variable in eq. (14) at the
.th .th thcenter of the it, j cell at the n time level leads to

3t TY xx xy - Vy y 3t"

;A U1 3 xx a3  - 1X a X a xa T

ay 2L3 (uSxy vSyy) (;/u y Sxy W 3S Y,6 3y y3 "4 3y k\y ay 3-Y -iy-,

+ O(At 2 ) + O(4x 3) + OW 3 ).

The terms in eq. (4) which are relevant to SPHASE are given on the
left-hand side of eq. (1S) and the dominant error terms appear on the

2 2right-hand side. The order of error terms are O(At), O(Ax ) and O(Ay2).
Thus, the approximation (13) is first order in time and second order
in space within the context of SPHASE (assuming the post SPHASE values
are those at the end of the time step). A similar analysis and results
hold for approximations (11) - (12) and eqs. (2) - (3), respectively.

iis* ' - 1I
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The HPHASE approximnations are

SM, (16)

mu mu - P) y , (j7)

m- = mv - (pa_- pb)Axt, (18)

* r _ P4 a. Ar" -t pka pb b)xt' (19)

where the bar denotes the HPlASE updated value and P = P(P, I). The
truncation error analysis of approximation (19) can be made in exactly
the same manner as for appro~xmation (13). The result is:

)(OE) + _ 3_H__-ýI t 3x 3y

At - Ax 2 1 3 '(PO) -I 1 (, 3d 3Pf" 3t" 6 a 3 (20)

" " 3y3
*oat) ,- O(Hr) ÷ O1 .

Thus eq. (19) is a first order approximation in time and second order
in space within the context of IIPIIASE. The other IIPtASE approximations
(17) and (18) are of the same order.

For simplicity in the discussion of the TPlIASF approximations, we
assume that the velocity has both positive x and y components. The
TPIIASE approximations which model the convection between cells are:

n+ ,r b a(21)

n+= m r- b a-(mul muj + 5 - 6m mb -m , (22)
i~-

(my) 6m nvUv.- m .rn. -

n-il,j 6mr iJ 6ma (23)

(mnE) n Sn E. -+m r- + 6mb jSmE (24

-+ i ,j 6,j-

16
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where 6m , 6mb, Smr, 8ma denote the convected mass per unit length from
the left and bottom cells and to the right and top cells, respectively.

d dd-d weedSee Fig. 1. In general, 6md p L u At, where p denotes the density
-d.

of the cell from which the mass is transported, u is the interpolated

value of the velocity component normal to the cell boundary and Ld is
the length of the cell boundary thruugh which the mass is moved. For

example, the factors in 6mt are 0 • u 0.5 (U+i
(1+At(u - Ui-l,j)/Axl and Lu - Ay. We note that ud represents the

transport velocity of 6md based on lineaz approximations over the time
step At. The intuitive explanation of the TPHASE approximations for
eq. (21) is that the mass at the end of TPHASE (the final value at (n+l)
time level) is the mass originally in the cell plus the mass transported

into the cell (6mt, 6mb) minus the mass transported from the cell ( 6mr

Sma). For the total energy approximation (2 4 j, a similar situation
exists, except that now each convected mass is associated with the speci-
fic total energy of its "donor" cell. Within the context of TPIASE

(assuming the post HPIASE values are the initial values at the nth time
time level), the approximations (21) - (24) can be shown to be first
order in time and space to the TPHASE portions of eqs. (1) - (4), respec-
tively. For example, to determine the order of approximation (24), we
substitute the appropriate mass approximations and obtain

n. I DJ- ( . )

(PE)nl - (P) .( r - i-l,j "

At AX
(25)

a b
() (i,j- 1 Ei,j-1 ) =0ai4

A Taylor series expansion of each dependent variable in eq. (25) at the
cete f he~th th th

center of the i cell at the n time level leads to

af~ (IEU\ At ____ (DE) i1i

at ax ay 2 2y] •; X V7

6 x _L p

2 2
O(At ) O(Ax ) O(Ay'). (26)

17
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The terms in eq. (4) which are relevant to TPHASE are given on the
left-hand side of eq. (26) and the dominant error terms appear on the
right-hand side. The spatial gradients in the coefficient of At in eq.

(26) are the results of the transport velocities' U r, Gu, va and vb de-
pendence on At. The order of the error terms are O(At), O(6x) and 0(6y).
Thus, approximation (24) is first order in both time and space, which
establishes the assertion.

We have shown that the SPHASE and HPHASE approximations of eqs. (1) -
(4) are first order in time and second order in space and that the TPHASE3
approximations are first order in both time and space. Consequently, the
order of the spatial approximation in TPIIASE is less than that for either
SPHIASE or HPHASE and first order error terms will be dominant within the
algorithm.

Il1. THE KINETIC TENERGY AND INTERNAL ENERGY CALCULATIONS

In order to determine the cause of the unphysical internal energy
values produced by the 1975 HELP code in conical shaped charge calcula-
tions, we must investigate how the total energy approximations are com-
bined with the kinetic energy approximations to produce the internal
energy approximations. To this end we list the partial differential
equations for the kinetic and internal energies. The partial differen-
tial equation governing kinetic energy can be derived from cqs. (1) -

(3) by the following identity:

e) -u- ÷t v - 1U (,v'2t

v t t 2uv)t,27

and can be written as

(pe) - -(oue)- (pve) -u---v-
3t 3x a- v Vy

(28)

2 2where e 0.5 (u + v2). An interpretation of the above manipulation is
that given the exact solutions of eqs. (1) - (3), the derived function e
is identical to the exact solution of eq. (28). We shall show that the
tlLlP approximations do not share this property. The partial differen-
tial equation governing internal energy can be obtained by subtracting
eq. (28) from eq. (.1) and by using identity (S):

18
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Tt (0) - (DU IV) - P L_ ) PT.L

(29)

xx- x xy (ax x / By 3y

In the HELP code, the specific kinetic energy e at the end of each

phase is computed via

e . 0.s {I[(U)/m, m r(mv) /m] 2 } (30)

using the updated values of the mass and momentum from that phase. By
using the approximations (10) - (12), (16) - (18) and (21) - (23), eq.
(30) and the expressions for the mass in terms of the density, we can
write the formulas used to determine the updated specific kinetic energy
at the different phases in terms of the initial values at SPIASE, HPHASE
and TPHASE. The resulting expressions are never explicitly used to cal-
culate the kinetic energy but are numerically equivalent to eq. (30).
The results are:

(3e)-pe . xx ay xy[ S x a_ S y
at I - X ]Y AY (31)

s Z(
-••LSx'xx• xvy xv I •XYK + )a - - ¢asb

.. ______ - [•)r,- L1  ,.-. n .

2(32)Z o &X AV + xA

[(p _ Z a b

i ii
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-.t*W *yl ..- - a. .V. -- .. y~.bN, 'i-

(pe)n~l -(Th r .°-, at i.i~ -a--..,-

2- b-
(pe'* i~jj.u e o 11v e - 7-

At Ax Ay

-b . . . 9-. .

P .2 PY' F - Aat-rt 1 pu-"u • i- ](3•3)

20 LA AY S >' ,
+ i, j -l. 0iA ax Uf U-U 1 ". ______

2At n +y -Ax

A truncation error analysis of eqs. (31) - (33) reveals significant

information about the kinetic energy approximations. Since we have
shown that the dominant error terms within the HELP algorithm are of
first order, we will not write the higher order terms. Proceeding in
a similar fashion to the truncatic.i error analyses of Section 11, we
obtain for eq. (31)

iayax ay
rt

At > 2 as 3X s VV ýSWI (
- At a"(We) +xx + - (34(

3t ax 5-1 9 ay

+ 0(Atfl + 0'Ax_) + O(A-y).

The terms in eq. (28) which are relevant to SPIIASh are given on the left-
hand side of eq. (34) and the dominant error terms appear on the right-

"n O 2
hand side. The order of the error terms are -(At), 0(1 " and 0(Ay
Thus, approximation (31) is first order in time and second order in
space, and the order of this appro).imation is consistent with the other
SPIIASiE approximations. The terms
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in eq. (34) are the lowest order terms of those enclosed by braces in
eq. (31). Thus, the braced terms in eq. (31) which are included in the
kinetic energy approximation in SPHASE are of the order of the trunca-
tion error.

An analogous truncation error analysis of eq. (32) and eq. (33)
-- gives, for HPHASE

at

a t a 2(1% l(ap)2 1(IV)2ý (35)

+ O(At 2 ) + O(Ax 2 ) + 0(

and for TPHASE

•(•---) • •

4 t1.[ •( o.-1 o•r, ,• "2 I
"-2 -

[I V [( • (36)
+ _• P uT +,,x,

+ o 7 ax ÷ ax a)I "
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As in SPHASE, the HPHASE kinetic energy approximation is first order
ir. time and second order in space, and includes terms (those enclosed in
.races in eq. (32)) which are of the order of the truncation error. Eq.
(36) shows that the TPHASE kinetic energy approximatioaI is first order
in both time and space. The terms enclosed in braces in eq. (33) con-
tribute only to the O(K.), O(Ay), O(t) and higher order terms in eq.
(36) and, consequently, are of the order of the truncation error.

Thus, the order of the approximations (31) - (33) are in accord with
the other approximations in the three phases but these approximations
include terms which are of the order of the truncation error: terms of
order At is SPHASE and HPHASE and order At, Ax and Ay in TPHASE. These
terms are consequences of calculating the kinetic energy from eq.(30)
and from the particular choices made in the finite difference approxi-
mations of the mass and momentum equations in each phase. Furthermore,
these terms do not model any term of the kinetic energy equation. In
fact, if one would write directly a finite difference approximation to
eq. (28) in a consistent manner with the HELP approximations of eqs. (1)
- (4), the result would be eqs. (31) - (33) without the braced terms.
Thus, the kinetic energy finite difference solutions within HELP do not
share the corresponding property possessed by the exact solution of the
partial differential equations: that is, the function e, eq. (30).
derived from the finite difference solutions of the mass and mome,.tum
equations does not satisfy the finite difference approximation of eq.
(28). Although the two approximations are the same in the theoretical
limit as the mesh approaches zero, in practice the inclusion of terms
of the order of the truncation error alters the accuracy of the calcula-
tion and the computed vaiue,

By casing the above concepts into the framework of averaged quanti-
ties and fluctuations from their averages, an insigh" can be achieved
into the nature of the truncation error terms. Consider an averaging
procedure such that the average of the sum is the sum of the averages,
the average of the average is the average and the average of a fluctua-
tion is zero. The exact velocity can be written as the sum of the aver-
aged velocity (doubled barred quantity) plus its fluctuation (primed
quantity). Componentwise, we have

"u a u + u' and v = v v'

The associated specific kinetic energy is

2 , 2) = .3(2+;2 .5 -2 2
O.S(u u ) O.5(u * u u) u' ul '• u). (37)

Using the properties of the averaging procedure, we can write the average
of eq. (37) as

2 )-2 2O.5(u + u 0) O.S• ÷ 2) 0.5(u- + vW) . (38)
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The difference between the averaged exact specific kinetic energy and
the specific kinetic energy of the averaged velocities is the averaged
specific kinetic energy of the fluctuations which can be called the
subgrid-scale specific kinetic energy. If we take the averaged values
as the computed cell centered values at the end of a single time step,
then the first term on the left hand side of eq. (30) can be associated
with the specific kinetic energy computed via the finite difference
approximation of eq. (28) to a given order of accuracy and the second
term with the specific kinetic energy computed via the cell centered
values of the mass and momentum. Consider, for example, the TPHASE
approximation to the specific kinetic energy. Eq. (33) can be rewritien""
in terms of the averaged values as

. . ..O.S(u2  t2) -= I truncation error termsý. (39)

Comparing eq. (38) with eq. (39), we obtain

*.~u 2 ,v.) Atn~ truncation error termns (40)

From eqs. (40) and (39), we see that the original formulation of HELP
excludes the subgrid-scale kinetic energy. Accordingly, the direct
calculation of the kinetic energy from eq. (28) includes it.

The effect of these truncation error terms is not confined to the
kinetic energy calculation but is directly translated to the internal
energy calculation via eq. (5). The accuracy of the internal energy
calculation is of prime importance, since the pressure, temperature and
strength properties of the material directly depend on the internal energy
and not on either the total or kinetic energies. The dominant errors of
the internal energy approximations in SPHASE can be seen by subtracting
eq. (34) from eq. (15), in HPHASE by subtracting eq. (35) from eq. (20)
and in TPHASE by subtracting eq. (36) from eq. (26). The results are
for SPHASE,

- S L-- 5 ( ) .L S L-xxax X axy ' 0x yy 3-

F_, Aa .1 2 S \_ "

•t\ 3""x 3,/ ÷ \3x , vI 1

A2 A2 2
+ O(At +( ) ÷ O+y0),
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for HPHASE

at ax at 2 x

(42)
t2 X2 1y

+ O(At) O(Ax ) + O(Ay ,

for TPHASE

-x +7 y 3(•T \ T )]-) (-):1 )-21 -

[~aJ + 0- a

.t - (43)

i at 2  x 0 x"y ~ y

"1 -a o(Ata O(Tx) O

where we have assumed A~x Av in order to simplify the TPIIASE 0(gt)
term. The accuracy of the internal energy calculation depends primarily
on the magnitude of the first order terms. The larger' these terms are,
the less accurate is the calculation. The structures of the first

{ ~order terms in SPIIAStE and] ItPIIASE are similar: a second time deriv'ative
of (CI) plus p)ositive tcrms which are a consequence of the truncation er-

S~ror terms in the kinetic energy calculation. These positive terms could
: ~~be excluded from the kinetic ene~rgy calculation, and hence the internal
, ~energy calculation, w'ithout changing the order of the truncation error;
i of the IIELP algorithm. When the second tine derivative of (01) is norn-

negative, the SPitASE and ttPHASE internal energy values are computed

Twith less accuracy than 'ould occur if these truncation error terms were
e excluded. A typical time history of the quantity (ie) for a conical

: ~shaped change simulation (see Section LV') is given in Fig. 2. 'The
curvature of this graph is nonnegative except for a short interval
corresponding to the stagnation region within a shaped charge. Thus,

S at least for significant portions of a shaped change simflation, the
ineternal energy calculation in SPIASE and hIPliASF is less accurate
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because of the inclusion of the truncation error terms from the kinetic
energy calculation. Furthermore, even if the curvature of (p1) with re-
spect to time was negative, the accuracy of the internal encrgy may still
be less if the order of magnitude of the stm of the squared items is
greater than the curvature term.

In the TPIIASF calculation, each of three first order terms in eq1.
L43) should be analyzed to ascertain the effects of the truncation error

terms from the kinetic energy calculation (the squared terms in cq. (.13)
on the internal energy calculation. In shaped charge simulations, the OI(/.y)
term dominates the O(Ax) and O(At) terms, since the velocity and direc-
tion of the rate of change is primarily in the y direction and since a

fairly coarse spatial computing mesh must be used (O(Ay) = - versus

O(At) 10-). 8 Hence, we consider only the O(Ay) term, which we rewrite
as5:

7-V V(I V 4
iF" YY Y

Typical spatial profiles in shaped charge calculations of the quantities
v and (c,,) along the -xis of symmetry are given in Fig. 3. Since v is

a y'av's positive and aande tol ;ig tiVe tih 'ouihtll t

most of their varciation, tile sum of the first two terms is gCenlerally
ntoinegat i ve. Consequenti ly, since the third and fourth terms are always|
positive, the accuracy of tile internal energy calculation is decreas.d.
Thus, as was seen in the SPIIASE and tPIIASE approximations, the internal
energy calculation for shaped charge calculations would generally be h
more accurate, if the truncation error termifrom the kinetic enC•ry cal-
culation were excluded.

Another example of a flow in which the truncation error teris in t hv
kinetic energy calculation would severely affect the internal energy
calculation is in the expansion of perfect gas in a uniform pressure

field. For a perfect gas, we have the relation pl = 1'Y-1) where thit,
constanlt "y is the ratio of specific heats. Consequently, in a uniform

pres:i,,re field, the quantities 3(olD '_), 3(.l) would be zero in

eqs. (41)-(43). If the truncation error terms from the kinetic energy
calculation wcre excluded, the entire O(At) term in SPIIASE would be zero
as well as the entire O(zx) and O(Ay) terms in TPIIASFE. Thus. the intern:al

ei.ergy alp-rox imat ions in SPItASE woUld be O(t,,t-) and TPIHASE 0( x-) and

O(A'y. Consequently, the approximations achieve a higher order of
accuracy when the extraneous terms are excluded.

26

- L,.. 6 .



7

6 E

!2 5 50
E

4 140~

30;j 3 30 c~

•2 2o 0 Lx

11oZ
LU

0 0.-
SLUG STAGNATION JETREGIONS

Figure 3. Typical Spatial Profiles of the Axial Velocity and Anternal
Energy per Volume in a Conical Shaped Charge Calculation

27

. '-. ,s : - ~.

. . . . . . . . . . . . . . . . .. .



In other applications, the order of magnitude and/or the algebraic
signs of the first order terms in eqs. (41) - (43) must be analyzed in
order to determine the effects of truncation error terms in the kinetic
energy calculation on the accuracy of the internal energy calculation.
In regions of large gradients, the magnitude of these truncation error
terms can be large because of their quadratic dependence on the first
spatial derivatives. Since limitations on running time and machine stor-
age necessitate fairly coarse computing meshes for two-dimensional simu-
lations, the truncation errors related to the fir.ite size of the mesh
cell are more likely to be important than those related to the time step.
Thus, the OAx) and O(Ay) terms in eq. (43) may dominate the truncation
error. We shall see that this is the case in shaped charge calculations.

The inclusion of the truncation error terms in the kinetic energy
calculation alters not only the computed values of the kinetic energy of
a cell at each cycle but also the values of the internal energy. The
coefficients of the At terms in eqs. (31) and (32) are positive and in-
crease the kinetic energy. For equal spatial meshes (Ax = Ay), the entire
first order term in the TPHASE calculation is negative for Courant num-
bers less than a half and decreases the kinetic energy. The effect of
truncation error terms on the internal energy is reversed because of eq.
(S). The SPHASE and HPHASE terms decrease the internal energy and the
TPILASE increases it. Thus, these terms can be interpreted as a transfer
mechanism which is not modeled by the governing equations and which con-
verts internal energy into kinetic energy and kinetic energy into internal
energy. Consider, for example, the one dimensional first order energy
approximation in TPIASF for motion in the x-direction. The only first
order term that the internal energy calculation includes is the posi-
tive tern:

"i-1u -u- U i- U (

2n÷1 (I x U At) ( Ax

Expanding expression (45) in a Taylor series about the cell center and

the nth time level, we obtain

[2 []2 (46)

2
to the lowest order, where A = O.SpuAx and A' =O.Spu At. If (I - X-)
were the coefficient of viscosity, then expression (46) would be identi-
cal to the viscosity term in the one-dimensiona' internal energy equta-
tion foir a viscous fluid. Thus, the energy transfer mechanism in this
case could be defined as an explicit artificial viscosity term, since it
is explicitly included in the difference equation much like the implemen-
tation of the von Neumann and Richtmyer artificial dissipation scheme.
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Evans and Harlow3 identified the term corresponding to )(Ju/ax)2 intheir one-dimensional analysis of the original PIC code. The --=

X (3u/3x) 2 is not included in their analysis, since they did not include
the effect of time differencing. From expression (46), we see that the
time discretization decreases the amount of kinetic energy converted to
internal energy in TPHASE. This explicit type of artificial viscosity
is confined only to the TPHASE energy calculation and is, in addition

to the implicit artificial viscosity6 (that type of artificial viscosity
deduced from the neglected truncation error terms within an algorithm),
already inherent in a first order algorithm.

IV. THE MODIFIED HELP CODE

We have shown that the terms of the order of the truncation
error which are included in the kinetic energy calculation decrease
the accuracy of the internal energy calculation under certain circum-
stances. To determine the effects of omitting these terms in such a
calculation, the HIEL.P code was modified to allow a kinetic energy calcu-
lation which did not include the first order terms in eqs. (31) - (33).
Consequently, the kinetic energy was not computed by the updated r,,ass
and momentum values but was considered a separate dependent variable.
This kinetic energy for both pure and mixed cells was updated according
to a direct finite d-fferencing of eq. (28) in a manner consistent with
the other approximations and was stored in in array. The array TKEG
contains the cell centered specific kinetic energy and the array TKEGM
contains the specific kinetic energy of each material in an interface
cell. By implementing such a scheme, the algorithm still numerically
conserves mass, momentum and specific total energy as before but now
possesses a new discrete dependent variable,the specific kinetic energy,
and another finite difference equation. Hlowever, the modified version
required slightly less computing time than the original version, since
all the auantities needed to compute a new kinetic energy value are
already available from the mass and momentum calculations and future
references to the kinetic energy are simply retrievals. Throughout
"the modified algorithm refer,:nces to the specific kinetic energy
are always to the arrays TKEG and TKEGM and never to the quantity

0.5 (u 2 + v2). Although other formulations are possible, the present
one calculates the specific kinetic energy in the desired manner (hence,
the internal energy) and is relatively easy to implement in the existing
hULl' code.

Since an accurate calculation of the specific internal energy is the
ultimate goal, a natural alternative to the 1975 HE1:L.P algorithm is the

6. Roache, 1P. .1., Computational Fluid Dynamics, Chapter V, Hlermosa,
Albuquerque, 19 7 0.
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direct calculation of the specific internal energy in every phase. This
type of algorithm deletes the truncation error terms in the internal er-
ror calculation. In several examples (shaped charge simulations were not

included), Karpp7 obtained significantly better internal energy values
with this approach. A closely related algorithm is the 1971 version of

8
HELP. This version directly solves for the specific internal energy
in the SPHASE and HPtlASE portions of the algorithm but transported the
specific total energy in TPHASE. A stated reason (see Ref. 1) for the
current total energy version of HELP was the problems rising from the
internal energy calculation in HPHASE. The two pass energy calculation
in HPHASE caused inaccurate definitions of pressure and velocities near
free surfaces and, consequently, the inclusion of the GI.UE subroutine
to rectify them. The GLUE subroutine was not totally satisfactory. The
desire to avoid these past difficulties compelled us away from an
internal energy formulation and to the retention of the total energy
formulation.

The modifications listed below apply to the version of HELP described
in Ref. 1. This original formulation is available on the BRI, CDC 7000
under the permanent file name BRLIIELP, CY = 14. The permanent file
identification is ID = CMCHYDRG. The modification deck is listed in

Appendix A. It is in CDC UPDATE 9 format and contains comment cards 4n
order to explain each particular change. The modified versioii of WAY.l
is available on the BRL CDC 7(-.30 under the permanent file name BRLiII.I.1,

CY = 15. The permanent file identification is II) = CMCHIYIDRU.

In addition to the changes in the common deck, 1IIFPCON1, the modi-
fications affect 15 of the 57 subprograms in HELP: namely, SP1lAS1.,
HPHIASE, TPHASE, EDIT, EQST, INPUT, SETUP, SE-'.TUPA, FILGRD, FL;Sh1',
RNDOFF, NEWMIX, NEWFLG, ENCHtCK, and UVMOD. The modifications incorpo-
rated into HELP enables one to run simulations involving all the option,;
of HELP described in Ref. 1 except the penetration and rezone packages.
The modifications have not been included in any of the plugging rou-
tines: PLGADD, PLCALF, PLGGEN, PLGMAS, FI,GTCR, PliVOL, l'IIJGIJV, PTSAV,

7. Karpp, R. R. and Soldstein, S., "Modifications to the Hlydrodynamic
Computer Code HELP," Los Alamos Fcientific Laboratory Summary Report
R199, M-4-1S96, December 1977.

8. Hageman, L. J. and Walsh, .1. M., "HELP, A Multi--Material Eulerian
Program for Compressible Fluid and Eiastic-Plastic Flows in Two Space
Dimensions aid Time, Vol. 1, Ballistic Research Laboratory Contract
Report NO. 39, May 1971. (AD Y726459)

9. Control Data Corporation, "UPDATE Reference Manual," Control Data
Corporation Manual 60-449900, 1975.
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or in the REZONE subroutine. However, a rezoning deck10 which is used
in conjunction with the REZONE subroutine was obtained. Both the deck
and subroutine were modified to allow a limited rezone capability in
the modified formulation. The restrictions on this rezone package are:
i) the rezone package must be user-activated, ii) the computational
grid can be extended only in the axial direction, and iii) the last
row of computation cells (J = JMAX) must contain void. The rezone
package combines cells as described in the HELP manual. The rezone
deck tIDENTs REZJAS and CHREZ) and the modifications (INDENT CORREZ)
are listed in Appendix B in CDC UPDATE format.

The modifications are implemented in such a way as to retain the
total energy conservation within the computational grid. At the end
of 8S9 cycles (t = 16 Os) in the 43 mm shaped charge calculation, pre-
seatcd in Section VI, the maximum relative error between the theoretical

total energy and the actual total energy within the grid is 1.09 x 10- 9.

For this calculation, the modifications increased the storage require-
ments by only 6% and decreased the running time by approximately 2%.

Finally, we note that another correction set is listed in Appendix
A under the IDENT CORNIAP. This enables the MAPS subrout:",e to indicate
smiall magnitude negative values in the MAPS output. Pr -r to this
correction, a single dash was used as a symbol for both positive and
neyative range. of a variable's value. With this correction a single
dash represents positive values and a double dash negative values.

V. MESII RE|'INEMELNT STUDY FOR A WEDGE IMPACT CAICIJIATION

Since the study of the internal energy problem ir based on a trunca-
tion error analvsis, a mesh refinement study is appr .'late to the inves-
tigation of the effects of the truncation error terms on the accuracy of
the computed specific internal energies. Because of the complexity of

a full shaped charge simulation, a related model problem1 1 is simulated
in the mesh refinement study. An observer stationed at the stagnation
point in Fig. 7b (page 37) would find the uncollapsed liner moving
towards him and separating into two parts (the slug and jet). Conse-
quently, a 20 mm wide copper wedge traveling at 2 km/s was simulated
:is it impinged on a perfectly reflective wall at 300 of obliquity. The
wedge collapse was modeled with slab symmetry. The material constants
for the copper are C(21RO = 0.235 CPa, RMIJ = 45.50 GPa, STKI = 1.95 GPa,

10. l.acetera, .1. M., USA Ballistic Research Laboratory, Private
Conimntui ca t ion, April 1978.

11. Birkhoff, G., et al. , "Explosives with Lined Cavities," Journal
, of Aplied. Physics 19, 563-582, 1948.
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STK2 = 5.5 GPa, STEZ 0.53 MJ/kg and AIDM = 0.9785. See the iIELP

manualI for the definition of the above constants. The initial density
3 3of the copper is 8.9 x 10 kg/m . We note that the initial pressure and

specific internal energies are zero, since the code computes the over-
pressures and specific internal energies above the initial state. Con-
sequently, throughout this report, the values of the specific internal
energy are relative to the initial reference value and are not the
absolute values. The material surrounding the wedge is void. A

single pass through SPHASE was used. The Tillotson equation of state
for copper was used. The coarse computational mesh was 30 by 100 cells
(Ax = Ay = I mm) and the fine mesh was 60 by 200 cells (Ax = Ay = 0.5

mm). Both the original and modified version of the HELP code were run
on P CDC 7600.

The results at 1N s after the wedge first impacts the wall are shown
in Figs. 4-6. Besides the specific internal energy, two other important
quantities, the relative axial velocity (relative to the end of the slug
portion) and density, are compared along the wall in the slug, stagna-
tion and jet regions. Qualitatively, the entire compression and rela-
tive axial velocity curves and the slug portion of the specific internal
energy curve are similar among the mesh variations and version changes.
However, the qualitative behavior of the jet's specific internal energy
markedly differs between the two versions for either mesh. This is duc
to the increased gradients within the jet portion which can drastic:llv
increase the magnitude of the truncation error terms from thle kine ic
energy calculation, and thus, the truncation error. Qant i tat ie con'
parisons were made at three positions in Figs. 4-0: the slug end, the
stagnation point and the jet end. The symbol 4 denotes the st:lgnaitionl
point (the cell along the wall with the largest pressure. Wh0il the
total deviation among the relative axial velocity and compression curves
from the largest computed value at the three stations was less than 7,
(except for 9.9% in the compression at the jet's end), the total devi.,-
tion of the specific internal energy curve was 82.1%, 20.1. and 03% at
the jet, stagnation and slug, respectively. The tremendous increase in
the total deviation of the specific internal energy curve is due to the
first order terms included in the calculation of the kinetic energy. In
fact, the deviation of the coarse mesh specific internal results fronw the
fine mesh results, decreased by over 0n2% from the original version to tihe
modified version. Consequently, one obtains much less variation in the
specific internal energy values as one converges to the solution through
a mesh refinement with the modified version. Fig. 6 suggests that the
specific internal energy values which are computed by the modified ver-
sion and with the coarse mesh provide a better approximation (o thc e:xact
values than those values computed by the original version wiZh tihe fine

12. Tillotson, J. 11., "Metallic Eqitation of State for IlYpervelocitv
Impact," General Atomic Report No. CA-3216, July 1962.
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mesh. This trend is also present in the compression curve. The results
of Fig. 6 also show that for this type of problem, the truncation error
terms in the kinetic energy calculation associated with TPHASE (Courant
number of 0.4 is used) dominate those associated with SPHASE and IIPHASE
and cause the specific internal energy to be increased.

VI. THE COMPARISON OF THE MODIFIED AND ORIGINAL FORMULATIONS
-USING A 43M CONICAL SHAPED CHARGE SIMULATION

We will consider the 43mm conical shaped-charge which is unconfined and
has a rounded apex. See Fig. 7a. The actual warhead is obtained by
rotating Fig. 7a about the axis of symmetry. The explosive is detonated
and the detonation wave collapses the conical liner towards the axis of
symmetry with a varying velocity. Sixteen microseconds after detonation,
the liner consists of three parts (Fig. 7h1: The uncollapsed liner, the
low velocity large mass slug and the high elocity small mass jet. By
performing a Galilean transformation at the point where an original ring
of liner impinges on the axis of symmetry, a stagnation point in the
flow can be shown to exist. This stagnation point divides the collapsed
liner into the slug and jet. It is the jet which pierces the armor and
is of prime concern to the shaped charge designer. By assuming that the
liner can be modeled as an incompressible material under typical loading

conditions, several researchersI1113,14 have developed one-dimensional
analytical or simple numerical models to determine the velocity field.
However, when two-dimensional axisymmetric geometry, compressibility,
strength, and thermodv-namic effects are included, a full numerical simu-
lation is necessary. The liner collapse and early jet formation of this

shaped charge was simulated using the BRLSC code (the precursor of the
1975 HELP code) and the results compared to experiments in Ref. 16.

13. Pugh, E. M., Eichelberger, R. H., and Rostoker, N., "Theory of Jet
Formation by Charge with Lined Conical Cavities," Journal of Applied
Physics 19, 563-582, 1948.

14. Kiwan, A. R. and Wisniewski, It., "Theory and Computations of
Collapse and Jet Velocities of Metallic Shaped Charge Liners," US Army
Ballistic Research Laboratory Report No. 1620, 1972. (AD #907161L)

15. Gitting, M. L., "BRLSC: An Advanced Eulerian Code for Predicting
Shaped Charges, Volume I," US Army Ballistic Research Laboratories
Contract Report No. 279, December 1975. (AD NA023962)

16. Harrison, J. T., "A Comparison Between the Equlerian Hydrodynamic
Computer Code (BRLSC) and Experimental Collapse for a Shaped Charge
Liner," US Army Ballistic Research Laboratory Memorandum Report No.
ARBAL-MR-02841, June 1978. (AD #A059711)
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Since the HELP code1 is now generally used instead of the BRLSC code for
shaped charge studies, we shall limit our discussion to the HELP's re-
sults. In order to further compare the original and modified versions
of the HELP code, a conical shaped charge with a copper liner and Compo-
sition B explosive (rig. 7a) is modeled in cylindrical coordinates and
with identical material constants, initial conditions, code options and
grid structure. The material constants for the copper are identical to
those used in the copper wedge calculation. The slipline option is
employed along the copper - Composition B interface. A void surrounds
the entire warhead. The initial state is quiescent: all properties

zero except the standard values of the densities (8.9 x 103 kg/mr3) for

copper and 1.717 x 103 kg/m3 for Composition B. The explosive is point
detonated at the intersection of the axis of symmetry and the base of
the Composition B. The computational mesh is 60 cells in the radial
direction and 187 cells in the axial direction. The axial increment
is Az = 0.52 mm and the radial increment is Ar = 0.52 mm for the first
46 cells and slowly increases to 19.93 mm at the last radial cell. In
both calculations the bottom boundary is transmittive. The strength
option with a single pass is utilized (that is, the contribution of the
stress deviator tensor is included). The Jones-Wilkins-Lee equation

of state17 for the ehplosive and the Tillotson equation of state12 for
the copper are used. The constants used in these equations of state

are given in the HELP reference manaualI. Sample input-output for this
shaped charge is given in Ref. 18. The calculations were performed on
a CDC 7600.

Fig. 8 shows the specific kinetic energy along the axis of symmetry
from the slug tail to the jet tip for both formulations at 16ps. The
symbol + denotes the stagnation point. This comparison shows that modi-
fied algorithm values are always larger than those of the original
algorithm. Thus, the truncation error terms in the kinetic energy calcu-
lation associated with the spatial discretization dominate those associated
with the temporal discretization. In fact, throughout the flow field,
the original formulation gave smaller values of kinetic energy than the
modified. Fig. 9 is the comparison of the specific internal energies
along the axis of symmetry at 16os. The modified code predicts up to
88% decrease in the specific internal energy values of the original
code. Along the axis, the original formulation predicts a liquid-vapor
slug and a liquid-vapor jet, whereas, the modified formulation predicts

17. Lee, E., Finger, M. and Collins, W., "JWL Equation of State
Coefficients for High Explosives," Lawrence Livermore Laboratory
Report No. UCID-16189, January 1973.

18. Lacetera, J., Jr., Lacetera, J. M. and Schmitt, J. A., "The BRL
7600 Version of the HELP Code," USA Ballistic Research Laboratory
Report (in preparation).
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a solid slug ý.nd a jet which remains a solid until near the tip region

where it liquifies. We note that the BRLSC code results 1 6 indicate
even a h.gher specific internal energy value than the HELP 1975 algo-
rithm. rhe specific internal energy value corresponding to the melting
point of copper 53 MJ/kg) is a material property input value. The
specific interi, .nergy value corresponding to the incipient vaporiza-
tion point of copper (1.38 MJ/kg) is contained within the Tillotson
equation of state. In the original formulation, the specific internal
energy of each cell in the entire jet is well above the value corres-
ponding to incipient vaporization at 16us. Thus, the jet is character-
ized as a liquid-vapor jet. However, in the modified formulation, the
specific internal energy of the same cells is generally below that for
melt and a solid jet with several melted sections is predicted. See Fig.
10. Although no actual temperature measurements have been taken for

this shaped charge, experimental evidence of Von Holle and Trimble 19

r supports the conclusion that the copper jet is in the solid state.
Thus, qualitative thermal agreement is achieved for the first time with
the modified formulation. Fig. 11 illustrates the specific internal
energy values generated by the modified formulation at various times
along the axis of symmetry from just behind the stagnation point to the
jet tip. The relative positions of the curves do not indicate their
actual relative positions predicted by the code. The decrease in the
specific internal energy values in the jet as a function of time is not
constant and become less as time increases. The proportion of the com-
putational cells within the jet with a specific internal energy value
higher than that of melt decreases from 1.00 to 0.76 to 0.32 to 0.24 as
time increases from 8 to 12 to 16 to 18.5ps, respectively.

Major differences in the internal energy illustrated in Fig. 9 will
drastically affect the material properties of the slug and jet. An
investigation into the copper's strength, ductibility and cohesion
cannot be computationally investigated with the original version of
HELP, since it predicts a liquid-vapor state for most of the copper in
the slug and jet. In particular, when the specific internal energy of
a cell is equal to or greater than chat for melt, the stress components
are equated to zero and the flow variables remain unchanged during
SPIHASE. Consequently, in the original formulation and for the 43mm
conical shaped-charge problem, the inclusion of the strength option
does not generate significantly different values of the flow variables.
Since the values of the specific internal energy in the modified version
are almost always below melt, the inclusion or exclusion of the SPHASE
contributiuot is now primarily controlled by the tensile failure criter-
ion. If the material density p is such that p/p < AMDM (po = initialI ~00density), the material has failed and the SPHASE contribution is ignored.

19. Von Holle, W. G. and Trimble, J. J., "Shaped Charge Temperature
Measurements," Proceeding of the Sixth Symposium on Detonation, San
Diego, August 0 7 64
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The parameter AI4DM is a material strength input value. Hence, the
effects of SPHASE on a conical shaped charge calculation are now depen-
dent on an input value. A sensitivity study of the calculation on this
parameter ANDM should be made with the modified formulation. However,
such a comparison is not included in this report.

Comparisons of the pressures, velocities, specific total energies
and densities between the two versions along the axis of symmetry at
16ks are shown in Figs. 12-17. Although significant differences in the
above quantities are expected, especially within the jet, as the result
of phase differences predicted by the codes (see Fig. 9), the discrep-
ancies between the versions are not major, except for the density. The
cause of the small discrepancies can be traced to the pressure calcula-
tion. The effect of the specific internal energy on the other computed
quantities is controlled by the equation of state. In the original
version, a predetermined upper bound on the specific internal energy is
used in the equation of state for the liner material in an ad hoc manner.
For shaped-charge calculations (code option NLINER J 0), the maximum
value of the specific internal energy utilized in the equation of state
for the primary liner material is the incipient vaporization value. In
our example, the largest specific internal energy value used in the
pressure calculation of the original version is 1.38 Mi/kg, even though
all the cells of the jet have values above 1.38 Mi/kg. In the modified
version of HELP, the ad hoc usage of this upper bound is abandoned.
iHence, the pressure and other variables are consistent with the actual
computed value of the specific internal energy in the modified version.

The pressures are :ompared in Fig. 12. The graph corresponding to
the values computed by the modified formulation show a more uniform
decay to the initial pressure. The stagnation point overpressure of
the modified version is 6% greater than that of the original version.
The stagnation point occurs at the same position in both versions. The
graphs of the pressure and of the radial velocity (Fig. 15) and the com-
pression (Fig. 17) correlate well for the jet and slug's interior.
Regions of high pressure correspond to large negative radial velocities
and values of compression greater than one. The axial velocities of
the two formulations (Fig. 13) are identical near the stagnation region.
Both versions predict that the physical inverse velocity gradient is
still slightly present near the jet tip. The large, values of the axial
velocity cause the slightly longer jets of the original formulation
(approximately two computational cells). The effect of the inverse
velocity gradient on the kinetic energy can be seen in Fig. 8. As in
Fig. 13, the gradient is larger in the modified version than in the
original. The jet tip velocity values of the original formulation (Fig.
14) are somewhat larger for times greater than Stis but the percentage
difference is small--at 160s, the difference is less than 2%. The rela-

tive jet tip (jet tip minus slug tail) velocity predicted by the modi-
fied version at 16,s is 6.023 km/s. This value is 7.9% lower than the
experimental value cited in Ref. 16. The radial velocities are compared
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in Fig. 15. Since the radial velocity is modified so that the jet ma-
terial at zero overpressure will not expand radially (zero radial velo-
cities are imposed), an accurate assessment of this quantity is diffi-
cult away from the stagnation region. However, in the modified formu-
lation the negative radial velocities, which cause a compression of the
copper at the axis of symmetry, correlate well with the nonzero pressure
values in Fig. 12. In the original formulation, this type of correspon-
dence is not as well correlated. The specific total energies of the
two versions are compared in Fig. 16. The effect of the small inverse
velocity gradient seen in Figs. 8 and 13 is again reflected in the
graph of the specific total energies. Fig. 17 shows a comparison of
the compression (p/p 0 ) values. Throughout most of the slug and jet, the

density values of the modified code are approximately 10% greater than
the original. The density discontinuity which appears near the jet tip
in both formulations could be numerically caused. See Section VIM. The
magnitude of the jet tip's discontinuity is larger in the original ver-
sion and so is its associated undershot. Before decreasing to the final
undershot value in the modified version, the jet's density is approxi-
mately 95% of the initial density of the liner. No density measurements
have been experimentally determined for the 43mm copper shaped charge.

20 "
However, experimental results for a 36mm copper shaped charge pre-
dict the density variation of the unbroken jet to be from 90'. to 81% of
the initial liner density. Although the original version seems to be ill
better agreement with Jamet's results than the modified version, a HELP
simulation of the actual experiment with identical explosives and con-
figurations would have to be completed in order to accurately ascertain
which version possessed the better correspondence. In the stagnation
region, the modified formulation gives improved values-compression (0 >
PO) of the copper. The sudden density decreases in the slug region

predicted by the modified version can be correlated to the sudden pres-
sure decreases. See Fig. 12.

Negative specific internal energy values are computed by both for-
mnlations of the HELP code in the uncollapsed liner and along the inter-
face between the slug and the Lxplosive. However, in the modified for-
muiation the number and magnitude of the negative internal energy values
increase. This is consistent, since the original formulation added the
positive values of the truncation error terms in the specific kinetic en-
ergy calculation to the specific internal energy. See the discussion of
Fig. 8. The computed specific internal energy value is the value over
the initial specific internal energy. Consequently, the actual intvrnial
energy of a material in a computational cell may' still be positive even
though the computed value is negative. Nonetheless, in a total energy
formulation, the computed negative specific internal cnergy values are

i :

20. jainet, F., "Measure de la densite d'un iet de charge creuse cn
curvre par radiographic-eclair," Saint-Louis, Rapport-Rericht R 101/7,, e
9.1.1970.

- a "b-.- '-oa . . .. ".--



a consequence of the computed kinetic energy being greater than the com-
puted total energy. The numerical source of this situation in the HELP
code must be identified and corrected before any simulation can be com-
pletely satisfactory.

VII. TEMPERATURE CALCULATIONS FOR THE 43MM CONICAL SHAPED CRARGE

It is not the purpose of this section to give a definitive statement
on the temperature distribution within the jet for a 43mm shaped change
but rather to identify the current problems in an accurate temperature
calculation and to present a first attempt in computing a temperature
profile. The computed profiles do agree qualitatively with experimental

19evidence

Since the Tillotson equation of state used in HELP does not compute

temperature values, the temperature routine from the HULL code21 w-as
utilized. The HULL's temperature routine is a temperature fit which
uses data in Ref. 22 and requires values of the density and specific
internal energy. The coding used in the HELP code is listed in Appen-
dix C. This routine was chosen, since it is used for temperature meas-
tires in shaped charge simulations by the HULL code and it is accessible.
However, the question of its applicability to simulations involving
phase transitions (from solid, through melt, to liquid) is unanswered.
A definite need does exist for a highly accurate copper equation of
state (see Ref. 23). More sophisticated equation of states, such as

14
the BRLCRAY2 equ;Ition of state, could be used when they are incor-
porated in the IIHELP code.

Since the temperature depends explicitly on the density and specific
internal energy, accurate values of these quantities are essential to a.
correct temperature calculation. For example, if the density value is

21. Klein, (;. J1., US Army" Ballistic Research Laboratory, Private
Communication, April 1978.

22. Thompson, S. L. and Lauson, H. S., "Improvements in the Chart D
IRadiation -Ilydrodvnmwnic Code,IIl: Revised Analytic Equation of State,"
Sandia LIaboratories Report No. SC-RR-71-0714, March 1972. 4

23. Edwards, L. L. and Godfrey, C. S., "Computer Code Design of Shaped
Charges," Lawrence Livermore Laboratory Report No. UCRL-52598, October
1978.

21. Wray, W. 0. and Cecil, R. A., "Modified Gray: An Improved Three-
I'has,, Fqluation of State for Metals," U1S Army, Ballistic Research L.ahbr;m-
tory Cont ract Report No. 299, April 197h. (AU MAu252.Io)
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9.8 x 103 kg/mr3 and specific internal energy value is 0.46667 M1,'

then a 6.43% decrease in density and a 3.45% increase in the specific
internal energy produces over a 15% change in the calculated ItULL tem-
perature value. Consider Table 1 which lists the jet's density for the
modified version at 16ps within the computational cells from the jet tip
to the stagnation region. The prefix M with a number indicates that it
is a free surface cell ( a mixed cell composed of void and copper). The
striking feature of the array of numbers is that in a given column the
density of every free surface cell is identical. This peculiarity
results from the numerical algorithm in HELP (see subroutine NEWRHO)
and is not necessarily a physical result. The same phenomenon occurs
in bc'h the original and modified formulations. Thus computed tempera-
turc value involving a free surface cell would be at best suspect.
Coi,,equently, a comparison with Von 1lolle and Trimbles' experimental

25
Jc skin temperature will not be made. First, HtELP's free surface
d•isity calculation must be analyzed and modified, if necessary.

With an awareness of the limitations discussed above, we now con-
-ýider the temperature profile within the jet (pure cells only) with the
HULL temperature routine. We note that the specific internal energy
computed by the IIEL" code must be augmented by an initial value of
0.113335748 MG/kg (corresponds to a temperature of 287.87K at an initial
pressure of 0.101325 MPa) to obtain the actual value of the copper's
specific internal energy. Between 16 and 18.50s, the jet is defined
by at most three pure cells in the radial direction for a given axial

position. Figs. 18 and 19 show the temperature profile at 16 and 18.5
's, respectively, of pure cells within the jet at various radial posi-

tions. The radial distances 0.26 mm, 0.78 nun and 1.3 nmm measure the
length from the axis of symmetry to the center of the first, second and
third radial cells, respectively.

The melting point of copper under the initial conditions is
: 26

1356.6K. The code predicts non-ambient pressures in the jet along
most of the axis of symmetry and ambient pressures in most of the
second and third radial cells. Consequently, the r = 0.78 irun and r =

1.3 mm curves in both figures predict that the jet is in the solid state.
Along the axis of symmetry one cannot determine the actual stace of the
copper without more precise thermodynamic data. Throughout most of the
jet, the results of the modified HELP substantiates Von hholle andt
Trimble's conclusion19 of a solid jet. Thus qualitative thermal agree-

ment between experimental evidence and computer simulation is achieved
tI

•. 25. Von flolle, W. G. and Trimble, J. ,1., "Temperature Measurement of
Copper and -utectic Metal Shaped Charge Jets," US Army Ballistic
Research Laboratory Report No. 2004, 1977. (AD 4B021338L)

26. Stull, D. R. and Prophet, If., (project directors), JANAF Thermo-
chemical Tables, 2d ed, June 1971.
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Table 1. c Density Variation Within the Jet at lows
4

Distance from Axis of Symmetry
.26mm .78mm 1.30mm 1. 82ram 2. 34mm

M1 12.132

NI 12. 132 M 8. 9000

6.7517 m1 8. 9000
6.2893 NI 8.9000

6,8630 M 8.9000

7 1872 NI 8. 900)9

".5139 M 8.900o0

"76702 SI 8.9000

.94-80 I 8.t9000

8.0,171 M 8.9000 M 11.312

8.0855 8.4719 M 11.312

8.1110 8.4878 NI 11.312

8.1410 8.41871 I 11.312 1
8. -899 8.3 "9 5,1 11.312

8 -2110 8.1431 NI 11.312

8.34lo 8.1110 MI 11.312
8o.I 289 8.38W 1

8 3201 S. S73,1 M Ill." -;

8 .3)-179 8.303,4 M1 I1. 1

8.3787 8.3398 NI 11.312
8.41203 8.2Y.3 ,NI 11. 312 S1 9. :hi 11

8.4.1190 8. 14(05 S.,1 7 NI 9. 5 11

8-1.115 -. 95.11 6.3971 bI 9. 511

8.4.100 7.';7137 7.2789 M1 9.5 10

8.4523 7.5188 7.8,84 M 9,511o

.- IS90 7.2,79 8.2828 N1 9.5116

8..1,72 7. 0W57 8.52- M 9.5116

8 .1826 6.8687 8. 3 12 NI 9. 5 116

8. 1953 6.7251 8.0533 M1 9.5 11o

80033 b.67941 8. 9 NI 9I

,... -I I
S II
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Distance from Axis of Symmetry

.26mm .78mm 1.30mm 1.82mm 2.34mm

8.5098 6.7489 8.o662 NI 9.5116

8.5169 6.9168 8.6703 M 9.5116

8.5242 7.1430 8.6714 M 9.5116

8.5315 7.3787 8.6683 M 9.511o

8.5384 7.5989 8.6639 M 9.5116

8.5447 7.7892 8.6596 NI 9.5116

8.5503 7.9460 8.6555 NI 9.5116

8.5551 8.0763 8.6517 NI 9.5116

8.5592 8.1903 8. 6476 NI 9.5116

8.5633 8.2976 8.6428 NI 9.5116

8.5682 8.4025 8.o379 NI 9.511

8.5753 8.4998 8.63417 M 9.5116

8.5862 8.5737 8.,34,5 NI 9.5116

8.6028 8.6112 8.6384 NI 9.5116

8.6258 8.6252 8.o484 MI 9.51i(

8.Ko50 8.42-4 8.6643 M 9.5116

8.K98so 8.6732 8.6847I M 9.511b M 10.300

8.7595 8.7211 8.7095, 8.18141 N 10.300

8.8457 8.7933 8.7781 8.7360 M 10.300

8.9525 8.8877 8.8033 8.7632 NI 10.300

9.0733 8.9954 8.98.10 8.8093 %1 10.300

9.1999 9 1256 9.1073 8.9,486 9.0024

9.3208 9.2644 9.2399 9. 1501 9.1263

9.4284 9.3906 9.3741 9.3290 9.2913

9.5076 9.4807 9.4753 9.4459 9.4682

9.556,0 9.-382 9. 5370 9.5,223 9.5073

9 5740 9.56141 9.5605 9. 5528 9.5553

55

P.C 6 55



2500

"2000r : .26 mm

1500

r .7 8 mm

U " 1000
r 1 30 rn.m

: LU.

500

0-
STAGNATION JET

REGION TIP

I-l-lrc is. \oi;i ti;n f Jlct's "lwmper;:tire •ith Axial IDist mcc al
iia(r iS D)i sta;infces fr'onit the Ax j; oft SX'flhletr-' at Il);;s

o



2500-

2000-

0 0r . 2 6 m m

1500-
LUcc

,, o �����r : .7 8 m m

I-"LU 1000 -

L. LU
I- • rz 1.30 mm

500

01
STAGNATION JET

REGION TIP

Figure 19. VL riation of Jet's Temperature with Axial Distance at

Various listtnces from the Axis of )Symmetry at 18.Sus

.
.* ..

a a I I I I I I I



for the first time. Finally, the temperature profiles in the jet de-
crease with time since the jet is expanding.

For comparison, the values of the density and specific internal
energy from the original versions were used with the HULL temperature
routine. The corresponding temperature values in almost every pure
cell within the jet were greater than 3000K. At ambient conditions,26
the vaporization temperature of copper is 2848K. These temperature
results are larger than those implied by experimental evidence by at
least a factor of two.

VIII. SUMI'ARY

We have shown by a truncation error analysis that terms of the order
of the truncation error in the HELP algorithm are included in the kine-
tic energy calculation. In the original HELP code, the updated values
of kinetic energy were computed as consequences of the updated mass and
momentum values. This value is shown to deviate from that computed
directly by a first order approximation of the kinetic energy equation

A by first order terms which depend quadratically on the spatial deriva-
tives of the velocity, pressure, and elements of the deviator stress
tensor. These truncation error terms can severely alter the related
internal energy calculation. The effect of these truncation error terms
"from the kinetic energy calculation on the accuracy of the internal energy
is problem-dependent and the criteria for such a determination is given in
terms of the explicitly calculated truncation error terms for the specific
internal energy. A method was suggested to avoid these terms within
the confines of the basic HELP algorithm. Although in certain computa-
tions these truncation error terms may remain negligible, in others they
can be significant and produce spurious results. A case in point has been
cited and illustrated by applications to problems in warhead mechanics.
A mesh refinement study for a copper wedge impacting a perfectly reflec-
tive wall was made. The results show tremendous deviations as the mesh
size decreases in the internal energy values, while other quantities
show relatively little deviations. In the modified formulation, signi-
ficantly smaller deviations in the internal energy values anti conse-
quently, a more consistent deviation with the other quantities are
observed. Drastic improvements in the internal energy values are also
seen in conical shaped charge calculations. Temperature profiles of
the jet's interior were computed using the temperature fit routine from
the HULL code. When ambient pressures are computed by the code, the
corresponding values of the temperature are between 700(K) and 1100(K)
which are well below that for melted copper. Thus, qualitative thermal
agreement is achieved for the first time between a IIELP code simulation
and experimental evidence for a conical shaped charge.

The upper bound on the specific internal energy (the value corres-
ponding to the incipient vaporization of the material) in the lillotson

58
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equation of state for the liner material has been removed in the modi-
fied formulation. Now the specific internal energy value used in tho
pressure calculation is always the value c~lculated by the algoritnil.
Since the original formulation used this ad hoc upper bound, the devia-
tion of the pressures, velocities and specific total energies between
the two versions is generally small. However, the density values in
the modified formulation within the jet are approximately 95% of the
initial density, instead of approximately 8S% in the original version.

Although a comparison of a conical shaped charge simulation with
and without the SPHASE portion of the calculation has not been completed
with the modified formulation, the effects of strength should be appre-
ciable since the SPHASE calculation is now included by a significantly
larger number of pure cells (mixed cells have no strength). Consequent-
ly, simulations performed for detailed jet information should use the
strength option.

Besides the obvious effects of an improved internal energy calcula-
tion, another effect is the increaseddependence on the material con-
strnts used within the code. A case in point is in the shift from the

J internal energy dependent cut-off valuei in the SI'!tASE calculation in
the original formulation to a tensile failure criterion in the modified
formulation. Thus, the necessity of accurate material constants and
models becomes more acute.

As we noted in Sections VI and VII, problems still exist within the
IILL-P code with respect to an accurate internal energy and temperature
cailculation. The numericail problem related to the computation of nega.-
tive internal energies along the slipline interface between the copper
and explosive as well as in the uncollapsed liner must he corrected. The
determination of free surface densities must also be improved. A veri-
fied temperature routine incorporated into the modified version of HI.lP
is also needed. Once these are accomplished, the HELI.P code can be used
with confidence to predict not only the jet's shape and Jet tip velo-
city, but also thermodynamic quantities of the jet, such as its density,
pressure and temperature.

In the TPHIASE section of the original HELP algorithm, the truncation

error terms were identified with an explicit artifical viscosity in the

internal energy calculation. Consequently, the modified formuulation may

require implementation of the artificial viscosity option available in
IIELP in cases where the original formulation did not.

The 1971 version (f It' 1HE8 has ;I different energy formu•lation. In

Sl'IIMS and 11P'IlASE the specific internal energy was updated directlv by
a finiite difference ;lpplroxi m;|itionl andi the specific total energy wa •
obtained as the sum of the specific intornal and kinetic 'ne rgies . Inl

'llA\S.E, the specific total energy wa!; updated directlyv and the specific (
internal was obtained as the difference of the specific total and kint,-
tic energies. Although the proposed changes in this report are no lon|s:er
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directly applicable to such a code, the basic concept developed in this
report is: Truncation error terms generated in the calculation of a
kinetic energy "ralue from the current values of mass and momentum must
be excluded for an acute overall energy calculation.

A noteworth feature of the analysis and modification is that it is
directly relevant to codes other than HELP. In fact, any code with a
HELP type algorithm can be erroneously affected by the truncation error
terms in the kinetic energy calculation. In particular, the same unphy-
sical internal energies in the jet are computed by the 11ULL code.

A possible alternative solution to the problem discussed in this
report is the upgrading of the HELP algorithm to second order accuracy.
Such an approach has proven beneficial for the standard particle-in-

27
cell codes. This t)ype of change would require considerable analysis
and rewriting of the HELP algorithm. Present problems, which stem
primarily from the mixed cell treatment and which may not be solved by
ia second order algorithm, should be addressed first.
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APPENDIX A

LISTING OF MODIFICATIONS TO THE KINETIC ENERGY CALCULATION IN HELP

65

I - IUEDIING PAGE B -T - lJ -

PADI BAMC-,,,..LNK

•



*IDEN KINENGCOR
*1 HELPCOM.108
C ***SDLKMD IERD(EBJLE: ARE KINEIC ENERGIES OF A GIVEN
C MATERIAL TRANSPORTED ACROSS LEF,RIGHT ,BM"K* AND TOP
C BOUNDARIES OFAN lINTERFACE CELL
C **DLKEL IS KINETIC ENERGY OF MASS TRANSPORrED ACROSS LEFT
C SIDE OF CELL
*D HELPCOM.112

4 MFGREZ ,REAIVC,REZAIX,REZXMS,REZSIE,REZRHO,SDLKEL,SDLKER,SDLKEB,
5 F ' KET, DLXEL

*D MEMF rD. 4 5
3 SFLEFT(4,200),SDLKEL(4,200),SDLKER(4),S2DLKEB(4),
4 SDLKET(4),DLKEL(200)

*1 MEMEXYND.59
C ***TKEG IS SPECIFIC KINETIC ENERGY IN A CELL
C ***TKEGXM IS SPECIFIC KINETIC ENERGY OF MATERIALS IN INTERFACE
C CELLS

LEVEL 2 ,TKEG ,TKEGMi
CcMPct/KE~cK/TKEG(12001) ,TKE)GM(4,800)

*D MDIT. 17
C ***USE CORRECT KINETIC ENERGY

EStJM=ESUM+X14ASS (N ,M) *(SIE (NM) +TKGM (N ,M))
*D EDIT.20
C ***USE CORRECT KINETIC ENERGY

20 ESUM=ESUM+A¶X (K) *(TKEX (K) +AIX (K))
*D EDIT. 136
*D EDIT. 137
C ***WRITE CORRECT KINETIC ENER4GY

WRITE(KUNITN) (U('I) ,V(I) ,AZ4X(I) ,AIX(I) ,TKEX(I) ,P(I) ,MFLAG(I) ,I=1,
1 K~iIAX),(DETIM(I),4=1,KEDr)

*D EDIT. 146
*D EDIT.147
C **WT CORRECT KINETIC EBEMW

WRITE(KUNITN) ((XMANSS(M,L) VRHO(M,L) ,SIE(M,L) ,TKEGM(M,L) ,US(M,L),
1 VS(M,L),SAMPY(M,L),SGAMC(M,L),SAMKtY(M,L),SAMMvP(M.L),M=1,NMAT),
2 L=1l,NMXCIS)

*D EDIT.177
C ***USE CORRFC-T KINETIC ENERGY

WJSK=s*TKBG (K)
*D EDIT.190
C ***UJSE CORRECT KINETIC ENERGY

WSK=WS*TKE3M (M,MC)
*D EQST.l24,EQST.130
C DELETE AD HOC UPPER BOUJND ON SPECIFIC INTERNAL ENERGY
C IN THE PRESSURE CALCULATION FOR THE LINER MlArERIAL
*D ENENCHCK.8
C ***USE CORRECT KINETIC ENERGY

EKC=At4X (W) *TKEX3 (KK2)
*D ENENCHCK.13
C ***USE CORRECT KINETIC ENERGY

( MiZDZNG P09 BLU.&M-!? F tIMD



EKM"XWn6SS (KLM, M!AN) *Tj4 (rKLM,MIBAN)
*I FILGRD. 28
C ***COMPUTE INITIAL VALUES OF ARRAY TKECGM

TK (N,M) =0.5* (US (N, M) **2+VS (N ,M) **2)
*1 FILGRD. 32
C ***USE TK.Er AS A STORAGE VARIABLE

TKE•G (K) --TKE (K) +XMASS (NM)*TKBGM(N,M)
*I FILRD. 40
C ***0COt4TE INITIAL VALUES OF ARRAY TKEG FOR MIXED CELL

TKBG(K) -TKEX (K)/AMX (K)
*1 FILGRD. 50
C ***SET MATERIAL KINETIC ENERGY TO CELL KINETIC ENERGY IN
C NON-SLIP CELLS

TKEG (N,M) =-TK (K)
*I FILGRD.101
C ***COMPUTE INITIAL VALUES OF ARRAY TKEG FOR PURE CELLS

TKEG (K) =0.5* (U (K) **2+V (K) **2)
*D FIWRD.123
C ***USE CORRECT KINETIC ENERGY IT COMPUTE ETH

162 ETH=EH+XMASS(N,M)*(SIE(N,M)+IKE GM(N,M))
*D FILGRD.125
C ***USE CORRECT KINETIC ENERGY T0 COMPUTE ETH

163 ETH=ETM+AMX(K) * (AIX(K) +TKBG (K))
*D FLGSET.51
C ***USE CORRECT KINETIC ENERGY

ETH=ETH-XMASS(N,M)*(TKEGM(N,M)+SIE(N,M))
*D FLSET.55
C ***USE CORRECT KINETIC ENERGY

ETH=ETH+XNASS (N,M) * (TlEGM (N,M) +SIE (N,M))
*D hPHASE.168
*D HPHASE.169

C ***COMPUTE CORRECT CHANGE IN KINETIC ENERGY BY MODELLING THE
C PARTIAL DIFFERENTIAL EQUATION FOR THE CHANGE OF KINETIC
C ENERGY IN HPHASE

DKE=DUJ*U (K) +DV*V (K)
C ***COMPUTE CHANGE IN SIE WITH CORRECT DKE

DIE=DE-DKE
*D HPHASE.181

C ***DELETE ALTERATIONS TO KINETIC ENERGY AND THUS TO INTERNAL
C ENERGY DUE TO CHANGES IN THE VELOCITY COMPONENTS IN
C SUBROUTINE UVCALC

257 CONTINUE
*D HPHASE.182,HPHASE.184
*D HPHASE.191,HPHASE.196
*1 HPHASE.198
C ***UPDATE THE KINETIC ENERGY OF EACH MATERIAL IN MIXED CELL

IF (XMASS(N,M).Gr.O.) TKEBGM(N,M)--TKE3GM(N,M)+DKE
*1 HPHASE.200
C ***UPDATE KINETIC ENERGY ARRAY

TKEG (K) --TKE (K) +DKE
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*D INPUT. 163
*D INPUT-164
C ***EAD THE CORRECT KINETIC ENERGY

READ (KUNITR) (U(I),V(I),AJ4X(I),AIX(I),TKEG(I),P(I),MFLAG(I),I=1,
1 KQ'kX),(DETIM(I),I=1,KDT)

*D INPUT.173

C ***REkD CORC KINET~IC ENERGY
READ (KUNITR) ((XMASS (ML) ,RHO(M,L)SIlE (M,L) ,TKE;GM(ML) ,JS (M,L),
1 VS(M,L),SAMPY(M,L),SGAMC(M,L),SANMY(M,L),SAMe4P(M,L),MUIJ?4AT),
2 L-1,NMUXCIS)

*1 NEWFLG.16
C ***SET KINETIC ENERGY OF CELL NOT~ IN USE TO ZERO

TKEGM(NN,M)mO.O
,,I NEWMIX.14
C ***DEFINE KINETIC ENERGY FOR NEWt MIXED CELL

TKEG (MO, M) -TKE) (K)
*D RNIX)FF.27
C ***USE THE CORRECT KINETIC ENERGY

OUTK=DM*TKEGM (N ,M)I. *D SETUP.136
*D SETUP.137
C ***WRITE THE CORRECT KINETIC ENERGYVRT(UIW UI,()AXI#I(~TE()PIFA()Il

1KMAX),(DETIM(I),I=1,KDT)
*DSETUP. 147[ *D SETUP.148

C ***WRITE THE CORRECT KINETIC ENERGY
WRITE (KUNVIW) (XMASS (M,L) ,RHO(M,L) ,SIE (M,L) ,TKE)GM(M, L) ,US (M,L),

1 VS(M,L) ,SAMPY(M,L) ,SGAMC(M,L) ,SAMMY(M,L) ,SAM'IP(ML) ,M=1,NMAkT)?
2 TL,-1,NMXCES)

*I SETU¶PA.112
C ***rNITIALIZE KINETIC ENERGY MATERIAL ARRAY

TKBGM (N,M)=0.O0
*I SEa'UPA.123
C ***INITIALIZE KINETIC ENERGY GRID ARRAY

TKBG(K)=O.O
*D SPHASE.628

tC ***COMPUTE CORRECT CHANGE IN KINETIC ENERGY BY MOCELLING THE
C PARTIAL DIFFERENTIAL EQUATION FOR THE CHANGE OF KINETIC
C ENERGY IN SPHASE

DKE=DELU*UKT+DELV*VKT
*jJ SPI-ASE.629
C ***COMI4JTE CHANG3E IN SIE WITH CORRECT DKE

DIE=DE-DKE
*I SPHASE.644

pC ***UPDATE THE SPECIFIC KINETIC ENE~RGY OF EACH MATERIAL IN
C A MIXED CELL

TKEIM (MM,MKF) =TKX3GM (M?4MKF) +DKE
*I SPHiASE.654



C ***UPDATE KINETIC ENERGY ARRAY
TKEG (K) =TKEG (K) +DKE

*D SPHASE.690

*D SPHASE. 691
C ***USE CORRECT KINETIC ENFdCGY

E=E+XMASS (NN2, MM2) * (TKEGM (NN2,M4M2) +SIE (NN2,MM2))
*D SPHASE. 694
C ***USE CORRECT KINETIC ENERGY

560 E=E+AMX (KK2) * (TKEG (KK2) +AIX (KK2))
*1 TPHASE.23
C ***SET KINETIC ENERGY FLUX OF EACH MATERIAL AT AXIS TO ZERO

SDLKEL(N,J)=0.
*I TPHASE.61
C ***SET KINETIC ENERGY FLUX OF CELL AT AXIS TO ZER)

DLKEL (J) =0.
*I TPHASE.82
C ***INITIALIZE KINETIC ENERGY FLUX OF EACH MATERIAL AT BOYITOM
C TO ZERO

SDLKEB (N) =0.
*D TPHASE.100
C ***USE CORRECT KINETIC ENERGY FOR BOITOM FLUX OF PURE CELL

DLKEB--TKEG (K) *AI4MY
DELEBK=DLKEB

*I TPHASE.105
C ***INITIALIZE KINETIC ENERGY FLOX AT B07"

DLKEB=0J.
*1 TPHASE.113
C ***USE CORRECT KINETIC ENERGY FOR BoTIOM FLUX OF EACH MATERIAL

SDLKEB (N) =TKEGM (N ,M) *SAMMY (N,M)
*D TPHASE.114

C ***USE CORRECT KINETIC ENERGY FLUX OF EACH MATERIAL TO
C DETERMINE FLUX OF WHOLE CELLFOR KINETIC AND TOTAL
C ENERGY FLUXES

DLKEB-DLKEB+SDLKEB (N)
DELEB=DELEB+SDELEB1(N) +SDLKEB (I")

*D TPHASE.116
C ***USE CORRECT KINETIC ENERGY FOR OUTFLOW OF KINEfIC ENERGY
C AT BOYIIM OF GRID

OUTKE (N) -YUTKE (N) -SDLKEB (N)
*1 TPHASE.149
C ***SEr CORRECT KINETIC ENERGY FLUX AT BCYI¶OM TO ZERO

DLKEB=0.
*I TPHASE.158
C ***INITIALIZE SPECIFIC KINETIC ENERGY FLJXES AT 1OP
C AND RIGHT TO ZERO

EKAMPY=0.0
EKAMMP=0.0

*D TPHASE.218
C ***USE CORRECT KINETIC ENERGY TO DETERMINE SPECIFIC KINETIC
C ENERGY FLUX
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Iý
EKAMPY=-TKErSM (MFK ,M.FL-100)

C ***USE CORRECT KINETIC ENERGY TO0 DETERMINE SPECIFIC TOTPAL
C ENERG;Y FLUX

EAMPY=SIE (MFK,MFL-l0O) +EKAMPY

*0 ***USE22 CORRECT KINETIC ENEfCGY TO DETERMINE SPECIFIC KINETrIC
C ENERGY FLUX

330 E&AMPY=TKEfl(M)
C **USE CORRECT KINETIC ENERGY IX) DETFRMINE SPECIFIC TOT~AL

C AMPY=AIX (M) +EKAMPY

L C ***USE CORRECT KINETIC ENERGY FLUX 7I) FIND FINAL VALUE AT 'lOP

*JJ TPHASE.239
C ***jJ% CORRECT K1NiL2TIC ENERGY FOR OUTFWOW OF KINETIC ENERGY
C AT 'M)POF GRID

OIYTKE (ME'K) =OU`TKE CMFK) +AMPY*TKEY2 (M)
*'D TPf4AS(-E.293
c *~*USE CORRECT KINETýIC ENERGY '10 DETERMINE SPECIFIC KINETIC

C ENERGY FLUX AT RIGHT FOR MIXED CELL
EKAMkMP='!rFKCM (MFK,.MFI,-100)

***USE CORRECT KINETIC ENERGY '11) DETERMINE SPEC'IFIC ¶RYPAL
C ENERPGY FLUX FOR MIXED CETLL

EAMMP=SiE (MWKMFI,-I0) -EKAMM.P
*D TPHASE.301
C **t USD CORiRECT KINETIýC ENERGY TO DETERMINE SPECTrlI- KINETIC
C ENERGY FLUX AT RIGHT FOR PURE CELL

460 EKAMMPT-lKEG (M)
C ***USE CORRECT KINETIC ENERGY T(X) DETERMINE SPECIFIC XIYPAL
C ENERGY FLUX FOR PURE CELL

EAMM"=AI X (M) 4-EKAMNE
*1 TPIIA-SE. 311
C '**USE, CORREFCT KINE-TIC ENERGY FLUX TO FINE FINAL, VA',UE AT PT.

*D TPRASE.314
C *"*USE C 'ýRECT KINETIC ENERGY Iy)P OUTFLOW4 OF KINETIC ENERGY AT

c RICK )F GRID
OL- rKE (MFK) =uUT)(YKE (MEN) ±AMvMP*TKE (M)

*1 TEHASE. 319
C W*IILAIETP AND RIGHT FLUXES OF KINE1TIC ENERGY TOX ZERO

u1.KE~R=0

*1 'ITI1JASE.3411
C7 **USE CORRECT~ KINETIC(, ENERGY FOR KINETIC ENERG;Y FLUX

CI *'J"JSF CORC KINETIC E-,NERGY FOJR KINE'TIC ENNERGY FlUX

:KXM PY='PKWýM (N, ,NP)
*1 'lTIiIIASE. 3565



C ***USE CORRECT KINETIC ENERGY FMR KINETIC ENERGY FLUX
EKAMMP=TfKEX3(KR)

*± TPHASE.359
C ***USE CORRECT KINETIC ENERGY FOR KINETTC ENERGY FUJX

EKAMMPT-KEXI'¶(N ,NR)
*D TPHASE.362
*D TPFIASE.363

***USE CORRECT SPECIFIC KINETIC ENERGY FLUXES
560 NSA=EKAMPY

W B =EKAMM.P
*1 TPHASE.365
C ***INQITIALIZE MIXED CELL TrRANSF*JRT VARTABLES

SDLKET(N)=O.
SDLKER (N) =0.

*0 TPHASF.3F34
c ***COMPUTE CORRECT KINETIC ENERGY FLUX FOP. EACH MATERIAL

SDLKET7(N) =SAMPY (N,MK) *ISA
C **COMPUTE CORRECT TOT~AL ENERGY FLUX

DELET=-DELET +SDELET (N) +SDLKFYI' (N)
C ***COMPUJTE CORRECT KINETIC ENERGY FLUJX OF CELL,

DLKET=DLKE7TP+SDLKET (N)
*0 TPHANSE. 397
C ***COMPUTE CORRECT KINETIC ENERGY FLUX FMR EACH MATERIAL

SDLKER (N) =SAP1MP (N ,MK) *WSB
C ***COMPU`I`E CORRECT TOTYAL ENERGY FI*X

DELER=DELER+SDELER (N) +SDLKER (N)
C ***COMP{J'pF CO)RRECT KINETITC NEPNEc OFU I, CT?!1

DlJKER=DLKER-tSDLKER (N)
*0 I&HANGE. 16
*0 TPHA-SE.430
C ***USL CORRECTr KINE.TIC ENERGY FRi ()UTFLLXW OF KINETI1C ENERGY AT
C TOP OF' GRID

620 OUTKE (N) 4XJTKE (N) +souKrn' (N)
*1 TPIIASE.436
C ***SETP KINET17IC ENERGY F'LL'X 'IQ) ZERO

DL)IKUT=O. (J
~D LCHIANG E.17

*D 77'II\,SE.457
C ***USE CORRECT KINE'TIC ENERGY PDIR OI;PpDXý OF KIN!VI'C ENERGY AT
C BOYIOM OF GRID

660 OUTKE (N) 4)UTKE (N) +SDLKEB (N)
*1 TPHASE.462

C ***SET- KINETIC ENE.RGY FLUX 'IT) ZERO
DXLER0. .0

*D 'YPHASE.465
C ***fLjfl CORRECT KINETFIC ENERGY

WSA=TrfDn (K)
*I TPILASE.467

C *"COMJ.PUTE' qý,I'Al, CIONGE- IN KlN!'71'J ENlERGY FUR PURE- CELL
S ICKE=-DLKLTr-0L.KER+DL.KEB±D1LKEL ,I)



*I TPHASE.470
C ***INITIALIZE VALUE OF EKNEW ¶t0 ZERO

*1EKNEW=0.

*I TPHASE.473
C ***CXOMPTE NEW VALUE OF KINETIC ENERGY FOR PUPE CELL

EKNEW=(SIGKE+AMX(K)*TKEG (K))/WS
*1 TPHASE.486
C ***OOMPUTE NEW VALUE OF KINETIC ENERGY FOR MIXED CELL

SSIGKE=-SDI KET (N) -SDLKER (N) +SDLKEL (N,J) +SDLKEB (N)
*1 TPHASE. 492

C ***SET KINETIC ENERGY OF CELL TO ZERO
TKEGM(N,MK)=O.

*I TPHASE.500
C ***TRANSFFR CORRECT KINETIC ENERGY VALUE

EKNW=EKNEW
*1 TPHASE. 503
C ***COMPUTE TOTAL CHANGE IN KINETIC ENERGY FOR MIXED CELL

EKNW= (SS IGKE+XMASS (N, MK )*TKEGM (N, MK) )/ASW
*D TPHASE.504,TPHASE.516

C ***LINES 504-516 WERE DELETED SINCE KINETIC ENERGY EQUATION
C IS BEING ,MODELLED AND THERMALIZED ENERGY IS A PJPERTY OF
C ORIGINAL SCHEME

720 SWSA=(SIE (N,MK<)*XMASS(N,MK)+SWSB)/SWS
*1 TPHASE.525
C ***SET COMPUTED KINETIC ENERGY TO ARRAY VALUE FOR A MIXED CELL

TKEX3M (N, MK) =EKNW
*D TPHASE.538
C ***COMPUTE NEW VALUE OF INTERNAL ENERGY BASED ON CORRECT K.E.

SIENEW= (AIX (K) *AMY(K)+WSB-SIGKE)/45
*1 TPHASE. 547

C ***SET COMPUTED KINETIC EN-GY TO ARRAY VALUE FOR A PURE CELL
'I"<W (K) =EKNEW

*D TPHASE.569
C ***COMPUTE "(YTAL ENERGY IN GRID WITH CORRECT KINETIC ENERGY

ENEPGY=ENERGY+AMX (LJD) * (AIX (LID) +TKEG ([JD))
*D TPHASE.564
*D TPHASE.565

C ***COmpU!J'E TCTAII ENERGY IN GRID WITH CORPfECT KINETIC ENERGY
ENERGY =ENERGY +XUMASS (NJ,MJ) * (SIE (NJ.,MJ) iTKEGM (NJ, f-0))

*1 TPHASE.573
C N**WRITE KINETIC ENERGY FUJXES FOR CELL CENTERED QUANTITIES

WRITE (6,1330) DLKL`I,DLKER,DLKFB,DLKEL(J)
*1 TPP•ASE.582
C ***WRITE KINETIC ENERGY FLJXES FOR EACH WM'IERIAL IN MIXED CELL

WRITE (6,]340) (N,SDi.KE"•(N),SDLKER(N),SDLKM (N),SDLKEL(N,J),N=1,NM
IAT)

*I TPPHASE. 588I ***sET~ KINETIC ENERGY FLUXES l) ZER) FOR EACH MATERIAL
SDLKEB (N)=0.
SDLKEL (N,J) =0.



*I TPEIASE.608
C ***STIORE FLUXES TOX BE USED IN TRANSPOFr OF KINETIC ENERGY

SDLKEB3 (N) =SDLKEff (N)
*1SOLKEL (N,J) =SDLKER (N)

*1TPIIASE.626
c ***SWJRE FLUXES FOR KINETIC AND INTERNAL ENERGIES WHICH USE
C CORRECT KINETIC ENERGY

SDLJKEB (MFK) !zEKNMlPY*AM.PY

SOELSEB(MFK) =DELET-SDLKEB (MFK)

*I TPHASE.633hC ***STORE FLUXES FMR KINET1IC AND INTERNAL ENERGIDS WHICH USE
C CORRECT KINETIC ENERGY

SDLEL MFKJ)'EKAMMP tk9MP
r ~SSIGC (MFK,J)=DELER-SDLKEL (MFK,J)

*1 TnfPHASE.643
C ***STORE KINETIC ENERGY FLUX

DLJKEL (J) =DLKEE
*1 TPHASE.647
C **vS¶IURE KINETIC ENERGY FLUX

DLKEB=DLKETr
*D TFHASB.698
C ***USE CORRECT KINETIC ENERGY

F WS=TKF)G (K)
*J TPHASE.715
C ***TI~irIALIZE KINETIC ENERGY SUM 'U) ZERO

EKSUMz=0.
*D TPHASE.72$
C ***USE CORRECT KINETIC ENERGY

*1 TrP1AF -740)
C ***SL'T KINET IC ENERGY OF MIXED CELL. WI ZERkO

ThFAJM (N, M) =0.
I1 TPEiASE.i744

C ***SUM KINETIC ENElrIES
EKSLJM=EKSUMiTKE)GM (N,M) *)(frJ\5(N,M)

*1 TPHASE. 753
C ***DEFINE KINETIC ENERGY OF CELL

TKEG (K) "EKSIJM/XM4SUM
*1 TPHASE.758
C ***SE.T KTNEIC ENERGY OF CELL T 'ii) ZERO

ThEYJ (K) =0.
*1 TPHASE. 771
C ***SET KINETIC ENERGY OF MIXED CELL, TO ZERO

TKESGM (NM.M) =0.
*1 TPLIASE. 78i
C ***SETI KINETPIC ENERGY OF CELL, TO ZERO

ITKEG (K) =0.

133 0 FORA T~:z (7[fEV KFr PEl 58, 6X, 61M1,KF-Rnl PEI 58, 6X, 61TDLKEBD PL i IS. 8, 101

D[,KLL(,)=IP 15.I



t! -1340 FORMAT (13,8H SDLKrT=IPE15.8,6X,7HSDLKER=1PE15.8,6X,7HSDLKEB--IPE15
1.8,6X,7HSDLKEL--PE!5.8)

"*D UVMO.69
C ***DELET ALTERATIONS T1O KINETIC ENERGY AND THUS iO INTERNAL
C ENE9GY DUE ¶10 CHANGES IN THE VELOCITY COMPONENTS IN
C SUBROUTINE UVMOD
C ***LINES 69,70,82,83,85,87-91 OF UVMOD WERE DELETED
*D UVMOD.70
*D UVMOD.82
*D UVMOD.83
*D UVMOD.85

40 CONTINUE
*D LUM.87,UVMD.91

*ID CORMAP
*D MAP.13

DATA XUM /211 .,2H-,2H-A,2H-B,2H-C,2H-D,2H-E,2H-F,2H-G,2H-H,2H-I,2

ii
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*ID REZJAS
*D MAIN.23
C REZONE AT CYCLE REYC9
C USER MUST SUPPLY REYC9 IN NEXT STATEMEN~T

IF(WZ .NE. RLYC9) GO TO0 30
*IDENT CHREZ
*D IiEZCO4E.159,REZCtNE.160 TENME FRJ'S¶0B ECE
C SET NJMAX-JEXTY WHERE JEXTY=TH WRORWS10BREND

NJMAX-JEXTY
IF (l{)D(JEXTY,2) .EQ. 0) GO To0 210

21 *D REZCO4E.172
210 1'$JlAX=N,3JAX/2

NJMPAX3=NJ?4AX+1
*D REZCNE.182

IF (I.GE. NJMPLX) GO '10 225
IF (I .LT. NJNAX .AND. IVARDY .EQ. 1) GO T1O 220

*1 REZCNE.188
MX TO0 230

225 '1Y(N,M)=TY(N,M)-NJlMAX2.
*D REEZCNE.l96

IF(I .GE. NJMAX) GO TO0 255
IF(I.L.T. NJMAX .AND. IVARDY.EQ. 1.) 00 TO 250

*1 REZONE.202
255 YP(M)=YP(lM)-NJMAX1

*D REZONE.238
DO~ 320 J=1,NJMAXI

*I flEZONE.244
WUh¶AX24UJMAX1+1
DO 324 J--NJMAX3,JMkX
DO 325 I=1,I?.kX
K='(NJMA.X2-1) *IMAX4I~l

MI4AG (K) =MFLAG (M)
AIX (K) =AIX (M)
U (K) =U (M)
V (K) =V (M)
TKE)G (K) -TKE)G (M)

AlMX (K) =A.MX (M)
IF(CYCP143 .LT. 0) GO0¶TO 326
STRScRR (K) =STRSRR (M)
STRSRZ (K) ýSTRSRZ (M)
STrRSZZ (K) =STRSZZ (M)

326 IF(IDRT .LE. 0) WGO 1 327
DETIM(K)=DETIM(M)

C ** ZERO OUT O1R3INAL CELL
327 AIX(M)=0.O

Al4X(M)=0.0
U(M)=0.0
V(M)=O.0
TKEXG(M)=0.O



IF(IDRr .LF. 0) GO TOX 328
DETIM(M)=0.0

328 IF (CYCffi3 .LT. 0) GO TO 329
STRo-RR (M) =0.o0
STRSRz (m)=o.0o
SThSZZ (M) =0. 0

329 CONTINUE
325 CONTINUE

NJMAX2=NJMAX2 +1
324 CONTINUE

*0 REZONE.248

*0 REZONEX 250,REZONE-251

NdMAX4=JMAX-NJMAX1
DO3 340 J=MM~AX2,N'TMAX4
Y(J)=Y(NJMrAxs~i)

340 NJMAxS=NjMAXS+1
NJNAXS=NJMAX4+1
YDELT--Y (NJMAX4) -Y (NJMAX(4-1)
DX 345 J=NJMAX5,JMAX

345 Y (J) =y(J-1).4-yDELT
*I REZONIL.257

DO 370 J=NJMALXS,JW\Y
*0 REZONE.259
*0 REZONE.282

£DO 380 J=NJMAX5,JMAX
*0 REPZE-NE.285,pr-Z0ygE.Qg7

I12=4JkMAXS+2
IF (JDBT .GT. 0) JDBT=NJNAXS+1
IF (JTYP .GT,. 0) JIDrP=NJMAX5+1

*D REZONE.303
1TY=, 15,/)

*UJDtJ CORREZ
*0 MEMEXPND.58

3 PREZRHO(4, 200),rITKM (2,4)
*1 REZOJJE.133

TKEG(K) =0 .
*1 REZON'E. 141

TKEXM(N,MFM)=0.0

lMm (K) =0. 0
*1 REZONE.274

TKGM (N,N¶FK) =0.0



*D COMPRS.26,COMiPRS.30
*B COMPRc3.31

AIX (K) =(A!X (L) *pAMX (L)+AIX (M) *At.XM)' W)/WSA
TKEXI (K) =(TYJM (L) *AMrX (L) +TKEX (M) *AMX (M) ) /SA

TKEX3(M)=O.O
*I MMP.¶pP-S59

T-KEFI(L)=0 -
*I X*¶PPS. 80

TTKM(II,JJ)=O.O

*1CDMPRS.10

TKEGMiCII,N)=(TK(,I*XO(,I4rrM2I)XOs2I)/s
*1 COMPRS.1726

TIMG (KMF) --WG (K) WA
*1 COMPRS.138

*D K (2, MP)--- E.8(L
*1 COMPRS.181

TKEGK=O.O
*1 COMPRS.1865CMR.7

TKECK)TýKE+T K)FX ECM(II N*JASII,N)*MS(IN
*I COMiPRS. 191

TKE)G (K) =-TKEK)/-WSA

*DCMR.8
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The HULL temperature routine uses the absolute specific internal
energy value and not the specific internal energy value above the ini-
tial value. Consequently, this routine augments the specific internal

energy value from the HELP code by 0.113335748 MJ/kg which cor-
responds to a temperature of 287.87K at ambient pressure of 0.101325

MPa and ambient density of 8.9 x 103 kg/mr3. The routine has two pur-
poses: to calculate a temperature value for the copper material accord-
ing to the HULL temperature routine and to list the cell values of cer-
tain quantities associated with the copper material. It was appended
to the MAIN subroutine by an UPDATE directive INSERT.

*ID UL•Y•P14P
*I MAIN.16

WRITE (6,1025)
1025 FORMAT(IHI,5X,lHI, 3X,IHJ,6X,4HMASS,9X,5HU-VEL,8X,5HV-VEL,9X,3HSIE,

* 10X, 3HSKE, 8X, 7HU 2+ýV2/2,6X, 7HDENS ITY, 7X, 4HTEMP, 10X, 3HSTE)

REFRHO=8.9
FI=-1285.
F2=-10000.
F3=2.54E-07
F4= 63E-07
E24P=1.41E10
ES=5.31El0
DO 1021 I=1,IMAX
DO 1021 J=I,JMAX
K=(J-1) *IMAX+I+i
IF (MFLAG(K) .GT. 100) GO TO 1023
IF (MFLAG(K) .NE.1) GO TO 1021

C PURE CELL
SKE=0.5* (U (K) **2+V (K) **2)
E=AIX (K)
DE2SIITY=AMX (K)/((TAU (I) *DY (J))
KEY=I
GO TO 1031

1032 CONTINUE
TENG,=AIX (K) +TKE)G (K)
WRITE(6,1022)1,J, AMX(K) ,U(K) ,V(K) ,AIX(K) ,TK±C (K) ,SKE,

* DENSITY,TEMP,TENG
1022 FORMAT(1H ,1HP, 2(IX,I4),9(IX,1PEI2.4))

GO TO 1021
C MIXED CELL

1023 M=MFIAG (K) -100
IF(SIE(I,M) .EQ. 0.0; GO TO 1021
N=I
SKE=0.5*(US(N,M)**2+VS(N,M) **2)
DENS ITYz:RHO (1 ,M)

, PECEDI-:G PA•E BLANKC-INOT FILMED



E-;SIE (1,M)
KEY-2
GO) TO 10 31

1033 CONTINUE
1027 TENG--SIE (N,M)+TKEXGM(N,M)

WRITE (6,1024) 1,J, -XMAS(N,M),US(N,M),VS(N,M) ,SIE(N,M),TKEGM(N,M
*),SKE, DENSI¶Y,TEMP,TEIr,

1024 FORMAT (1H l1HM, 2(1X,I4),9(i-X,IPE12.4)
GO TO 1021

1031 CONTrINUE
C HULL TEMPERATURE ROUTINE

E=E+1 .13335748E9
RMU=DENSITY/REFRHO-1
RMU=AMAX1 (RMU,-1 .0)
RMU=AMIN1(RMU,0.679)

S=AMACI( CE-ERP) *1. E-03, 0. 0)
EE=AMICNI1(E, EMP+AMAX1 (E-E21P-ES, S))
IF(RMU.LT.0.0) C010O 100
CON1=(F2*fR.¶U+F1) *RMU~
CON2=F3
GO'TO 200

100 cON1=o.o
C0N2=F3+F4*RM4U

200 TEMP 2CON+CON2*EE
IYrDE=C0)N2
IF(E.G'r.EMP.AND.E.LT. (EMP-IES) )DTDE=~DME*1.0E-03
IF(TEMP .Gl.10.0) GO TC~ 11
IF(CONI.EQ.0.0) GOrO 11
CflN24O .0*C0N2/(10. 0-CCt.I)
TEMP-CON2*E

11 CONTINUE
IF' ( KEY .EQ. 1) G-YI 1032

GO TO 1033
1021 CONTINUE

I Al



LIST OF SY1MBOLS

e - specific kinetic energy (J/kg)

m - mass per unit length (kg/m)

t time (q)

U x-,omponent of velocity (m/s)

v - y-component of velocity (m/s)

x - Cartesian spatial coordinate (m)

y - Cartesian spatial coordinate (m)

2
A - cross sectional area of computational cell (mn2)

B - boundary of computational cell traversed in a positive sense (m)

1. - specific total energy (]/kg)

I - specific internal energy (J/kg)

.., - length of cell boundary (m)

0 order sym)bol

SP pressure (Pa)

S stress deviator tensor (Pa)

6m transported mass per unit length (kg/m)

x - OSPIuAx

X" - O.5pu 2At

3
0 - density (kg/mr

At - time increment (s)

AX - grid increment in the x-direction (m)

Ay - grid increment in the y-direction (-n)

• mm m • m m l m • l ' • m m



SUBSCRIPTS

1 - denotes the number of the cell in the x-direction

j - denotes the number of the cell in the y-direction

n - denotes the number of time increments

SUPERSCRI PTS

a - denotes the computational cell boundary above its center

b - denotes the computational cell boundary below its center

d - denotes generic computational cell boundary

S- denotes the computational cell boundary to the left of its center

r - denotes the computational cell boundary to the right of its
center

Idenotes value of a variable at the completion of SPHASE

- denotes value of a variable at the completion of IPILVSI-

- eotsvlu favaibe.tte.o..t o f WISI



DISTRIBUTION LIST

No. of No. of

Copies Organization Copies Organizat ion

12 Commander I Commander

Defense Documentation Center US Army Communications Rsch

ATTN: DDC-DDA and Development Command

Cameron Station ATTN: DRDCO-PPA-SA

Alexandria, VA 22314 Fort Mionmouth, NJ 0-703

I Director 2 Commander

Defense ReseOarch and US Army Missile Research

Engineering and Development Command

ATTN: Tech Lib, Rm 3D-1039 ATTN: DRDMI-R

Washington, DC 20301 D)RDMI-YDL
Redstone Arsenal, AL 35809

1 I.rector
Defense Advanced Research 1 Commander

Projects Agency US Army Tank Automotive
ATTN: Dr. Ernest F. Blase Research & Oevelopment Cmd

1400 Wilson Boulevard ATTN: DRDTA-tL

Arlington, VA 2.209 Warren, MI 48090

Commander 7 Commander
US Army Materiel Development LIS Arm% Arnament Research

and Readiness Ccnrnand and Development Command

ATTN: DRCDI)MD-ST A'ITN: Dr. N. Clark

5001 Eisenhower Avenue Mr. G. Randers-Pehrson

Alexandria, VA 22333 tr..J. Pearson
Mr. J. Ilershkowitz

I Commander Mr. A. Anzalone

OS Arm), Aviation Re3earch DRDAR-TSS (2 cys)

and Development Command Dover, N.1 07801

ATFN: DRSAV-E
P. 0. Box 209 8 Commander
St. Louis, MOU 63166 US Army Armnamcnt Research

and Development Command

1 Director ATTN: DRDAR-SC/Mr. l1irshnan

US Army Mobi'ittv Research Mr. I. Ptizycki

and D)evelcoment Labvratory D)RI)AI-SCN/Mr. lKahn

Ames Research Center l)RI)ARI-&Cl/Mr. "Townscnd

Moffett Fieid, CA 91,035 DRDAR-IC-F/.Mlr. Loeb
Mr. lI. Friedman

Icommander DRI)AR-I.CV/'lr, Barr i e e.

US Army" Electronics Research Mr. Reisnman

and Development Command Dover, N.J 07801

Technical Suippurt Activity
ATTN: DELSD-1,
Fort Nionmouth, NJ 07703

89

.. .% .. .
q " a



DISTRIBUTION LIST

No. of No. of

Copies Organization Copes Organi Zatiol

1 Commander 1 Assistant Secretary of the

US Army Armament Materiel Army (RWD)

Readill, s Command ATFN: Asst for Rescarch

ATTN: )IZSAR-LEP-L, Tech Lib NWashington, DC 20310

Rock Island, IL 61299 2 IIQI)A (tDAMA-ZA; DAMA-AR)

I Commander Washington, PC 205110

Benet Weapons Laboratory
US Army Armament Research I Commander

and Development Command US Army Research Office

A INFN: DRVAR-ICB-rL P. o. Bo\ 12211

SARWV-PDR-S/S.Sautter Rescearch Triangle Park

SARWV-PIDR-AMNI/Dr. Zweig ,C 27709

SARWV-RI)I)-SI'/P.A.AltoSatervl jet, N• 12189 Commander
NUS Army Ballistic Missile

Commander 0efense Systems Command

US Arm" Jetfer.ron ?roving Iluntsville, AL 3c804

Ground
ATI'N: S iL.J' -T'D- 1 Di rector
Madison, IN 4-72r0 US Army1 BMI) Advaxc' d Techno1ogy

Center

3 Con miandcr P. 0. Box I500, West Station

US Army akter iIis and Ihuiitsv ille, AL 3.5807

,jechianics Iosearch Center
ATTN: j)DXMR- MR/w. Woods 2 Clhief of Naval Research i

R' J . Mesca 1 lATTN: Code 427"

Tech lLib Code .)7,o

Watertown, MA (121172 Department of the Navy
lWashingtonl, DC : 103

(tlllliniln.e r!

US Army Nalti k Research and 2 Co Anir L Ader

'c velop1 pent Coimmand Naval Air 't ms Coiind

7I.N * IR I&/ r. Sic Iiiný ATI'N: code AIR-511I

\';tick, MA 017•2 Code AIR-353
Wash i ngtonl, DC 20.3o., u

D)i rector
US Army IIC Systems 1 Coinniander

Analysis Activity Naval Ordnance Syvst ems I'Cowmnind

TI'N : ATAA-S;1., Tech Lib v.rTN Code ORD- 0332

Whiite Sands Missile Range Washington, t 203)o o

NM 88002

90

Si I

.. - ..
4



DISTRIBUTION LIST

No. of No. of
Copies Organization Copies Organization

2 Commander and Director I US Air Force Academy
David W. Taylor Naval Ship ATTN: Code FJS-RL(NC)

Research & Development Center Tech Lib
ATTN: Tech Library Colorado Springs, CO 80840

Aerodynamic Lab
Bethesda, MD 20084 1 AFRPL/LKCB (Dr. Horning)

Edwards AFB, CA 93523
4 Commander

Naval Surface Weapons Center 1 ADTC (ADBPS-12)
ATTN: Dr. H. Sternberg Eglin AFB, FL 32542

Mr. W. Walker
Dr. J. Coughlin 1 AFATL (Tech Lib)
Code 730, Lib Eglin AFB, FL 32542

Silver Spring, MD 20910
1 AFATL/DLJW (CPT R. Bell)

2 Commander Eglin AFB, FL 325421
Naval Surface Weapons Center
ATTN: DG-SO/K. Bannister 1 AFATL/DL.JW (Mr. Beech)

-DX-21, Lib Br. Eglin AFB, FL 32542
Dahlgren, VA 22448

1 AFWL (SUL, LT Tennant)
Commander Kirtland AFB, NM 87116
Naval Weapons Center
ATTN: Code 45, Tech Lib 1 AFAL/AVW
China Lake, CA 93555 Wright-Patterson AFB, Oil .154133

I Commander I AFl.C/t4W`MC
Naval Research Laboratory Wright-Patterson AFB, Oil 45433
Washington, DC 20375

1 ASD/XRA (Stinfo)
1 Commander Wright-Patterson AFB, O11 45433

Naval Ordnance Station
ATTN: Code FSI3A/P. Sewell I Director
"Indian Head, MD 20640 US Bureau of Mines

ATTN: Mr. R, Watson
1 USAF/AFRDI)A 4800 Forbes Street

Washington, lh( 20330 Pittsburgh, PA 15213

I A,:SC/SDW 4 Dlirector
Andrews AFB Lawrence Livermore Laboratory
Washington, DC 20331 ATTN: Dr. M. W'lkins

Dr. .J. Kury

Dr. F. Lee
Dr. II. Ilorning

1'. 0. Box 808
Livermore, CA 94550;

91

•I



DISTRIBUTION LIST

No. of No. of
Copies Organization Copies Organization

3 Director 1 AAI Corporation
Lawrence Livermore Laboratory ATTN: Dr. 1'. Stastny
ATTN: E. D. Giroux Cockeysville, MD 21030

G. L. Goudreau
Tech Lib 1 Advanced Technology Labs

P. 0. Box 808 ATTN: Dr. .1. Erdos
Livermore, CA 94550 Merrick & Stewart Avenues

Westbury, NY 11590
1 Director

NASA Scientific and Technical I Aerospace Corporation
Information Facility ATTN : Dr. T. Taylor

ATTN: SAK//DL P. O. Box 92957
P. 0. Box 8757 Los Angeles, CA 90009
Baltimore/Washington
International Airport, Mi) 21240 2 ARO, Inc.

ATTN: Tech L.ib
I Director Dr. .1. Adams

Jet Propulsion Laboratory Arnold AFS, TN 37389
AflTN: Tech Lib
2800 Oak Grove Drive I A~rFEC Associates, Inc.
Pasadena, CA 91103 A'"TN: lDr. S. G;ilI

2600-1 liden Landing Road
I Director Ilayward, CA 9-1545

Natitonal I Aeron:MutIcs and
Space Administration I AVCO) S 'stenis Division

Langley Research Center ATIN: Dr. 1W. Reinecke
ATTN: MS 185/Tech Lib 201 Lowell Street
Hampton, VA 23365 Wilmington, MA 01887

IDirector 1 Battelle Colunilius Laboratories
National Aeronautics and 5105 King Avenue

Space Administration Columbus, il .13201 -
lewis Research Center
'1000 Brookpa rk Road 1 Calspan Co rpor; tion-
Cleveland, Oil 4-1135 I'. 0. Box 2.35

Ilttffalo, NY 14221

Director
NationaIl Aeronautics and I General Electric (Corporation

Space Admiinistration Armaments Division
leorge C . Mlarshall Space A'I7"N: Mr. RI. W1h'te

Flight Center Lakeside Avenue
A'VI'N: Nt;-1!/l i) Burlington, VT 05401

R-AlIO-AI:/A. Felix
IH - .sville, AL 35812

",-. . .. . . .- . . . .. .



DISTRIBUTION LIST

No. of No. of
Copie Organization Copies Organization

Lockheed Missiles and 1 Systems, Science & Software
Space Company ATTN: Dr. R. Sedgwick

ATTN: Mr. J. E. May P. 0. Box 1620
55-80 Bldg 57 La Jolla, CA 92037

P. 0. Box 504
Sunnyvale, CA 94088 1 California Institute of Tech

Guggenheim Aeronautical Lab

I Martin Marietta Aerospace ATTN: Tech Lib
ATTN: Mr. A. J. Culotta Pasadena, CA 91104
P. 0. Box 5378
Orlando, FL 32805 2 Drexel Institute of Tech

Wave Propagation Research Ctr

Orlando Technology Inc. ATTN: Prof. P. Chou
ATTN: Mr. D. Matuska Dr. J. Carleone
P. 0. Box 855 32d 4 Chestnut Streets

Shalimar, FL 32579 Philadelphia, PA 19104

I Physics International Corpo 1 Franklin Institute
ATTN: Mr. L. Behrmann ATTN: Dr. Carfagno
2700 Merced Street Dr. Wachtell
San Leandro, CA 94577 Race 4 20th Streets

Philadelphia, PA 19103
Rockwell International

Science Center 1 Director
ATTN: Dr. Norman Malmuth Applied Physics Laboratory
P. 0. Box 1085 The Johns Hopkins University

1000 Oaks, CA 91360 Johns IHopkins Road
Laurel, MD 20810

S&D Dynamics, Inc.
ATTN: Dr. M. Soifer 1 Oregon State College
755 New York Avenue Department of Mathematics
Huntington, NY 11743 ATTN: Prof. 1. Je, person

Corvallis, OR 97331

2 Sandia Laboratories
ATTN: Dr. W. Ilerrmann 1 Polytechnic Institute of

Dr. L. Bertholf Brooklyn
Albuquerque, NM 87115 Graduate Center

ATTN: Tech Lih

Shock Hydrodynamics Farmingdale, NY 11735
Ai'N: Dr. L. Zernow
4710-4716 Vineland Avenue 1 Forrestal Campus ibrary
N. Hollywood, CA 91602 Princeton University

1P. 0. Box 710
"Princeton, NJ 08540

.93



DISTRIBUTION LIST

No. of
Copies Organization

Southwest Research Institute
ATTN: Mr. Peter S. Westine
P. 0. Drawer 28510
8500 Culebra Road
San Antonio, TX 78228

SRI International
ATTN: Dr. A. Florence
Poulter Laboratories
Menlo Park, CA 94025

4 University of Cali' ri ia
Los Alamos Scientific Lab
ATTN: Dr. J. Walsh

Dr. R. Karpp
Dr. R. Clark
Tech Lib

P. 0. Box 1663

Los Alamos, NM 87545

I Mathematics Research Center
University of Wisconsin-

Madison
610 Walnut Street
Madison, WI 531-00

Washington State Uiniversity
Department of Physics
ATTN: Prof. G. Duvall
Pullman, WA 99163

Aberdecn Proving (;round

I)ir, USAMSAA
ATrN: Dr. ,J. Sperrazza

[)RXSY-IP , ii. Cohen
Cdr, 1JSATECOM

ATTN: 1)RSTE-TO -F1
I)ir, Wp's Sys Concepts Team

Bldg. 1:3510, LA
A'FTN: IDRDAR-ACtV

94

"-. .. 7 '. . , -- " '-2 .- -.. . -- - .-- , .7 : ,, ,: • , •"-


