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ABSTRACT

This thesis presents the results of a mathematical study concerning the repeated application of a numerical simulation of a linear filter. The summation of several filter outputs was used to generate samples of a composite output function which had a power spectral density function similar to the sum of the power spectral density functions of the individual filter output functions.
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CHAPTER I

INTRODUCTION

This thesis presents the results of a mathematical study concerning a method for generating samples of a time function which has a specified power spectral density function. The method makes multiple use of a linear processor described by Mr. Joel N. Franklin and programmed for digital solution by Mr. Walter A. Matuska, Jr.

A linear filter with time-invariant elements may be described mathematically as the convolution

\[ x(t) = \int_0^t g(t - \tau)w(\tau)d\tau \quad , \]

where

- \( x(t) \) is the output time function,
- \( w(t) \) is the input function, and
- \( g(t) \) is the filter weighting function.

The filter weighting function is the time response of the filter due to the input of the Dirac delta function.

The Fourier transformation of a convolution is the product of the individual Fourier transformations. Therefore, Eq. (1) can be expressed as a function of frequency as
\[ X(\omega) = G(\omega)W(\omega) \]  

where \( X(\omega) \), \( G(\omega) \), and \( W(\omega) \) are the Fourier transforms of \( x(t) \), \( g(t) \), and \( w(t) \), respectively. The function \( G(\omega) \) is referred to as the transfer function of the filter.

Davenport and Root have shown that the power spectral density functions \( S_X(\omega) \) and \( S_W(\omega) \) of the filter input and output are related by the equation

\[ S_X(\omega) = |G(\omega)|^2 S_W(\omega) \]  

Suppose an input function is selected such that its power spectral density function is identically equal to one. Equation (3) suggests that, in this case, the power spectral density function of the output is dependent only on the transfer function of the filter, in that

\[ S_X(\omega) = |G(\omega)|^2 \]  

If we assume that \( S_X(\omega) \) may be represented by a rational function, then it is possible to find a transfer function which satisfies the condition expressed in Eq. (4). Davenport and Root have shown that the conditions

\[ I \]
\[ 0 \leq S_x(w) < \infty \]

\[ S_x(w) = S_x(-w) \]

and

\[ S_x(w) \to 0 \text{ as } w \to \pm \infty \]

insures that the rational function \( S_x(w) \) can be represented as

\[ \frac{P(i\omega)}{Q(i\omega)} \]

where \( P \) and \( Q \) are polynomials in \((i\omega)\) with real coefficients, where the degree of \( P \) is less than the degree of \( Q \), and where the zeroes of \( Q \) do not lie in the positive real half plane. The polynomials are defined as

\[ Q(i\omega) = a_0 + a_1(i\omega) + a_2(i\omega)^2 + \cdots + a_n(i\omega)^n \]

and

\[ P(i\omega) = b_0 + b_1(i\omega) + b_2(i\omega)^2 + \cdots + b_m(i\omega)^m \]

where \( m < n \).

The result of combining Eqs. (4) and (5) implies that the transfer function of the filter can be expressed as a ratio of polynomials by
The substitution of this equation in Eq. (2) yields

\[ X(\omega) = \frac{P(\omega)}{Q(\omega)} W(\omega) \]  

(9)

If \( \phi(\omega) \) is defined to be the ratio \( X(\omega)/P(\omega) \), then Eq. (9) can be written as

\[ Q(\omega)\phi(\omega) = W(\omega) \]  

(10)

or

\[ a_0\phi(\omega) + a_1(\omega)\phi(\omega) + a_2(\omega)^2\phi(\omega) + \cdots + a_n(\omega)^n\phi(\omega) = W(\omega) \]  

(11)

Since the inverse transform of \( (\omega)^k\phi(\omega) \) is \( \phi^{(k)}(t) \) plus a constant, Eq. (11) can be expressed in the time domain as

\[ a_0\phi(t) + a_1\phi'(t) + a_2\phi''(t) + \cdots + a_n\phi^{(n)}(t) = W(t) \]  

(12)

The function \( \phi(\omega) \) was defined as the ratio \( X(\omega)/P(\omega) \) which implies that \( X(\omega) \) can be expressed as

\[ X(\omega) = P(\omega)\phi(\omega) \]  

(13)
or

\[ X(w) = b_0 \phi(iw) + b_1(\phi(iw))^2 + \cdots + b_m(\phi(iw))^m \]  \quad (14)

Using the inverse transforms, Eq. (14) becomes

\[ x(t) = b_0 \phi(t) + b_1 \phi'(t) + b_2 \phi''(t) + \cdots + b_m \phi^{(m)}(t) \]  \quad (15)

in the time domain.

If the differential equation (12) is solved for \( \phi(t) \), \( \phi'(t) \), \( \cdots \), \( \phi^{(m)}(t) \) in terms of the input function \( w(t) \) and the coefficients of the polynomial \( Q(iw) \), then the substitution of the solution into Eq. (15) yields the output function \( x(t) \) in terms of the coefficients of the two known polynomials and the input function.\(^6\)

It should be remembered that \( x(t) \) has the desired power spectral density function \( S_x(w) \) since the transfer function \( G(w) \) was chosen such that

\[ S_x(w) = |G(w)|^2 \]  \quad (16)
CHAPTER II

DETERMINATION OF A TRANSFER FUNCTION

The generation of a time series with a specified power spectral density function is a straightforward task as has been pointed out in Chapter I. When a time series with a specified power spectral density function is desired, the transfer function of the system is usually not available. However, in its place there may be a sketch of the power spectral density function. Therefore, a method of determining a transfer function to match the sketch is needed.

Probably the simplest method of determining a rational algebraic function approximating a specified gain characteristic is a reverse application of the asymptotic technique for plotting gain versus frequency from a given transfer function. The following discussion presents the basic features of this asymptotic procedure. A more complete description can be found in Chestnut and Mayer.³

A. Construction of Gain Characteristics from Transfer Functions

It is desired to plot $|G(\omega)|^2$ versus frequency, with the function $G(\omega)$ given. $G(\omega)$ is in general the ratio of two polynomials in $\omega$, each polynomial containing both real and conjugate complex zeroes. A typical form for $G(\omega)$ is
The multiplication and division of the various numerator and denominator factors are transformed to addition and subtraction by consideration of 
\( \log_{10} |g(w)|^2 \), rather than \( |g(w)|^2 \) directly. Ordinarily, it is convenient to plot \( 10 \log |g(w)|^2 \) which is the gain in decibels. Therefore, Eq. (17) is transformed into

\[
20 \log |g(w)| = 20 \log K + 20 \log \left| \frac{iw}{\omega_a} + 1 \right| \\
+ 20 \log \left| \left( \frac{iw}{\omega_b} \right)^2 + 2 \xi_1 \frac{iw}{\omega_b} + 1 \right| \\
- 20 \log |i\omega| - 20 \log \left| \frac{iw}{\omega_c} + 1 \right| \\
- 20 \log \left| \left( \frac{iw}{\omega_d} \right)^2 + 2 \xi_2 \frac{iw}{\omega_d} + 1 \right|. 
\]

Thus, a plot of the gain vs. frequency can be made by simple point-by-point addition of the gain of each individual term in the summation on the right side of Eq. (18).

The constant gain term \( 20 \log K \) is independent of frequency and can be plotted as a horizontal line on a log-log plot.
The gain of the linear term $\pm 20 \log \left| \frac{\omega}{\omega_0} \right|$ can be plotted approximately by using a pair of asymptotes. These asymptotes can be inferred by considering the linear term at frequencies above and below the frequency $\omega_0$. For frequencies $\omega << \omega_0$ the term $\omega/\omega_0$ may be neglected. Therefore, at these frequencies the gain approaches 0 dB. At frequencies $\omega >> \omega_0$ the term $\omega/\omega_0$ is dominant and the gain becomes asymptotic to a straight line with a slope of $\pm 20$ dB per decade.

Positive slopes are used with numerator factors of Eq. (17), while negative slopes are used with denominator factors. The two asymptotes intersect at the frequency $\omega_0$, which is known as the break frequency.

Figure 1a is a log-log graph showing these two asymptotes. The actual gain curve is shown below the asymptotes.

A special case of the linear term is the term $\pm 20 \log |i\omega|$. Its gain can be plotted as a single straight line having a slope of $\pm 20$ dB per decade and 0 dB of gain at $\omega = 1$.

The situation is slightly more complicated in the consideration of the quadratic terms $\pm 20 \log \left| \frac{(i\omega)^2}{\omega_0^2} + 2\zeta \frac{\omega}{\omega_0} + 1 \right|$. The gain of these quadratics in $i\omega$ can be plotted approximately by using a pair of asymptotes. One asymptote is a horizontal line constructed at 0 dB, and the other is a straight line with a slope of $\pm 40$ dB per decade.

These asymptotes intersect at the frequency $\omega_0$. The closeness of the fit of the actual gain curve to the asymptotes near the break frequency is controlled by the value of $\zeta$. Figure 1b shows a family of actual curves with $\zeta$ as the independent parameter. Regardless of
a. $\left| \frac{iω}{ω_0} + 1 \right|^{-1}$

b. $\left| \left( \frac{iω}{ω_0} \right)^2 + 2ζ \frac{iω}{ω_0} + 1 \right|^{-1}$

ASYMPTOTIC APPROXIMATIONS

FIGURE 1
the value of $\zeta$, the actual curve approaches the asymptotes at frequencies above and below the break frequency. The error between the actual curve and the asymptotes is geometrically symmetric about the break frequency; i.e., the error for $\omega = \omega_0$ is identical to the error at an $\omega$ of $\omega_0/\zeta^2$.

**B. Example Problem**

A rational algebraic function is to be found which, when used as a filter transfer function, will cause the output of the filter to have a power spectral density function similar to the curve shown in Fig. 2. The general slope of the curve is to be $-20$ dB per decade. There are to be two peaks: a slight peak at 0.1 Hz and a sharp peak at 1 Hz.

The rise at 0.1 Hz can be generated by a quadratic factor,

$$\left(\frac{\omega}{\omega_1}\right)^2 + 2\zeta_1 \frac{\omega}{\omega_1} + 1,$$

in the denominator of the transfer function, where

$$\omega_1 = 0.2\pi \text{ radians, and}$$

$$\zeta_1 = 0.6.$$

This factor causes a $-40$ dB per decade slope at frequencies greater than $0.2\pi$. A linear factor $\frac{\omega}{\omega_1} + 1$ is required in the numerator to decrease the slope to $-20$ dB per decade.
POWER SPECTRAL DENSITY FUNCTION

- $\text{Desired Spectrum}$

**Figure 2**
The peak at 1 Hz can be created by using another quadratic factor, \( \left( \frac{i\omega}{\omega_2} \right)^2 + 2\zeta_2 \frac{i\omega}{\omega_2} + 1 \), in the denominator, where

\[ \omega_2 = 2\pi \text{ radians, and} \]

\[ \zeta_2 = 0.05. \]

This factor will cause an additional -40 dB per decade drop in gain at frequencies greater than 2\( \pi \). Therefore, a quadratic factor \( \left( \frac{i\omega}{\omega_2} \right)^2 + 2\zeta_3 \frac{i\omega}{\omega_2} + 1 \) is required in the numerator to restore the general slope to -20 dB per decade.

The use of a ratio of quadratic factors with the same break frequency causes no gain except in the vicinity of the break frequency. The gain in dB at the break frequency appears to be approximately

\[ 20 \log \left( \frac{\zeta_n}{\zeta_d} \right) \]

where \( \zeta_n \) and \( \zeta_d \) come from the numerator and denominator, respectively, and are of reasonable magnitude. When the gain for a peak or null is given, the ratio \( \frac{\zeta_n}{\zeta_d} \) is fixed. The initial choice of one of the \( \zeta \) not only implies a value for the other but also sets the "width" of the peak or null. An examination of Fig. 3 will indicate that for a fixed ratio, \( \zeta_n/\zeta_d \) of 4, several "widths" are created which depend upon the choice of one of the \( \zeta \).

The preceding description of factors indicates that the required rational algebraic function or transfer function should be
GAIN FOR RATIO OF QUADRATIC FACTORS

FIGURE 3
Figure 4 is a log-log plot of the power spectral density function obtained when the transfer function, Eq. (19), was used in Franklin's method. A comparison of the dashed line which represents the desired power spectral density function with the solid curve indicates that this is indeed the necessary transfer function.
FIGURE 14
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CHAPTER III

EXPERIMENTATION

The method of creating samples of a time function with a given power spectral density function as described in Chapter I requires the transfer function. A method of determining the transfer function from a sketch of the desired power spectral density function was described in Chapter II. Therefore, it would seem that the task of creating these samples of the time function is a straightforward procedure. However, Franklin's method of solving the differential equation, Eq. (12), is quite inefficient with respect to the ratio of the number of output samples to the number of input samples. The generation of each output sample requires n samples of the input where n is the degree of the polynomial in the denominator of the transfer function. This requirement may be a severe limitation when the power spectral density function is not simple.

A. Parallel Filters--Same Input

In an effort to generate samples of a time function with a complicated power spectral density function and still have a large number of output samples, two filters with simple transfer functions were used in parallel. These filters shared samples of a common input function \( w_1(t) \) whose power spectral density function was flat. The samples of the output time functions \( x_1(t) \) and \( x_2(t) \) were summed in
a point-by-point fashion to yield samples of the time function \( y_1(t) \),

where

\[
y_1(t) = x_1(t) + x_2(t) \quad .
\]  

(20)

The transfer functions of the two filters are

\[
G_1(w) = \frac{\frac{i\omega}{\omega_1} + 1}{\left(\frac{i\omega}{\omega_1}\right)^2 + 2\zeta_1 \frac{i\omega}{\omega_1} + 1}
\]  

(21)

where the values of \( \omega_1 \) and \( \zeta_1 \) are 0.2\( \pi \) and 0.6, respectively, and

\[
G_2(w) = \frac{K\left(\frac{i\omega}{\omega_2} + 1\right)}{\left(\frac{i\omega}{\omega_2}\right)^2 + 2\zeta_2 \frac{i\omega}{\omega_2} + 1}
\]  

(22)

where the values of \( \omega_2 \) and \( \zeta_2 \) are 2\( \pi \) and 0.05, respectively. The constant gain factor \( K \) has the value 0.01 /10.

The square of the magnitude of each of the transfer functions is shown in Fig. 5. The dashed lines near the intersection are the approximate sums of the two functions. These two transfer functions were selected in an effort to create samples of a time function with a power spectral density function similar to the curve shown in Fig. 2.
$g_1(\omega) = \frac{\frac{1}{\omega^2} + 1}{\left(\frac{1}{\omega^2} + 1\right) + 1.2 \frac{1}{\omega^2} + 1}$

\[ x_1 = 0.2\pi \]

\[ x_2 = 2.0\pi \]

$g_2(\omega) = \frac{0.01 / 10 \left(\frac{1}{\omega^2} + 1\right)}{\left(\frac{1}{\omega^2} + 0.1 \frac{1}{\omega^2} + 1\right)}$

**FIGURE 5**
The power spectral density function of the sampled output time function from the filters is shown in Figs. 6 and 7. The dashed lines are the plots of the functions $|G(w)|^2$. 

All power spectral density functions shown in this thesis were produced by a spectral analysis program similar to the program SPECT, as found in a report by Ellis and Boston. Under certain conditions the power spectral density function of a time function $x(t)$ can be estimated by

$$
\text{PSDF}_x = \int_{-\infty}^{\infty} R_{xx} e^{-j\omega t} dt , \quad (23)
$$

where $R_{xx}$ is the autocorrelation function of $x(t)$. The autocorrelation function is defined by

$$
R_{xx} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} x(t)x(t - \tau)dt , \quad (24)
$$

if the limit exists. The limit in Eq. (24) was dropped in the program SPECT because the time functions to be analyzed were all of finite duration.

The power spectral density function of the summed samples of the two filter outputs, $x_1(t)$ and $x_2(t)$, was somewhat different than had been expected. Figure 8 shows the power spectral density function of the output samples of the parallel filters. The dashed line in this figure is the approximate sum of the two curves shown in Fig. 5.
\[ g_1(\omega) = \frac{\frac{4\omega}{\langle u_1 \rangle}}{\left( \frac{4\omega}{\langle u_1 \rangle} \right)^2 + 1.2 \frac{4\omega}{u_1} + 1} \]

Figure 6
$g_2(u) = \frac{0.01 \sqrt{10} \left( \frac{1}{v_2} + 1 \right)}{\left( \frac{1}{v_2} \right)^2 + 0.1 \frac{1}{v_2} + 1}$

FIGURE 7
Figure 2: Power spectral density function $(\text{dyne}^2 / \text{cm}^2)$ vs. frequency (Hz) for the same source. The calculated theoretical curve is shown as a dashed line. The summed filter outputs are depicted as a solid line. The frequency axis is on a logarithmic scale ranging from $10^{-2}$ to $10^1$ Hz. The ordinate axis represents the power spectral density.
The difference can be explained as follows. The autocorrelation of the sum of the functions is

\[ R_{y_1y_1} = \frac{1}{2T} \int_{-T}^{T} y_1(t) y_1(t - \tau) \, dt \]  \hspace{1cm} (25)

But the function \( y_1(t) \) is the sum of the functions \( x_1(t) \) and \( x_2(t) \). Therefore, Eq. (25) can be expressed as

\[ R_{y_1y_1} = \frac{1}{2T} \int_{-T}^{T} [x_1(t) + x_2(t)] [x_1(t - \tau) + x_2(t - \tau)] \, dt \]  \hspace{1cm} (26)

or as

\[ R_{y_1y_1} = \frac{1}{2T} \int_{-T}^{T} [x_1(t)x_1(t - \tau) + x_1(t)x_2(t - \tau) + x_2(t)x_1(t - \tau) + x_2(t)x_2(t - \tau)] \, dt \]  \hspace{1cm} (27)

Since the integral of the sum is the same as the sum of the integrals, Eq. (27) can be written as

\[ R_{y_1y_1} = \frac{1}{2T} \int_{-T}^{T} x_1(t)x_1(t - \tau) \, dt + \frac{1}{2T} \int_{-T}^{T} x_2(t)x_2(t - \tau) \, dt \]

\[ + \frac{1}{2T} \int_{-T}^{T} x_1(t)x_2(t - \tau) \, dt + \frac{1}{2T} \int_{-T}^{T} x_2(t)x_1(t - \tau) \, dt \]  \hspace{1cm} (28)
This can be expressed entirely in terms of correlation functions as

\[
R_{\hat{y}_1\hat{y}_1} = R_{x_1x_1} + R_{x_2x_2} + R_{x_1x_2} + R_{x_2x_1}.
\]  

(29)

Therefore, the power spectral density function of \( y_1(t) \) produced by the spectral analysis program SPECT is the sum of the power spectral density function of each of the filter outputs and the cross-spectral density function due to the cross-correlation terms \( R_{x_1x_2} \) and \( R_{x_2x_1} \).

Since the filters shared the same input samples, there is a possibility that the filter output samples are somewhat correlated. If this is true, then the cross-correlation terms in Eq. (29) will cause the cross-spectral density functions to contribute significantly to the power spectral density function of the sum of the two filter outputs.

B. Parallel Filters--Separate Inputs

In an attempt to minimize these cross-spectral density functions, separate uncorrelated inputs were used with the same pair of filters. It was hoped that since the inputs were uncorrelated, the outputs would also be uncorrelated. If this were the case, the terms \( R_{x_1x_2} \) and \( R_{x_2x_1} \) in Eq. (29) would be small, thereby reducing the effect of cross-spectral density functions.

The power spectral density function of the second set of input samples was flat. These samples were used as input to the
filter with the transfer function expressed in Eq. (22). Figure 9 depicts the power spectral density function of the samples of the filter output $x_2(t)$. The dashed line is the plot of the function $|g_2(w)|^2$.

An examination of Fig. 10 will indicate that there was only a slight difference between the power spectral density function of the summed samples of the two filter outputs, $x_1(t)$ and $x_2(t)$, and the approximate sum of the two curves shown in Fig. 5. The dashed line is the desired shape and the solid line is the power spectral density function of the summed samples of the two filter outputs.
CALCULATED $|g_2(\omega)|^2$

SOURCE $\omega_2(t)$

$\omega_2 = 2\pi$

$FREQUENCY - Hz$

$g_2(\omega) = \frac{0.01 / 10 (\frac{i\omega}{\omega_2} + 1)}{(\frac{i\omega}{\omega_2})^2 + 0.1 \frac{i\omega}{\omega_2} + 1}$

FIGURE 9
Figure 10
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CHAPTER IV

CONCLUSIONS

A transfer function for a filter can be determined which will yield an output function with any specified power spectral density function. Franklin's method of generating the samples of the filter output function is inefficient if the transfer function has very many factors in the denominator. To circumvent this limitation, the outputs of several filters can be summed. These filters should have simple transfer functions and separate uncorrelated input functions.

The summation of several filter outputs can be used to generate a composite output function which has a power spectral density function similar to the sum of the power spectral density functions of the individual filter output functions. A library of time function samples with various power spectral density functions, generated from uncorrelated input samples, could be of value. Time functions from the library could be selected according to their power spectral density functions and summed in order to produce a time function with most any desired power spectral density function. These library time functions could also be used to alter recorded samples of natural occurrences to suit the desires of the user.
APPENDIX

A reference in the thesis was made concerning the inefficiency of Franklin's method for solving the differential Eq. (12). His solution requires $n$ samples of the input to generate each sample of the output where $n$ is the degree of the polynomial in the denominator of the transfer function.

It was necessary for Franklin to define a sequence of $n$-dimensional vectors, one vector to be used for each output sample. These vectors were defined as

$$w^{(0)} = \begin{bmatrix} w_1 \\ \vdots \\ w_n \end{bmatrix}, \quad w^{(1)} = \begin{bmatrix} w_{n+1} \\ \vdots \\ w_{2n} \end{bmatrix}, \quad w^{(2)} = \begin{bmatrix} w_{2n+1} \\ \vdots \\ w_{3n} \end{bmatrix}, \ldots,$$

where $w_1, w_2, w_3, \ldots$, are the input samples.

It was noted that the method might have been more efficient had the vectors been defined as
\[ w^{(0)} = \begin{bmatrix} w_1 \\ \vdots \\ w_n \end{bmatrix}, \quad w^{(1)} = \begin{bmatrix} w_2 \\ \vdots \\ w_{n+1} \end{bmatrix}, \quad w^{(2)} = \begin{bmatrix} w_3 \\ \vdots \\ w_{n+2} \end{bmatrix}, \ldots \]

The difference between the number of input samples and output samples for the last definition of vectors is \( n - 1 \); the difference resulting from Franklin's method is \( N(1 - \frac{1}{n}) \), where \( N \) is the number of input samples.

All claims made by Franklin concerning the various characteristics of the linear processor which he described apply equally well with either choice of vector definition. This is true because the arguments really apply to the individual vector components rather than to the vectors themselves.
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