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A theory is presented which relates the minimum detectable contrast level for an object in the presence of noise to the statistics of the speckle. Consideration is given to smoothing of the noise by multiple looks and by area. Measurements of the minimum detectable contrast are made for two types of speckle noise. First, a coherent, plane wave is added to an ideal diffuse wave and the threshold of detection is established as a function of the beam ratio. (Continued)
Second, these results are compared to the technique of speckle smoothing using an N-fold intensity superposition of fully developed speckle patterns. Good agreement of experiments with theory is observed. The equivalence of four different methods of N-look averaging is shown and it is demonstrated that fully developed speckle leads to an image degradation independent of light level over a very wide range of light levels. Detection probabilities and false alarm probabilities are determined from observations on random arrays of high- and low-contrast discs.
## CONTENTS

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Introduction</td>
<td>5</td>
</tr>
<tr>
<td>2. Speckled Images</td>
<td>7</td>
</tr>
<tr>
<td>A. Fully Developed Speckle</td>
<td>11</td>
</tr>
<tr>
<td>B. Superposition of N-Fold Speckle Intensities</td>
<td>12</td>
</tr>
<tr>
<td>C. Fully Developed Speckle Beam Added to a Monochromatic Plane Wave</td>
<td>13</td>
</tr>
<tr>
<td>D. Beam Ratio and the Number of Looks</td>
<td>13</td>
</tr>
<tr>
<td>4. The Experimental Setup</td>
<td>14</td>
</tr>
<tr>
<td>5. Illumination Level and Image Quality</td>
<td>15</td>
</tr>
<tr>
<td>6. Experiments with Varying Speckle Size</td>
<td>16</td>
</tr>
<tr>
<td>7. Comparison of Multiple Look Methods for Smoothing</td>
<td>17</td>
</tr>
<tr>
<td>A. Intensity Superposition of N Looks</td>
<td>17</td>
</tr>
<tr>
<td>B. N-Separate Opal Glass Diffusers Used</td>
<td>18</td>
</tr>
<tr>
<td>C. Cascade of Two Diffusers with Motion</td>
<td>18</td>
</tr>
<tr>
<td>D. N-Positions of the Controlling Pupil</td>
<td>19</td>
</tr>
<tr>
<td>8. Multiple Looks by Polarization Diversity</td>
<td>20</td>
</tr>
<tr>
<td>9. Multiple Looks and the Specular Beam Ratio</td>
<td>20</td>
</tr>
<tr>
<td>10. Probabilities of Detection, False Alarms and Missed Signals</td>
<td>22</td>
</tr>
<tr>
<td>11. Conclusions</td>
<td>24</td>
</tr>
<tr>
<td>References</td>
<td>26</td>
</tr>
</tbody>
</table>
**ILLUSTRATIONS**

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Setup for Measuring Thresholds of Object Contrast for Speckled Images</td>
<td>29</td>
</tr>
<tr>
<td>2</td>
<td>Test Pattern</td>
<td>29</td>
</tr>
<tr>
<td>3</td>
<td>Model for Area Averaging of Speckle</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>Images of the Same Test Pattern with Diffuse Illumination Varying in Relative Intensity from 1 to 32</td>
<td>31</td>
</tr>
<tr>
<td>5</td>
<td>Effects of Aperture Size on Resolution for Coherent Plane Wave Illumination and for Illumination with One and Two Speckle Fields</td>
<td>32</td>
</tr>
<tr>
<td>6</td>
<td>Speckle Averaging by Intensity Superposition of Speckle Patterns from N Different Opal Glass Diffusers</td>
<td>34</td>
</tr>
<tr>
<td>7</td>
<td>Speckle Averaging by Superimposing N Speckle Patterns from a Cascaded Ground Glass and Opal Glass Diffuser</td>
<td>35</td>
</tr>
<tr>
<td>8</td>
<td>Comparison of Test Pattern Images for N Superpositions of Independent Speckle Fields with Images Formed when the Pattern is Illuminated with a Plane Wave and a Diffuse Beam</td>
<td>36</td>
</tr>
<tr>
<td>9</td>
<td>Comparison of Speckle Averaging by Polarization Diversity with Averaging by Displacement of the Imaging System Aperture</td>
<td>40</td>
</tr>
<tr>
<td>10</td>
<td>Object Contrast Required for Detection of Three Different Size Test Pattern Discs as a Function of the Number of Superimposed Independent Speckled Images, N</td>
<td>41</td>
</tr>
</tbody>
</table>
ILLUSTRATIONS (Concluded)

<table>
<thead>
<tr>
<th>Figure</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>Test Pattern Images of Columns 1-6, with Plate Formed by Illumination with a Plane Wave and a Diffuse Beam</td>
</tr>
<tr>
<td>12</td>
<td>Object Contrast Required for Detection of Test Pattern Discs of the Different Sizes as a Function of the Ratio of Intensities, R, of the Plane Wave Component to the Diffuse Component of the Illuminating Beam</td>
</tr>
<tr>
<td>13</td>
<td>Comparison of Minimum Detectable Contrast for Images Formed by N Independent Speckle Field Superpositions with the Minimum Detectable Contrast for Images Formed by Illumination with the Equivalent Ratio of Plane Wave to Diffuse Beam Intensity Given by Equation (24)</td>
</tr>
<tr>
<td>14</td>
<td>Random Two-Dimensional Array</td>
</tr>
<tr>
<td>15</td>
<td>Images of High-Contrast, 1.77-mm-Diameter Disc Array with Speckle Averaged by Superposition of N Speckle Patterns</td>
</tr>
<tr>
<td>16</td>
<td>High-Contrast Disc Detection in a Random Array</td>
</tr>
<tr>
<td>17</td>
<td>Probability Density of Speckle Intensity</td>
</tr>
<tr>
<td>18</td>
<td>Images of Low-Contrast 1.77-mm-Diameter Disc Array with Speckle Averaged by N Speckle Pattern Superposition</td>
</tr>
<tr>
<td>19</td>
<td>Low-Contrast Disc Detection in a Random Array</td>
</tr>
<tr>
<td>20</td>
<td>Images of Low-Contrast 1.77-mm-Diameter Disc Array with Plane Wave and Diffuse Beam Ratios, R, Corresponding to Values of N in Figure 18</td>
</tr>
<tr>
<td>21</td>
<td>Low-Contrast Disc Detection in a Random Array</td>
</tr>
</tbody>
</table>
ACKNOWLEDGMENTS

The assistance of R. R. Lattanzi in generating the random disc arrays is gratefully acknowledged.
1. INTRODUCTION

In monochromatic illumination, objects whose roughness is on the order of a wavelength or so cause speckle to appear in the reflected signal. This phenomenon is well known, as it has been studied extensively during the past 15 years. While much interest has centered on speckle in optical processing, imaging, holography, and in particular on the suppression or smoothing of speckle, there is growing interest in the study of speckle in images from illumination by monochromatic sources lying outside the visible band. Speckle noise occurs in the display of microwave radar images, where it is better known as scintillation. It is also prevalent in spatially scanned systems operating from the submillimeter to the visible region.

Numerous recent treatments of multiple-look smoothing of speckle noise are described in the review by McKechnie. However, it is difficult to compare them because sufficient data on the initial distribution of the intensity have not been included or a highly nonlinear film-recording process has been used to record the multiple-look sequence. Hence, there has not been much accord as to the number of looks which one should design into a display to achieve a given resolution and quality in the final imagery.

In studies of speckle smoothing, either opaque discs or highly contrasted binary images, such as resolution charts, have been employed. Other recent studies have included the use of realistic imagery; but in these, it is difficult to make a quantitative determination of the contrast levels involved. Since in practical applications imagery of low contrast is often encountered and since speckle noise is particularly severe at low contrasts, this specific problem merits careful study.

In this study our objective is to provide new data on the detection of low-contrast objects in speckled imagery and to present the data in a form which is general enough that it can be easily applied to any wavelength or band of interest. The study of three different types of aperture smoothing and the presentation of illumination level tests for fully developed speckle are reported. Detection probabilities and false-alarm rates for objects in speckle noise are discussed and the results of experiments are shown.

While the presentation of thresholds of detectable contrast is emphasized, e.g., in

---

Figures 10 and 12, the original photographs are reported in enough detail so that one can independently establish results on other important questions that are beyond the scope of this report. An illustration of the latter is a count of false-alarm rates for various sizes of low-contrast images.

An excellent account of detection theory applied to the problem of detecting small images immersed in a background of laser-produced speckle is given by Dainty. The density functions for some important cases of monochromatic illumination that has been speckled are given by Goodman.

This consideration is limited to a study of the two main types of speckle noise which are likely to be encountered in laser and microwave ranging systems. However, the speckle noise is described in general terms, abstracted away from any specific system, so it is hoped that the results will be generally applicable for system design. Specifically, the following two classes of speckle noise are considered: one arises from the superposition by intensity of N-independent fully developed speckle patterns, and the second occurs with the coherent superposition of a diffuse (fully developed speckle) beam and a plane wave beam.

An expression is derived for the minimum detectable gray level which is observable as a function of the speckle noise present in the imagery. In a practical system the origin of the speckle which we treat is due to the reflection of a monochromatic wave by some diffuse object, including the convolving effect of the input scanning or other effective aperture. While considerable interfacing is required in the usual system for this input speckle noise to manifest itself as noise in the display, we circumvent this specialization by means of a simple laser analog experimental configuration. This is shown in Figure 1 and is described in detail in a later section of this report.

In our research the study of speckle noise as it influences contrast detectability is new. With an adaptation of Rose's test chart, we study threshold limits of discernible contrast as the statistical parameters of the illumination are varied. The transmission chart is composed of an array of circular densities varying in transmissivity along one axis and in diameter along the other, as shown in Figure 2. Having various densities and areas on a single chart greatly facilitates the recording of speckle images, since the numerous inevitable fluctuations then occur simultaneously to all data.

---


Study of smoothing by area and measurement of contrast levels follows readily from this chart, as is detailed below in the explanation of Figures 6 through 9.

For images in speckle, detection or resolution can be expected to improve if independent intensity patterns, or looks, are superimposed. This is well known and is readily explained based on the fact that the fluctuation $\sigma_u$ in the mean value of the sum of N-independent terms is smaller than the rms value of a single term $\sigma_1$. The smoothed value for the standard deviation is $\sigma_u = \sigma_1/N^{1/2}$.

The same basic notion is applicable to image area. Hence, if an image has a gray area which encompasses many speckles, there is a tendency for a viewer to average over the intensity fluctuations. In brief, larger areas of low contrast are more likely to be detected than smaller ones. This improvement should be related to the number of independent looks, areawise, given by $A/s^2$, where $A$ is the area of constant gray level and $s$ is the lineal dimension of a speckle in the image.

Thus, the parameter $\sigma_u/s/\langle u \rangle A^{1/2}$ is proposed as a criterion for minimum detectable contrast, as given in Equation (11), where $\sigma_u$ is the rms fluctuation in the illumination at the image and $\langle u \rangle$ is the mean value of this intensity. Using this notion we consider the equivalence, insofar as discernible contrast, between sources having equal values for this ratio. While a good understanding of the variation in the threshold of detection with illumination statistics is obtained using this ratio, one should consider it as an approximate guideline. Two factors prevent a rigorous interpretation. One is that with differing density functions and nonadditive noise, actual explicit calculations of quantities such as detection probability, false-alarm rate, etc., proceed in a more fundamental way simply by using the more complete statistical functions. Signal-to-noise characterizations can lead to inconsistencies. The second is that human observers are used to establish the detection thresholds, and there are many subtleties in perception which have never been characterized algebraically.

The results on minimum detectable contrast at various areas give useful data against which one can test various hypotheses about averaging and correlation trends in human vision. These are beyond the scope of the present report.

2. SPECKLED IMAGES

While speckle-degraded imagery occurs in a wide variety of radar systems from microwave to optical and including the newer submillimeter systems, the specific sources of the imagery are not discussed in this section. Here we consider a transmission mask $T(x,y)$ which has simple circular disc patterns. This is illuminated by monochromatic laser light and the speckle is introduced in a controlled way using a
diffuser in the illuminating light. The object transparency is imaged, as shown in Figure 1, through a pinhole or small aperture which has the effect of increasing the speckle size so that it can be photographically recorded and studied with relative ease independently of film grain size. In the theory below, it is shown how speckle noise and its smoothing in complex imaging systems can be directly related to our results using a simple transmission chart and controlled laser illumination.

Consider the one-dimensional transmission function shown in Figure 3. The relatively clear background is shown by $T_2$ with a step decrease in transmission to $T_1$, for the length interval $X$. The incident illumination intensity is denoted by $u(x)$. A simple imaging lens system is used to give the final speckled image. The light intensity $I(x)$ recorded as signal at an arbitrary position $x$ is given by

$$ I(x) = T_1 u(x). \quad (1) $$

The fluctuation in $u(x)$ caused either by source unevenness or the interference phenomenon known as speckle is characterized by a density function $f(u)$. The size of the speckle in the output plane is controlled by the aperture size $D$, being approximately given by $\frac{\lambda D}{L}$, where $\lambda$ is the illumination wavelength and $L$ is the distance from the second lens to the image recording plane. A second-order density function $f(u_1, u_2)$ is necessary to describe these spatial characteristics in detail. However, here we need only to know how many speckles occur per unit area and how to compute the smoothed variance in a sample mean from the single element variance $\sigma_1$ and the number of independent samples $N$ (i.e., by $\sigma^2 = \sigma_1^2 / N$). Hence, in the analysis herein, a knowledge of the first-order density $f(u)$ will suffice. For interesting specific problems where a knowledge of second-order densities or correlation functions is useful in the study of imaged speckle, the reader is referred to the literature.

For the intensity $u$ and its density $f(u)$, the usual notation is summarized below for the mean, mean-square, variance, and characteristic function, respectively:

$$ \langle u \rangle = \int_{-\infty}^{\infty} u f(u) \, du, \quad (2) $$

$$ \langle u^2 \rangle = \int_{-\infty}^{\infty} u^2 f(u) \, du, \quad (3) $$

$$ \sigma_u^2 = \langle u^2 \rangle - \langle u \rangle^2, \quad (4) $$

$$ F(\eta) = \int_{-\infty}^{\infty} f(u) \, e^{i\eta u} \, du. \quad (5) $$

In the image intensity given by Equation (1), there is a noise or fluctuation in intensity $\sigma_1$, as follows:

---

\[ \sigma_1 \cdot T_n \sigma_n. \]  \hspace{1cm} (6)

To detect the change in signal which results from a step in transmission, \( T_2 \) to \( T_1 \), the following inequality should be met:

\[ (T_2 - T_1)u \geq \sigma_u(T_1 + T_2). \]  \hspace{1cm} (7)

To include the effect of threshold-setting criteria of various types, let \( \sigma_u \) denote the observer's signal-to-noise factor. Then in consideration of false-alarm rates, if tangential signal levels are set or if observer-to-observer variability is to be studied, these effects are lumped into \( \sigma_u \), and Equation (7) becomes

\[ (T_1 - T_2)u \cdot \sigma_u \geq (T_1 + T_2). \]  \hspace{1cm} (8)

where the average transmission value is denoted by \( T_1 = \frac{1}{L} (T_1 + T_2) \).

The assertion that the number of independent samples over the area \( A \) is given by dividing \( A \) by the average area of a speckle, i.e., approximately \( s^2 \), is an entirely separate matter. If by \( s \), one means the characteristic length determined by the spatial fall-off of the second-order correlation function, then there is no ambiguity. However, if one takes \( s = (A D)^{1/2} \), then the following physical argument is appropriate. In image plane speckle, intensity fluctuations corresponding to speckles arise from the diffuser properties mapped to the image plane on a resolution-by-resolution cell basis. Hence, for a diffuser close to the object itself with the fine scale roughness of opal-glass, the diffuser's roughness has a correlation length which is much smaller than the size of a resolution cell referenced to the object plane, and the speckle size in the output plane is almost entirely controlled by the resolution cell. Thus, in the image plane the pattern is decorrelated on a speckle-to-speckle basis, just as one would surmise from a casual visual observation. This topic is discussed more fully elsewhere.\(^8\)

\( M \) is the number of looks arising as independent speckle patterns are superimposed. These are independent if different diffusers are used, i.e., different members from an ensemble. Uncorrelated speckle patterns can also be obtained by moving the controlling pupil if it is translated in its plane by one or more diameters \( D \).
Averaging over the area $A$, and using Equations (8) and (9), we can write the detection criterion for the gray scale change $T_2 - T_1$ as follows:

$$
(T_2 - T_1) \langle u \rangle A \frac{O_{uT_s} T_s A}{[(a/s)^2]^{1/2}} \cdot (10)
$$

In an exact analysis of detector smoothing, Goodman has calculated a factor $\gamma$, which can be substituted into Equation (10) for more accuracy, i.e., $\gamma^{1/2} = \langle u \rangle A^{1/2}/(a_o s)$.

With Equation (10) one can consider a variety of problems. If there is nonlinear processing, then the total signal given by $(T_2 - T_1) \langle u \rangle A$ should be used in the argument of the function which describes the processing. This is the rationale for including the $A$ on both sides of Equation (10). Again, in the problem of calculating the minimum number of photons required to enable one to see slight changes in object contrast, given by $(T_2 - T_1)/T_1$, one uses the total number of photons from $A$. For white light if the total number of photons associated with $\langle u \rangle T_1 A$ is $n_o$, then the variance term $a_s T_1 A$ is $(n_o)^{1/2}$. In detecting images with the ratio $a_v/\langle u \rangle = 1/(n_o)^{1/2}$, several interesting consequences are described by Rose. Neither of the problems described above is treated further in this report.

Herein we consider systems operating at high flux levels using monochromatic light. For this situation the ratio of $a_v/\langle u \rangle$ is established by a consideration of the interference phenomenon alone. Hence, Equation (10) is rewritten in terms of detectable contrast in the image $(T_2 - T_1)/T_1$, as it relates to the “effective contrast” in the source illumination denoted by the ratio $a_v/\langle u \rangle$. The resulting expression is

$$
\frac{T_2 - T_1}{T_1} O_{uT_s} \frac{s^2}{(a/s)^2} \cdot (11)
$$

3. STATISTICS OF THE ILLUMINATION IN THE IMAGE PLANE

In order to have data on threshold detection for a wide variety of systems, it is important to use a variety of source configurations. The many specific systems used in optical processing, ranging, scanning, and holography are too numerous and varied to permit any sort of exhaustive listing. Just listing systems of interest in speckle smoothing takes several pages of textual description to explain.

Our approach is to specify the density function and the contrast ratio of the illumination referenced to the output plane in the absence of a test object. While only one type of nonscanned, fully illuminated object is considered, the results will be applicable to any system having the same statistics in the illumination at the image.

In this context one should note that object roughness controls the degree to which speckle develops. And, of course,
object reflectivity in comparison to the surroundings defines a gray level or object contrast. Scanning spot size or transmitter and receiver beam sizes control the speckle dimension. Thus, in an attempt to encompass a variety of systems, we study the detection of low-contrast objects for several different density functions of image illumination.

It is interesting to study the minimum levels of contrast which can be detected in objects as a function of the different types of noise. From Equation (11) it is concluded that as long as the spot size $A$ and the speckle size $s$ are unchanged, one needs only to specify the ratio $\alpha_u/<u>$ for the source illumination in order to calculate the detectable contrast level. As $\alpha_u/<u>$ increases the detection is degraded. As is well known for fully developed speckle, this contrast ratio is unity; and the detectable contrast level $(T_2-T_1)/T_1$ is poor, i.e., high. Also, it is level independent. Hence, increases in intensity $<u>$ do not improve this situation at all. This is contrary to our experience in the white light case for which, as explained above, the ratio $\alpha_u/<u>$ decreases as the root of the intensity of illumination (see Table 1). Fortunately, with monochromatic illumination there are many techniques by which speckle can be minimized and also many situations in which the speckle initially is not fully developed. Nevertheless, it remains as a possible serious degradation factor; and it is important to understand in basic terms so that it can be minimized or smoothed in an efficient way.

The statistical properties of the illumination in the image plane are reviewed below.\(^7\)

A. FULLY DEVELOPED SPECKLE

In this case the plane wave beam in Figure 1 is blocked and the test pattern is illuminated using the argon laser-opal glass diffuser with polarization analyzer as shown in Figure 1 to eliminate any cross-polarized component which may occur.

For speckle in the image plane of the test pattern with the basic configuration shown in Figure 1 and with $R = 0$, the electric field at any position is a complex-valued random walk. With an opal glass diffuser the number of independent fluctuations in phase per resolution cell, referenced to the object plane, is large. It is further asserted that the opal glass is thick enough or the diffuser is rough enough, to give an rms-


deviation in phase much larger than \( \pi \)-radians. The scalar component of electric field in the image plane has a well-known statistical description.\(^{1,2,5,7}\) From the central limit theorem it follows that the density function for the electric field is Gaussian. The real and imaginary components of this complex-valued field are normal, independent random variables with zero means. The probability density function for the absolute value of this field is the Rayleigh density. From this, it follows that the density \( f(u) \) for the intensity \( u \) is given by the damped exponential:

\[
f(u) = (e^{-u^2/\alpha})H(u),
\]

where \( H(u) \) is the unit step

\[
H(u) = \begin{cases} 
1, & u > 0, \\
0, & u < 0. 
\end{cases}
\]

(12)

The density, average value of intensity \( \langle u \rangle \), variance \( \sigma_u^2 \), and contrast ratio \( C_R \) are given in Table 1.

B. SUPERPOSITION OF N-FOLD SPECKLE INTENSITIES

A very important method for smoothing speckle is simply to combine independent intensity patterns linearly. If photographs are recorded as different diffusers are inserted, then one approaches this result. In this case the sample mean \( u \) is defined as follows:

\[
u = \frac{1}{M}(u_1 + u_2 + \cdots + u_N).
\]

(14)

Asserting that the \( u_k \) are independent then by Equations (5) and (14), we have the characteristic function for \( u \) given by the product of the characteristic functions for the \( u_k \), as follows:

\[
\langle \exp(iu) \rangle = \langle \exp(iu_1/N) \rangle \cdots \langle \exp(iu_N/N) \rangle.
\]

(15)

From Equation (12), the density function for the \( k \)th component is

\[
f(u_k) = (e^{-u_k^2/\alpha})H(u_k);
\]

and by Equation (15), the appropriate Fourier transform \( F_k(\eta/N) \) is given by

\[
F_k(\frac{\eta}{N}) = \int_{-\infty}^{\infty} f(u_k) e^{iu_k} e^{iu_k} du_k,
\]

\[
F_k(\eta/N) = (1 - i\eta \alpha/N)^{-1}.
\]

(17)

Since the transforms in Equation (17) are all equal, the N-fold product which is the characteristic function for the density of \( u \) is given by

\[
F(\eta) = [(1 - i\eta \alpha/N)^{-1}]^N.
\]

(18)

This is inverted using Equation (3.382.7) of Gradshteyn and Ryzhik\(^{10}\) to obtain

\[
f(u) = [(N\alpha)^{N-1} e^{-nu^2/\alpha}]^N (N - 1)! H(u).
\]

(19)

From the basic definitions and using Equation (3.81.4) of Reference 10, one can

\[\text{References:}\]

obtain any order of moment $<u^n>$. For the mean, mean square, and variance, respectively, we find the following expressions:

$$\langle u \rangle = a, \quad \langle u^2 \rangle = (1 + 1/N)a^2, \quad \sigma^2 = a^2/N. \tag{20}$$

These results are also presented in Table 1. Comparing the contrast ratios for white light and for this case of N-fold superposition, we note that there is a direct analogy between variation of photon flux in white light and the number of independent looks for fully developed speckle. This correspondence is borne out as is seen if one compares threshold-detection photographs at low intensities in white light to the data presented in Sections 5 through 7.

C. FULLY DEVELOPED SPECKLE BEAM ADDED TO A MONOCHROMATIC PLANE WAVE

Several authors have treated the problem of calculating the density function for the intensity when a diffuse beam is interferometrically added to a monochromatic plane wave. Careful measurements of the intensity resulting when a laser beam is transmitted through opal glass of varying thicknesses show excellent agreement with the theoretical density functions for this case in the experiments reported in this paper, the configuration used is ideal. The thick opal glass diffuser creates a fully developed speckle pattern, and the use of a completely separate channel for the interferometric addition assures us of a precisely known beam ratio parameter $R$. In this case the density function is given by

$$f(u) = \exp[-(u + u_0)/u_s] I_0[2(u u_0)^{1/2}/u_s] H(u)/u_s, \tag{21}$$

where $u_0$ is the intensity of the plane wave reference and $u_s$ is the average intensity of the fully developed speckle component measured in the image plane. The function $I_0$ is the modified Bessel function of order zero. The beam ratio $R$, defined in Equation (22), is a highly controllable easily measured parameter. $R$ is given by

$$R = u_0/u_s. \tag{22}$$

D. BEAM RATIO AND THE NUMBER OF LOOKS

From Equation (11), the minimum detectable contrast $(T_2 - T_1)/T_{12}$ is proportional to the ratio $C_R = \sigma_u/\langle u \rangle$. Hence, from Table 1, it is expected that approximately the same degradation should result in the minimum detectable gray level in case (ii) or (iii) if one equates their respective $C_R$ parameters, as follows:

$$1/N^{1/2} = (1 + 2R)^{1/2}/(1 + R). \tag{23}$$

Solving for $R$ in terms of $N$ gives the following equivalence:

$$R = N - 1 + \sqrt[N]{N(N-1)} \cdot \sqrt[2N-1]{R \cdot 2^N N}.$$  \hspace{1cm} (24)

It should be emphasized that the density functions in these cases need not be equal. In fact, for small values of $N$ the density function in Equation (19) is not even close to that in Equation (21) for the corresponding beam ratio $R$ given by Equation (24). However, since the noise fluctuation is characterized by the rms deviation $\sigma_n$, if two distinct noise sources have equal ratios of $\sigma_n/\langle u \rangle$, then one should anticipate approximately equal limits in detectable contrast. This is an interesting conjecture since the configurations used to obtain these two distributions are generally quite different. Also in some practical systems, it may be meaningful only to obtain speckle smoothing by an $N$-fold superposition, whereas in the laboratory simulation it is much easier to add coherently a controlled level of plane wave reference.

4. THE EXPERIMENTAL SETUP

In order to establish the criteria for design of coherent imaging systems that will encounter low-contrast objects, the laser analog experimental configuration shown in Figure 1 was used. This setup, which employs an adaptation of a test pattern developed by Rose as an object, offers a simple and convenient means to evaluate threshold limits of discernible contrast as the statistical parameters of the illumination are varied. The effect of speckle noise in the imagery, as it influences contrast detectability, may be studied in a controlled manner by the use of a diffuser in the illuminating light and a variable-size aperture in the imaging system.

The transmission test pattern, shown in Figure 2, consists of a Cartesian array of circular discs varied in transmission along the $x$ axis but of fixed radius; while along the $y$ axis it is varied in radius by factors of two at fixed density. The actual transmissions and diameters obtained in the mask are shown in Figure 2. For the experiments reported in this report, two test patterns containing different ranges of density were constructed by illuminating 649F glass plates with white light through a step wedge and a set of holes drilled in a thin metal plate. The glass plates were then developed in POTA developer to give a $\gamma$ of 0.9. (POTA is composed of 1-phenyl-3-pyrazolidone, 1.5 g; sodium sulfite, 30 g; and cold water (25°C) to make 1000 cm$^3$.) Subsequently, the sensitizing dye was removed from the plates by immersing them into a 30% solution of pyridine. The actual measured transmission factors, $T_1$, and disc diameters used in the experiments are listed in Figure 2. Plate 1 was used in the experiments unless noted otherwise.

Each transmission test pattern was installed in the object position of the optical system shown in Figure 1 and illuminated
with light from an argon-ion laser operating at 0.488 μm. Initially, the laser beam was divided into two parts whose intensities could be controlled independently to any desired level by variable attenuators. Each beam was then expanded and collimated. Speckle with controlled polarization was produced in one of the beams by means of a Kodak 500 μm thick opal glass diffuser followed by an analyzer to select one polarization component. Subsequently, the two beams were added coherently at a beam splitter as shown in Figure 1 and used to illuminate the test pattern. The collimated plane wave beam was blocked in experiments requiring only diffuse illumination.

The transmitted signal was recorded on Polaroid film using a telescope with unity magnification consisting of two 629-mm focal length f/5 lenses; L1 and L2 in Figure 1. Imaging through a sufficiently small aperture had the effect of increasing the speckle size so that it could be photographically recorded and studied with relative ease independent of film grain size. Apertures of 200-, 400-, and 600-μm diameter have been used in these experiments. The 600-μm aperture produced speckle in the imagery approximately equal in size to the smallest (0.88-mm diameter) disc in the test target and was used in all experiments unless otherwise noted.

The linear speckle dimension, \( s = \frac{\lambda f}{D} \), where \( f \) is the focal length of lens \( L_2 \) and \( D \) is the aperture diameter, was 0.5 mm when the 600-μm diameter aperture was used. For all images recorded and displayed in this report, the film exposures were adjusted to stay within the linear portion of the film response.

5. ILLUMINATION LEVEL AND IMAGE QUALITY

With reference to Table 1, it is noted that the white light image improves greatly as the light level increases. This is well known, and commonly with degraded or noisy images the first remedial action is to increase the illumination from the source. For monochromatic illumination with N-looks it is seen from Case II.2. of Table 1 that the role of N in decreasing the illumination contrast ratio is analogous to the role of the photon flux, \( n_0 \), with white light. Thus, to a large extent, research results in which white light is used can be expected to have this direct analogy in the case of monochromatic illumination, i.e., photon flux in the white light case acts in direct analogy to the number of independent looks using monochromatic illumination. In this context the experiments in white light shown in Figures 1.6 and 2.6 of Rose show a striking similarity, as regards both detection and image quality, to data presented here in which monochromatic light is used.

Using this analog we would expect the \( N = 1 \) case, termed fully developed speckle, to result in very badly degraded images. Of
course, the analogy is not essential in this case since the contrast ratio of unity corresponds to a signal-to-noise ratio of unity. This is known a priori to yield poor image quality.

But now notice that the contrast ratio $C_R = 1$ is computed without regard to the illumination level of the laser. Does this mean that the image quality is independent of brightness once the illumination is above the thermal fluctuation level? The answer is yes, and this is shown in Figure 4 where an exposure range of 16:1 is used. Almost no difference is observed in which of the gray discs are seen as the exposure is increased from $E = 1$ to 16 (relative units).

While this result is not new, photographs demonstrating this effect have not been found in the published literature. Of course, one must keep the illumination above the photon flux noise and below the saturation levels of the film, and in Figure 3 the $E = 1$ value is too low. A common misconception in laboratory technique with speckled imagery is to find the "optimum" exposure level with meticulous care to record data over the entire dynamic range of the film. From Figure 4, it is clear that a better procedure is to expose for the mid-range of the film since no amount of darkroom artistry is going to provide good image quality when speckle illumination is degrading the imagery.

6. EXPERIMENTS WITH VARYING SPECKLE SIZE

As noted in the Introduction, in the perception of a disc of constant gray level in speckled imagery of our version of Rose's test pattern, Figure 2, an observer visually averages over the intensity fluctuations due to speckle encompassed by the disc area. If the shape is intricate, undoubtedly the observer's processing is complex. For convenience in analysis, however, consider the following simple model. Let the observer perceive the sample mean of the intensity $\mu$. We assert that, for disc area $A$ and average lineal speckle dimension $s$ in the image plane, the visual averaging process is equivalent to taking $N$ independent samples given by $N = A/s^2$. The assertion that the number of independent samples over the disc area is given by dividing $A$ by the average area of a speckle, i.e., approximately $s^2$, requires that the speckle pattern be decorrelated on a speckle-to-speckle basis. A detailed discussion of this point is found in Reference 8. Goodman obtains a similar result when evaluating speckle smoothing by a finite detector aperture. While our approach is not analytically precise, it can be used to estimate the smoothed variance in a sample mean of the intensity, $\sigma$, using the single element variance $\sigma_1$ and the number of independent samples, $N$, from $\sigma = \sigma_1/(N)^{1/2} = \sigma_1 s/ A^{1/2}$. Thus the fluctuation in the mean
value of $\mu$ perceived by the observer is smoothed by an amount which depends on the relative size of the disc and the speckle. From this simple argument we conclude that for low-contrast images in speckle, the visual detection process should be expected to improve as the image area increases or the speckle size decreases.

In order to study this notion experimentally, three sets of images of test pattern, Plate 2, Figure 2, were recorded with each set having different speckle size. The speckle size was controlled by adjusting the diameter of the aperture in the imaging system shown in Figure 1. The 600-, 400-, and 200-$\mu$m apertures used for the set of images shown in Figure 5 produced speckle in the imagery having linear dimension, $s = \lambda f/D$, of 0.5, 0.75, and 1.5 mm, respectively. The images shown in the first row of Figure 5 were recorded without speckle and indicate the system resolution with each aperture. Note that with the 200-$\mu$m aperture in place, the smallest (0.88-mm diameter) disc in the test pattern is not well resolved. The striations visible in these images are due to inhomogeneities in the emulsion of the test pattern.

The set of images displayed in the second row of Figure 5 show the effect of speckle size on the visual detection process. Columns 4 through 8 of test pattern, plate 2, are shown. It is noted that with the 600-$\mu$m aperture, rows 1 and 2 of the test pattern are detected reliably. The row 2 diameter is 7 times the speckle size while row 3, which is detected with some difficulty, is a factor of 3.5 times the speckle size. As the speckle size is increased to 1.5 mm in column 3 of Figure 5, both rows 3 and 2 of the test pattern disappear while row 1 remains easily visible. The disc diameter in row 2 of the test pattern is 2.4 times the speckle size while row 1 is 4.7 times the speckle size. Clearly, for a given speckle size, the larger the area of the disc, the easier it is to detect it in the image. These observations are in good agreement with the prediction by Dainty (top-hat or high-contrast case) of 95% detection probability for an image diameter of four times the speckle size.²

The images displayed in Figure 5 show the improvement in detectability achieved from speckle smoothing by superposition of independent speckle patterns in the manner discussed in Section 7.

7. COMPARISON OF MULTIPLE LOOK METHODS FOR SMOOTHING

A. INTENSITY SUPERPOSITION OF N LOOKS

For the addition of speckle patterns on an intensity basis with the plane wave reference absent, $R = 0$, three separate methods were used. While they are by no means identical, under controlled conditions, they were found to give essentially equivalent results with regard to minimum detectable object contrast, speckle contrast, and image appearance.
B. N-SEPARATE OPAL GLASS DIFFUSERS USED

In the ensemble of N-diffusers method, a different opal glass diffuser was used to produce the speckle field for each exposure. Images of test pattern, plate 1, Columns 1-7, formed by multiple exposure recording for N = 1, 2, 4, 8, 16 independent speckle patterns are shown in Figure 6. The array of discs illuminated is four rows by seven columns. With reference to Figure 2, the transmission values run from 0.88 to 0.047. The most dense column (0.018) has not been illuminated. Note that row 4, for which the disc diameter is about equal to a speckle size, is not detected at all in the one-look case due to the high false-alarm rate. In the original photographic data two or perhaps three of the row-4 discs are seen but only when N = 16. It is clear that one can read, quantitatively, the variation of threshold contrast as a function of N for a fixed size of disc. Average data of this type from several observers are included in Figure 10.

In the event that printing has changed the resolution, some of the above discussion may have been confusing. However, the larger discs should be printed more legibly. Thus, centering attention on the largest discs, one should see all but the lowest contrast at N = 16, losing one by N = 4 and another at N = 1.

C. CASCADE OF TWO DIFFUSERS WITH MOTION

The cascaded diffusers technique involved placing a sheet of Kodak fine ground glass behind the opal glass diffuser and moving it between exposures. The diffusers are moved relatively slightly between the multiple exposures on film. This method has practical importance,\(^{14,12,13}\) and so it is interesting to compare to the ensemble-average method described above. To obtain good decorrelation of speckle, care must be taken to insure that neither diffuser has a specular component or hot spot. If it does, then in moving only one diffuser, some residual correlation exists and a more complex analysis is required to derive the statistics.\(^4\) With imperfect diffusers the general case which needs to be analyzed is that in which N-fold partially correlated patterns are superimposed together with a plane wave reference.

Another subtle departure occurs if the temporal coherence length of the laser is relatively low, e.g., an etalon for single moding is not used. Then the diffuser cascade will give speckle of lowered contrast.

---


due to the larger path differentials which occur, i.e., light reaching a given point on the opal glass comes from many points on the ground glass, travels for significantly different path distances, and results in a partial loss of coherence in the illuminating beam.

Nevertheless, if suitable care is taken, data for N-fold superpositions are essentially indistinguishable from that shown in Figure 6. Figure 7 shows the results of superimposing up to 128 images formed using different positions of the cascaded diffusers. Columns 1-7 of test pattern, plate I, are shown.

D. N-POSITIONS OF THE CONTROLLING PUPIL

In the third method for obtaining independent speckle patterns the aperture shown in Figure 1 was moved a distance equal to several times its diameter between exposures. Due to convenience this method was used to obtain the data on resolution and detectable contrast for multiple looks presented in the following sections.

To make the speckle size large enough so that film grain effects are unimportant and so that the speckle is comparable to the smallest disc size, a small pupil is used (Figure 1). Moving the pupil in the plane by its own diameter (or by a few diameters) is adequate to decorrelate the speckle. First we discuss the N-fold averaging using this method and second, we present data showing averaging over a range of N from 1 to 128.

An any point in the image plane, the electric field can be written as a summation over a small resolution cell centered at the corresponding point in the object plane. With the unity magnification in the system shown in Figure 1, i.e., size D gives a speckle size s and an impulse response w on the order of w = s = λF/D, where F is the focal length. How much should we move the pupil? A mathematical answer is given by Equation (4.9) of Reference 1. Herein, we present a simple physical description.

Consider the field emanating from only a single resolution cell in the object. The transverse correlation length of this radiation as it crosses the plane of the pupil is on the order of λF/w=D; but of course, it is the pupil size! Thus, moving the pupil by several times D gives rise to a spatially random selection of brights and darks for the particular image point. Since the same portion of the opal glass diffuser gives rise to the entire N-fold intensity samples at its corresponding image position, it is reasonable to think of this as a spatial sampling of the far-field speckle pattern due to the diffuser of size w. Thus, in establishing experimentally that the pupil motion leads to a smoothing which is essentially equal to that for the ensemble average, we provide a direct verification of the applicability of the ergodic hypothesis to this problem.
Test photographs for this method are shown on the left-hand side of Figure 8. Images of the test pattern, plate I, were formed by multiple exposures on Polaroid film in the image plane of Figure 1. Only diffuse illumination was used; the uniform plane wave beam was blocked. A 600-μm telescope aperture was used in the imaging system and was displaced 2 mm between exposures to produce independent speckle patterns. The exposure times were adjusted to correspond to the linear part of the film response curve. This facilitates reading data from the photographs, although the detectability is independent of exposure value. Index markers, 1-8, in the figure refer to the test chart column numbers in Figure 2. The N superimposed images of the test chart shown in the left-hand columns of Figure 8 can be seen to give equivalent results to those for methods one and two shown in Figures 4 and 5. Data from the photographs in Figure 8 were used to plot the curves in Figure 10.

8. MULTIPLE LOOKS BY POLARIZATION DIVERSITY

It has previously been shown that thick opal glass diffusers, such as the 500-μm diffusers used in these experiments, produce nearly complete depolarization of the transmitted light and the perpendicular components of polarization yield uncorrelated speckle fields. Therefore an image of the test pattern illuminated by the diffuser is equivalent to a superposition of two images with independent speckle patterns. This equivalence is demonstrated in Figure 9. Columns 1-6 of the test pattern are shown. Figure 9b shows a multiple exposure formed by moving the aperture in Figure 1 between exposures to produce independent speckle patterns. An analyzer was placed after the diffuser, as shown in Figure 1, to allow only the vertical component of polarization to illuminate the test pattern. To form the image shown in Figure 9a the analyzer was removed producing two uncorrelated speckle patterns for each position of the aperture. In this case only four exposures were required to produce eight independent superimposed patterns. It is seen that the minimum detectable contrast for each row is the same in Figures 9a and 9b demonstrating the validity of using polarization diversity for speckle averaging. In all cases in which multiple superpositions of speckle fields were made, the analyzer was removed to reduce the number of exposures required by factor of two.

9. MULTIPLE LOOKS AND THE SPECULAR BEAM RATIO

The effect on image detectability of N-fold superpositions of independent speckle patterns is shown in the left-hand side of

Figure 8. The lowest density disc detectable in each row of the test pattern was determined for each value of N and the results from observations by several individuals were averaged. The object contrast ratios are shown in Figure 10; $T_1$ is the transmission of the disc and $T_2$ is the transmission of the background. The object contrast is $(T_2 - T_1)/T_2$, where $T_2 = \frac{1}{N}(T_1 + T_2)$. The points at $N = \infty$ were obtained by continuously moving a ground glass diffuser behind an opal glass diffuser during the exposure and correspond to the noncoherent case.

For equal illumination contrast ratios, $C_R$, obtained by different speckle smoothing techniques, the minimum detectable object contrast ratios $(T_2 - T_1)/T_2$, should be approximately equal. From the expressions for $C_R$ in Table 1 the illumination contrast ratios are found to be equal for speckle averaging by superposition of $N$ independent speckle fields and for the addition of a speckle beam to a plane wave reference beam when

$$R = N - 1 + \sqrt{N(N - 1)}$$  \hspace{1cm} (25)$$

The right-hand side of Figure 8 shows images recorded when the test pattern was illuminated with the plane wave coherently added to the diffuse beam at the beam splitter shown in Figure 1. Their electric field vectors are collinear. The ratios of plane wave to diffuse beam intensity $R \ u_0/ u_\dagger$, used in recording the images were calculated from Equation (25), using the values of N in the left-half of Figure 8. The index lines labeled 1-8 are to identify positions on the transmission mask reading from right to left in Figure 2. Separate photographs were taken for each R value in order to include the full range of disc transmittances and also to provide an independent photograph with some data overlap. Images covering a greater range at R-values are shown in Figure 11.

The threshold level of detectable contrast is plotted versus the beam ratio in Figure 12. These data were obtained from Figure 8, using several observers who were instructed to decide whether or not they detected a disc. These curves should be viewed as preliminary since numerous human factors which are important in such testing were largely ignored. For example, there is a considerable difference between the threshold of detection and object recognition, and it was clear during the testing that this caused some spread in the data.

It is seen by comparing the images in Figure 8 that the object detectabilities and speckle contrasts are approximately the same for the N-look images and the speckle beam plus plane wave beam images. The measured deviation from equivalence of the minimum detectable object contrast for the two methods of illumination is shown in Figure 13. This plot illustrates that slightly lower contrast discs are detectable in the
two-beam method than for the equivalent [by Equation (2)] N-looks. This is expected from the lower speckle field contrasts for the mixed beam imagery seen in Figure 8.

Figures 10 and 12 are examples of how one might use the experimental technique to obtain design parameters for a coherent imaging system. From Figure 10 we see that if the speckle size is equal to the object size, then 4-looks must be made before an object with maximum contrast can be observed. The same data however shows that we can trade resolution for minimum detectable contrast, i.e., by reducing our resolution requirement by a factor of four we can observe a minimum detectable contrast of 0.9 with 4-looks.

The data shown in Figure 12 can be used in the same way to evaluate system performance. For example, if the diffuse component reflected from an object is 10% of the specular reflection, then we can determine the minimum detectable contrast at different resolutions for \( R = 10 \).

10. PROBABILITIES OF DETECTION, FALSE ALARMS AND MISSED SIGNALS

The regular spacing of the test pattern used in determining minimum detectable contrast conveys a strong clue to the observer. This probability somewhat squelches the false alarm and missed signal rates and invalidates its use for testing these aspects. A transmission test target consisting of a random array of discs was therefore designed. A random two-dimensional array of points, such as that shown in Figure 14, was generated and plotted by a computer. This was used to construct an array of discs, all of the same diameter and contrast. This array was used as the input to the optical system in Figure 1 and a set of images recorded for different values of \( N, R \) or speckle size.

Observers were shown a disc of the same contrast and size as those in the test pattern and asked to locate all similar discs in the images. Probabilities for detection, \( P_D \), missed signals, \( P_M \), and false alarms, \( P_F \), were defined as

\[
P_D = \frac{n_o}{n},
\]

\[
P_M = \frac{n-n_o}{n} = 1 - P_D
\]

\[
P_F = \frac{n_F}{n}
\]

where \( n \) is the total number of discs in the test pattern, \( n_o \) is the number correctly located, and \( n_F \) is the number the observers thought they saw which were not on the test pattern.

Images of 1.77-mm-diameter high contrast discs, \( (T_2-T_1)/T_2 = 1.97 \), are shown in Figure 15 for values of \( N \) up to \( N = 8 \). The probabilities from observations by a group of individuals are plotted in Figure 16. From Figure 10, a minimum detectable contrast of
1.97 for a 1.77-mm-diameter disc corresponds to N = 1. In Figure 16 at N = 1, the detection probability is 50%, indicating that the knowledge of disc location in the regular array increased the observer signal-to-noise factor, as would be expected.

The detection process by observers can be modeled as a search over the image for areas of known size having average density values lying within a defined range or window. In detecting the high-contrast discs, the observer is required to set only the upper density threshold defining this window; the lower value is effectively zero due to the limited dynamic range of the image recording medium. Figure 17 displays the intensity probability density, $p(u)$, when no signal is present. For small values of $u$, $p(u)$ decreases with N, yielding a corresponding rapid increase in detection probability and decrease in false-alarm probability. For high-contrast targets, i.e., when target $u_t$ is much less than $<u>$, a discussion of single threshold machine detection of high-contrast discs has been given by Dainty and the results may be qualitatively applicable to this simplified visual model.

Images of 1.77-mm-diameter discs with contrast, $1.1 - 1.77$, of 0.23 are shown in Figure 18 and the detection probabilities and false-alarm probabilities plotted as a function of N in Figure 19. For the detection of low-contrast discs the observers have the difficult task of defining both upper and lower density thresholds and applying them consistently over a large variation in speckle noise contrast. Human factors, such as training, therefore become more important than for high-contrast disc detection and may explain the lack of close agreement between the detection probabilities in Figure 19 and the minimum detectable contrast for row 3 in Figure 10.

If the signal $u_t$ has an intensity near $<u>$, i.e., a low-contrast signal, then from Figure 17 the probability density at $u_t$ increases with N at small values of N, then approaches zero as N becomes large. The probability of finding a false signal with the intensity $u_t$ is given by $p(u_t)$. With a detection window around $u_t$, the false-alarm rate should also reach a maximum value at intermediate values of N. From an examination of Figure 18, the maximum in $P_f$ can be seen to lie at approximately N = 8 for this low-contrast disc. Although this was observed by some of the individuals whose readings were averaged for Figure 19, the effect is masked by the large variance in $P_f$ for the observer group. The extreme for $P_f$ for the observers are from 0 to 1.8 at low values of N.

Figure 20 shows images of 0.233 contrast discs 1.77 mm in diameter at values of R equivalent to the N-values in Figure 18. The detection probabilities and false-alarm probabilities are plotted in Figure 21. The agreement with the N-look probabilities is within the observer error.

To avoid the experimental difficulties and uncertainty resulting from using human observers, future efforts will be directed
toward the use of machine detection to measure false-alarm rates and detection probabilities.

11. CONCLUSIONS

An expression is derived for the threshold object contrast that is detectable in the presence of speckle noise [see Equations (10) and (11)]. The effects of smoothing by area (trading resolution) and by multiple looks are included. A convenient characterization of the speckle noise is the ratio of rms fluctuation to average intensity, i.e., \( \sigma / \mu \).

While the idealized damped exponential density is commonly used in speckle studies, herein, we have used two more general cases (Table 1) which cover a wide range of practical situations. For the N-fold intensity superposition, the quantitative decrease in minimum detectable object contrast has been measured as a function of N for different object sizes. Similarly, for the reference beam plus speckle case, the improved detectability with larger beam ratios R has been measured. The observed slopes in Figures 10 and 12 are in accordance with the theory. The main results of the research are contained in these data. In their application to varied systems, first, one must make an estimate of the statistical density function which characterizes the background speckle noise. If one finds good correspondence to the densities in Table 1, then our data are applicable to the problem of establishing thresholds of detection for the system being analyzed.

The display of detection thresholds as a function of object size and contrast has been greatly facilitated through the use of our adaptation of Rose's test pattern. Other factors such as polarization, illumination level, wavelength, and recording medium are also readily varied. In the present report, photographic data are provided to illustrate the effectiveness of this method. As an illustrative example, three different methods of smoothing speckle were studied. A complex analytical solution to this problem, described by McKeehne, has shown these methods to provide approximately equal smoothing. In our experiments, which are simple and straightforward, it is relatively easy to demonstrate this result. Additionally, experiments showing that the speckle decorrelates with input polarization are described. Experiments are also described showing that fully developed speckle leads to an image degradation that is independent of light level over a very wide range.

Random arrays of discs were used to determine false-alarm rates and detection probabilities for both high-contrast and low-contrast targets. The results for high-contrast discs show good agreement, both with the theoretical predictions of Dainty and with our experiments on minimum detectable contrast. Accurate quantitative
measurements by human observers are more difficult for low-contrast discs, and the results are highly dependent on observer training and experience.
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TABLE 1. DENSITY FUNCTION AND CONTRAST RATIO FOR SPECKLED ILLUMINATION IN THE IMAGE PLANE. THE BRIGHTNESS LIMITED CASE IS INCLUDED FOR WHITE LIGHT. (Tabulation is for \( f(u) \) when \( u > 0 \); \( f(u) = 0 \) when \( u = 0 \). \( \eta_o \) is the number of photons crossing per unit area; \( \mu_o \) is the plane wave intensity; \( \mu_s \) is the speckle beam, average intensity; and \( R = \mu_o / \mu_s \).

<table>
<thead>
<tr>
<th>Case</th>
<th>( f(u) )</th>
<th>( \langle u \rangle )</th>
<th>( \sigma_u^2 )</th>
<th>( C_R = \sigma_u / \langle u \rangle )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) White light</td>
<td>...</td>
<td>( u_o )</td>
<td>( u_o )</td>
<td>1/( u_o^{1/2} )</td>
</tr>
<tr>
<td>(ii) Monochromatic light</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(i) Fully developed speckle</td>
<td>( e^{-u^2/u_o} )</td>
<td>( a )</td>
<td>( a^2 )</td>
<td>1</td>
</tr>
<tr>
<td>(ii) Superposition of ( N )-fold independent speckle intensities</td>
<td>( (Nu)^{-1}e^{-u^2/a^2}u^{N-1} )</td>
<td>( a )</td>
<td>( a^2/N )</td>
<td>1/( N^{1/2} )</td>
</tr>
<tr>
<td>(iii) Fully developed speckle beam interferometrically added to a plane wave reference beam</td>
<td>( \exp(-\langle u_o \rangle^2/u_o)\sqrt{2(u_o)^{1/2}/u_o} )</td>
<td>( u_o )</td>
<td>( u_o^2(1+2R) )</td>
<td>( (1+2R)^{1/2}/(1+R) )</td>
</tr>
</tbody>
</table>
Figure 1. Setup for measuring thresholds of object contrast for speckled images. (The test object is imaged at unity magnification with a small pupil of diameter D to control the size of the speckle.)

<table>
<thead>
<tr>
<th>TRANSMISSION $T_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLATE 1 0.018 0.047 0.093 0.170 0.30 0.49 0.70 0.88</td>
</tr>
<tr>
<td>PLATE 2 0.012 0.017 0.029 0.054 0.099 0.17 0.28 0.45</td>
</tr>
</tbody>
</table>

Row Dia.(mm)
1 7.11
2 3.55
3 1.77
4 0.88

Figure 2. Test pattern. (The transmission for the two plates used in the experiments is shown at the top of the columns of discs. The integers at the bottom of each column and the row numbers are used in identifying discs in the text and other figures.)
Figure 3. Model for area averaging of speckle. (The signal $T_1$ is a dark spot in a bright background $T_2=1$. The average length of a speckle is $s$ and the signal extent is $X$).
Images of the same test pattern with diffuse illumination varying in relative intensity from 1 to 32. (Columns 1-6 of test pattern, plate 1, are shown.)
Figure 5. Effects of aperture size on resolution for coherent plane wave illumination and for illumination with one and two speckle fields. (Columns 4-8 of test plate 2 are shown.)
Figure 6. Speckle averaging by intensity superposition of speckle patterns from N different opal glass diffusers.
Figure 7. Speckle averaging by superimposing N speckle patterns from a cascaded ground glass and opal glass diffuser. (The first diffuser was displaced parallel to the second diffuser between exposures.)
Figure 8. Comparison of test pattern images for $N$ superpositions of independent speckle fields with images formed when the pattern is illuminated with a plane wave and a diffuse beam. (The ratios, $R$, of
plane wave intensity to diffuse beam intensity chosen are equivalent by Equation (2) to the values of N for the adjacent images.
Figure 8. (Concluded)
Figure 9. Comparison of speckle averaging by polarization diversity with averaging by displacement of the imaging system aperture.
Figure 10. Object contrast required for detection of three different size test pattern discs as a function of the number of superimposed independent speckled images, N. (The speckle size is equal to the diameter of the discs in row 4.)
Figure 11. Test pattern images of columns 1-6, with plate formed by illumination with a plane wave and a diffuse beam.
Figure 11. (Concluded.)
Figure 12. Object contrast required for detection of test pattern discs of the different sizes as a function of the ratio of intensities, \( R \), of the plane wave component to the diffuse component of the illuminating beam. (The speckle size is approximately equal to the diameter of the discs in row 4.)
Figure 13. Comparison of minimum detectable contrast for images formed by $N$ independent speckle field superpositions with the minimum detectable contrast for images formed by illumination with the equivalent ratio of plane wave to diffuse beam intensity given by Equation (25).
Figure 14. Random two-dimensional array.
Figure 15. Images of high-contrast, 1.77-mm-diameter disc array with speckle averaged by superposition of N speckle patterns. (Contrast 1.97.)
Figure 16. High-contrast disc detection in a random array. The disc diameter is approximately three times the speckle size.

Figure 17. Probability density of speckle intensity (Reference 4, p. 54).
Figure 18. Images of low-contrast 1.77-mm-diameter disc array with speckle averaged by N speckle pattern superposition. (Contrast 0.23.)
Figure 19. Low-contrast disc detection in a random array. The disc diameter is approximately three times the speckle size.
Figure 20. Images of low-contrast 1.77-mm-diameter disc array with plane wave and diffuse beam ratios, R, corresponding to values of N in Figure 18.
Figure 21. Low-contrast disc detection in a random array. The disc diameter is approximately three times the speckle size.
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