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I. INTRODUCTION

High-current pulsed electron beam accelerator concepts are being

investigated in our laboratory. One particularly interesting concept1
is based on accelerating sections containing charged internally-switched
elements. By closing the various switches in the proper synchronization,
electromagnetic pulses are produced that would accelerate pulsed beams.

This concept has recently been ana.lyzedz’3 by considering the cavities

in which the electromagnetic pulses travel as transmission lines and ap-
plying principal mode theory. It was soon realized that geometries that
correspond to constant-impedance transmission lines are advantageous for
producing uniformly accelerated beams. Pulse distortions at the line
discontinuities are being investigated by employing equivalent circuit

represent:ationz""7 of the discontinuities. Although such an analysis
provides a closed form representation to the time dependence of the re-
sulting accelerating pulse, it leaves much to be desired. Firstly, as

the frequency is increased the lumped parameters become frequency depen-
dent and above a critical frequency the entire equivalent circuit repre-
sentation breaks down. Secondly, complications arise when discontinuities
are close to each other. And thirdly the value of the equivalent para-
meters is not available for many interesting geometries. Another feature
not addressed by the transmission line analysis is the coupling of the
beam to the accelerating structure.

In order to complement the transmission line analysis and address
the above issues, computer simulations with electron beams have been per-
formed. A two-dimensional axi-symmetric code was obtained from the Naval
Research Laboratory that directly integrates Maxwell's equations and then
accelerates charged particles with the resulting fields. Additions and
modifications were made to the code so that it would address some of the
questions raised by the transmission-line analysis.

1

A.I. Pavlovskii, V.S. Bosamykin, G.D. Kuleshev, A.I. Gerasimov, V.A.
Tannankin, and A.P. Klementev, Sov. Phys. Dokl. 20, 441, (1975).

2D. Eccleshall and J.K. Temperley, "Transfer of Energy from Charged Trans-
migsion Lines With Applications to Pulsed High-Current Accelerators,'
Jour. of Appl. Phys., Vol. 49, pp. 3649-3655, July 1978.

3 Temperley and D. Eccleshall, "Analysis of Transmission-Line Accel-
erator Concepts," ARBRL Report TR-02067, May 1978. (AD #A0563634)

J.R. Whinmery and H.W. Jamieson, "Equivalent Circuits for Discontinui-
ties in Transmission Lines," Proc. IRE 32, 98-115, 1944.

5J.R. Whinnery, H.W. Jamieson, and T.E. Robbins, "Coaxtial-Line Discontin-
uities," Proc. IRE 32, 695-709, 1944.

J.R. Whinnery and D.C. Stinson, "Radial Line Discontinuities," Proc.
IRE 43, 46-51, 1955.

ZJ.K. Temperley, "Analysis of Coupling Region in Transmission-Line Accel-
erators," ARBRL Report (to be published).

7

4

6




Section Il will present the formulation and limitations of the code,
and Section III will describe how the code is applied to the current
problem. The remainder of this report is devoted to the results, dis-
cussion and direction for future work. A program users guide is provided
in the Appendix.

I1. FORMULATION

A. Electromagnetic Fields

The propagation of electromagnetic fields is governed by Maxwell's

equations. In their usual form8 the equations are written as (we use
Gaussian units since these are the units for which the code was written)

VeD = 4mp 5 (1)

<
.
o
"
o
-

(2)
_ 4rm g
vXn-—c} - . (3)

and

ina'+%§%=o 3 (4)

where

D is the electric displacement,
E is the electric field,

B is the magnetic flux density,
H is the magnetic field,

J is the current density,

p is the charge density,

and ¢ is the velocity of light.

8

Classical Electrodynamics, J.D. Jackson, p. 178, J. Wiley, 1962.




v

In vacuo

and (5)

We will consider only the in vacuo case for this report.

If the initial values of the fields are given and knowledge of
their time evolution is desired, it is convenient to write eqs. (3 and
4) using eqs. (5) as

%§=ch§-41:3 (6)
and
%%-= - € Vx E. (7

Application of the continuity equation
o + 2 o
veJ + S _ (8)

to eqs. (6 and 7) will show that if eqs. (1 and 2) are initially obeyed
they will continue to be obeyed when subjected to the time evolution
prescribed by eqs. (6 and 7); thus a time integration algorithm need only
consider eqs. (6 and 7).

A staggered-leapfrog scheme similar to that of Boris? is used to
advance the E and B fields. The space grids used are shown in Fig. 1.
For our present purposes only the transverse magnetic (TM) modes are
considered. This restriction combined with the two-dimensional axi-
symmetric nature of the code implies that only the EZ, ER, Be, JR’ and

JZ field components enter into the calculations. The JR field component

Ve.p, Boris, "Relativistic Plasma Simulation-Optimization of a Hybrid
Code," in the Proceedings of the Fourth Conference on Numerical Simula-
tion of Plasmas, Ed. by J.P. Boris and Rama C. Shanny, pp. 3-67, Naval

Research Laboratory, 1970.
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Figure 1. Space grid for the finite difference Maxwell equations
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is suppressed because allowing the particles a radial degree of freedom
would lead to beam blow-up if no stabilizing BZ field is present. Such

a Bz field of course introduces non-TM modes. Later we will justify

and explain the motivation for limiting the calculations to the TM modes.
The fields are evolved with the following equations:

E, (Z - 82/2, R, T + AT/2) = E,(Z - 82/2, R, T - AT/2) +

CAT [?R + AR

e 5x— By (2 - 8Z/2, R+ 8R/2, T)

2R - AR
- =5 B, (2 -82/2, R - AR/Z,'Tﬂ (9)

- 4m AT J, (Z - 8Z/2, R, T) ,
Ep (Z, R - OR/2, T + AT/2) = Ep (Z, R - 8R/2, T - AT/2)
SSBY e SR BRI Y (10)
AZ )
- By @ - AZ/2, R - AR/2, T)],
and

B. (Z - 0Z/2, R - AR/2, T + AT) = Be (Z - AZ/2, R - AR/2, T)

CAT

~ [E, (2 - 82/2, R, T + 8T/2) - E; (Z - AZ/2, R - OR, T + AT/2)] (11)

S [E, (Z, R - 8R/2, T + AT/2) - By (Z - 8Z, R - BR/2, T + 61/2)]

AZ

On the axis (R=0) eq. (9) is replaced by

11




E, (Z-42/2, 0, T +4/2) = E, (Z - 82/2, 0, T - AT/2) +

4cAT
s By (2 - 4Z/2, 8R/2, T) (12)

- 4naT J, (2 - 2/2, 0, T) .

This equation follows from an application of Stokes' theorem. Also on
the axis Be and E, are set to zero. This is done in practice by setting

R
Ep (Z, - 8R/2, T + AT/2) = - Ep(Z, AR/2, T + AT/2) (13)

and
By (Z - AZ/2, - OR/2, T) = - By (2 - AZ/2, 8R/2, T) . (14)

The code at present allows only those boundaries which lie along
the Z or R directions. Perfectly conducting boundaries are assumed;
thus the tangential components of E and the normal component of B are
zero on the boundaries. With our restricted number of field components,
only the boundary conditions on E enter into consideration. The code
sets the E field to zero within the conductors by means of rectangular

(in an R, Z plane) masks. Two masks are required, one for ER and one

for EZ’ because of the different boundary conditions and grid point lo-
cations of these field components.

The solution of the finite difference equations (9-14) are not the
exact solutions to Maxwell's equations. An effective way to judge how
good are the finite difference solutions is to examine their dispersion
relation. First we will examine the dispersion relations for the dif-
ferential equations so that we will have a basis for comparison. From
Maxwell's equation it is a simple matter to show that, in a charge free
region, the electric field obeys the wave equation,

7
vE - 15-3—% (15)
c ot
For our geometry we obtain the following equations for the field com-
ponents;10
10

Methods of Theoretical Physics, P.M. Morse and H. Feshbach, p. 116,
MeGraw-Hill, 1953.
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2 2

.l._a_(R_._aER _iz.q,aER:_l.——-——aER (16)

R 9R 3R RZ 322 c2 at2
and

2 2

_}__B(RBEZ)+3EZ=_13EZ an

R 9R oR 372 2 at2

Now assume the field components have the form R" exp [i(wt + k R +
k Z)]. Equations (16) and (17) then become respectively:

2 ik 2
2 =

Sr=c’ - @ne ) R s (18)

k k“R k"R
and

2 ik 2

w CoR n

=5 = [1 - (2n + 1) = =i ] 5 (19)

k2 kz =22 szZ
where k2 = k: + kg .

If kR = 0, then any propagating part of the field must have EZ = 0;
and it is convenient to choose n = - 1 so that eq. (18) becomes nondis-
persive, wz/k2 = cz. (The choice n = 1 would violate the equation
v+E = 0 that results from our charge-free assumption.) If kR # 0, then
for stability reasons to keep the dispersion relations real, n must be
- %u In this case eqs. (18) and (19) become

2
2 3
| See v —ma) (20)
‘ and
| 2
2 1
) 5 e e 4L i
’ k 4k"R
Now back to the difference equations. Just as with the differential
, equations, it is most convenient to derive the dispersion relations from
‘ a wave equation. We now derive the finite difference form of the wave
equation directly from the finite difference form of Maxwell's equations.
b The notation may be simplified by introducing the following operators:
13
bt
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3¢ X (2, R, T) = [X(Z, R, T + AT/2) - X(Z, R, T - AT/2)]/AT, (22)

1]

BZ X(R, Z, T) [X(Z + AZ/2, R, T) - X(Z - AZ/2, R, T)]/AZ, (23)

i

aR XR, 2, T) {X(Z, R + AR/2,T) - X(Z, R - AR/2,T)]/AOR, (24)
and

3. XR,2,T) = [ + 2yx(z,R + aR/2,T)

R ] 3’ 2R s 3>
AR
- (1 - 5p)X(Z,R - AR/2,T)]/ DR, (25)

where X is any field component.

We note that all pairs of these operators commute except 3, and 3 .

Equations (9-11) can now be written compactly as e -

cd; B, - 4nJ

3]
m
|

T et R 6 ik

aT Byyisim caZ By (26)
and

3 B, c[3, E, - 3, ER]

In a charge-free region.v-f = 0; the finite difference form of this equa-
tion is

aRER + BZ EZ =0 (27)

From eqs. (26,27) follow in a charge-free region

|23 B S ]

9w By = 3, 395 By ® 3. B (28)

T R R R R

14




and

1 .2 oL 2
cz aT EZ = aR aE EZ + az Ez 4 (29)

These last two equations expand to read

-

- [Eg(Z.R,T + AT) - 2 B (Z,R,T) + B (Z,R, T - aD)]/(am)? =
(4

AR AR AR
(A e B (ER * 8 T) ¢ (g - -2k - DERERD

+ (1 - Eﬁég—zioﬁk(z,k - AR, T)]/(AR)2 +

[Eg(Z + 0Z,R,T) - 2 B (Z,R,T) + Eg(Z - AZ,R,1)1/(82)2  (30)
and
if-[sz(z, R,T + AT) - 2E,(2,R,T) + E,(Z,R,T - 4T)])/(aT)? =
[+ %%) E;(Z.R + OR,T) - 2 E(Z,R,T) (31)
» (¥ - %%a E,(Z,R - OR,T)]/ (aR)*
+(Ey(Z + OZ,R,T) - 2 E,(Z,R,T) + B, (Z - 0Z,R,D)])/(a2)% .

Again we assume that the field components have the form R" exp
" [i(wt + kR R + kzZ)]. As before when kR = 0, we take n = -1; and the

resulting form for ER inserted into eq. (30) yields

(CA;)Z > (£%£)= (A;)Z sin’ (kzzAz) ; i

15




When kR # 0, we take as before n = - %; and when this form is inserted

into eq. (30) we obtain

1 : eiwAT il e—iwA i 12 eikz AZ 2+ e-ikZ AZ
(€ AT) (AZ)

1 < AR apy WL gikg 8B o, AR (33)
+ — 1+—-——-—)(1+——-—> 2R + AR
(AR)Z [ 2R + AR R
) AR, (1 _ &R ) (1 _ AR -1/2 o-ikpAR

2R - AR 2R - AR R)

The coefficient of the exponentials are then expanded in power series of
AR/R and the resulting series are multiplied term by term. Proceeding in
a straightforward manner after collecting the common powers of AR/R yields
the following dispersion relation for Ep

k, AR

1 Sin2 (wAT " sin2 ( R 5 1 sinZ(kZZ>
2 2 2 2 2 2

(€AT) (AR) (aZ)

= 1 K cOs (kR AR) ©

8R% - 2(sR)% 2R® =0

1 4n+4) ek 3 <zm)§52n -

24n+4 2n+2 §e 22n+m+2 m/\ R

2n-1

+

i Sin(kR AR) E 1 (4n+2) * an 1 <2m) (AR)
R P 24n+2 2n+1 oo 22n*m+l (m R

where (s) is the binomial coefficient. Proceeding in the same manner

from eq. (31) we obtain the dispersion relation for E_, as follows,

Z

s ke AR k.Z
L oin? (8E) v L it (e L e? ()
(cAT) (4R) (az)

& CcOs (kRR) E X <4n+2)
2 n=0 2n

(AR )2“ (35)
16R

4R

i sin(kR AR) 2n+1

p ‘E 4n+4)(A_R_)
T 16R% geo \*1/\R

16




In the limit AT, AR, and AZ -+ 0, eqs. (34-35) reduce to eqs. (20-21)
as expected. Now if we do not want the numeric solution to have non-
physical exponential time growth, o must be real. The last term in egs.
(34-35) will contribute an imaginary part to w if kR and kZ are real,

but this contribution is only significant near the axis. As the pulse
leaves this region (remember now kR # 0), AR/R + 0 and this last term

vanishes. What these terms mean is that we have not chosen exactly cor-
rect radial dependences near the axis for the finite difference equations.

The correct radial dependenée is not R™V/2

R-l/2

near the axis but does approach

as R + =,

A most serious contribution to the imaginary part of w would come

from having the right side of eqs. (34-35) larger than 1/(<:AT)2 since
then sin E%I- will become larger than unity. Thus to insure stability

for all values of kR and kz the time steps must be limited by the relation

1 . L PRl £ Ly (36)

cam? R (1)

where Q consists of the terms containing the summations in eqs. (34-35).
Usually we may neglect Q since it is generally negative.

An important consequence of the difference between the exact dis-
persion relations and the finite difference dispersion relations is that
although the lower frequency finite difference wave propagates at essen-
tially the velocity of light, the higher frequency finite difference

waves propagate more slowly. Thus square pulses would have their rise-
times degraded and would develop overshoots and ringing. These annoying
numeric artifacts may be minimized by smoothing out the rise and fall of
an injected square pulse and taking a fine mesh if the required computer
resources are available. It has been determined empirically that the
numeric overshoots reach a maximum amplitude above the square pulse of
(4/7m-1) times the amplitude of the square pulse if no reflections from
boundaries occur. . Reflections increase the amount of overshoot. We note
in passing that 4/w is the amplitude of the lowest frequency component
of a unit amplitude square pulse.

We now consider the formulation for the solution of Poisson's equa-
tion

V"¢ -4mp 37)

17




where ¢ is the electric potential. This equation arises when we would
like to know the potential and electric field components due to the ini-
tial charging up of electrodes within the cavities. Usually p = 0; how-
ever, the general case can be handled with a minimum amount of additional
effort. Reference 11 contains a good discussion of relaxation and over-
relaxation techniques for solving the finite difference equation corres-
ponding to eq. (37).

The potential is specified on all points of a closed boundary and

the potential at the interior points for our geometry are obtained from
successive application of the following formulae

"V e Pan s

. e 1 [q»(“)(z + az,R) + 6™ - az,R)
L2702 + 2/ (aR)? 02)*

R + Ag/z 6™ (Z,R + MR) + B_:_AB%E 6™ (R - AR) - 4ﬂp(Z,Rﬂ (38)
R(AR) R(AR)
& ¢(")(z,R)}.

&

On the axis we use

$™V 2,00 = 4™ (z,0) +

. B
t/MZf

1 [%(“)(z + 22,00 + (M - az,0)
4/ (8R)?

. (az)?
e s ™z Ry - ampz,0)| - ™z, 0l . (39)
(8R)?

An overrelaxation factor of 8 = 1.7 was found to be satisfactory for our
application. We iterated with eqs. (38-39) until ¢ changed by less than

a specified factor of usually 10'7 times the maximum ¢. Having obtained
¢, the electric field components are computed from

= Space-Charge Flow, Peter T. Kirstein, George S. Kino, and William E.
Walters, Chap. 9, McGraw-Hill, 1967. Some typographical errors exis
in thie chapter. Of interest to us are the following: the factor h
should be removed from the demominator before the brackets in eg.(s.l)
and the last terms of eqs. (3.2, 3.4) should be multiplied by h°.

18
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_ ¢$(Z,R - AR) - ¢(Z,R)
ER(Z,R - AR/2) = iR (40)

and

— ¢(Z = AZ,R) = ¢(Z:R)
EZ(Z - AZ/2,R) = 37 (41)

B. Particle Pushing

The particle motion is prescribed by relativistic equations of mo-
tion. All of the particle motion is constrained to be in the Z direction
for reasons to be given later. Under this constraint the EZ field com-

ponent is the only computed field component that provides an acceleration
in the Z direction. The value of EZ at a particle position is calculated

by interpolating the values of EZ from the 4 nearest mesh points. The

particle momentum per unit mass is advanced by
= P(T - g -
P(T,I) = P(T - AT,I) + M EINT (T - AT/2) AT (42)

where I is the particle index,
Q is the particle charge,
M is the particle mass, and
EINT is the interpolated EZ.

The particle positions are then advanced by

Z(T + AT/2,1) = Z(T - a1/2,1) + —(L1AT . (43)

A+ pa.n]’
A e
Each particle contributes to the JZ and p fields by an inverse interpola-

tion procedure; that is, the particle's charge and current are apportioned
to the nearest corresponding 4 grid points with the amount of apportion-
ment depending on how close the particle is to a grid line.

A soft injection of the particles is employed. This means that the
particles are '"created" with their initial energy one-half of grid spac-
ing before the beginning of the field grids. Until these so-called in-
active particles reach the beginning of the field lattice these particles
do not respond to the fields--that is, they are not accelerated; however
they still contribute to the p and Jz fields. Likewise upon leaving the

field lattice, the particle still contribute to the p and J fields but
are not accelerated for one half lattice spacing at the end of the field

19




lattice. We will say more about these transition regions in the dis-
cussion section.

ITI. IMPLEMENTATION

A cross-sectional view of the cylindrically-symmetric cavity to be
simulated is shown in Figure 2. Initially the cylinder within the cav-
ity is placed at a specified voltage and all of the other surfaces are
held at ground potential. The switch is considered nonexistent at this
point in the calculation. Then the Poisson's equation solver subroutine
calculates the resulting potential and electric field components. At
this point we of course have VX E = 0. Then closing of the switches is
simulated by setting the electric field components to zero in the region
of the switches. This causes non-zero values of VX E to appear which
act as driving terms for eqs. (7) and (11) and initiate the propagating
electromagnetic pulse. As mentioned before and as experience has shown,
immediately setting the electric field to zero gives rise to undesirable
overshoots as the pulse propagates. The overshoot may be reduced al-
though not completely eliminated by setting the field to zero slowly.

In practice we do this by setting

E(M) = ﬁo exp(-T/Tg), (44)

where EO is the initial electric field and T0 is a decay time constant.

Figure 3 shows the rise of the overshoot as a function of time step for
T0 = 15 AT as calculated from a one-dimensional analog of eqs. (9 and

11). In the way of contrast, for T0 + 0 the overshoot approaches 25%
after only 120 time steps.

Initial calculations are performed without injection of a particle
beam. The progress of the electromagnetic pulse propagation is diag-
nosed by periodic listings and plotting of all or selected field compon-
ents. In addition, the open-circuit voltage across the accelerating gap
is monitored as well as the electric, magnetic and total energies. The
open circuit voltage as a function of time is stored on disk for future
processing and for plotting.

After the open-circuit calculations have been performed and the pre-
cise timing of the arrival of the accelerating pulse is known, calcula-
tions are performed with beam injection. The timing of the beam injec-
tion with respect to the accelerating pulse is critical if overshoots
and ringing in the accelerated beam energy are unwanted. The beam cur-
rent is tailored to have a slow exponential rise and fall so that large
dI/dT voltages are not generated as the beam passes the gap. After the
beam passes the accelerating gap, its energy is calculated at selected

20
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time intervals and radial positions, and this information is stored on
disk for subsequent handling. Both solid and hollow beams can be em-
ployed.

IV. RESULTS

Figure 2 shows the geometry used for most of the calculations. Some
small modifications were however made to test their effect and improve
the cavity performance as will be mentioned later. The length of the
cavity was chosen to produce an approximately 10 nsec accelerating pulse,
and diameters were chosen to provide reasonable proportions and to pro-
vide proper impedance ratios. The outer and inner portions of the cav-
ity have characteristic impedances of 20.2 and 61.8 ohms. These are in
a ratio of 3.06 to 1 as compared to a 3 to 1 ratio that the transmis-

sion(z’s) line analysis concludes is one desirable possibility. Figure

4 shows the open-circuit voltage expected from the principal mode trans-
mission line analysis when the effects of discontinuity at the right end
of the cavity and at the gap are neglected. With our simulation code

the open circuit voltage shown in Figure 5 is obtained when the initial
charge on the middle cylinder is 1000 statvolts (» 300 kV). Other parame-

ters of this simulation are AT = 10'11 sec, AR = AZ =1cm, and T, =

0
E.5 % 10'10 sec. Some of the lower amplitude oscillation is due to the

previously mentioned numeric dispersion, but the larger amplitude oscilla-
tions at 0, 10, 20-22, 30-32, and beyond 40 ns are physical effects due
to impedance discontinuities and excitation of higher order modes from
the switch closing. Figure 6 shows an intensity field of Be 4 ns after

the switch closing. A bipolar pulse due to the switch closing is clearly
seen in the inner transmission line. Such a pulse is, of course, not in-
cluded in the idealized transmission line analysis and gives rise to some
of the structure in the open circuit voltage.

Of particular interest is how much the risetime of the output volt-
age pulse is degraded. The most useful single pulse for acceleration is
that between about 10 and 20 ns. The polarity change at about 10 ns pro-
ceeds from 10% to 90% of the excursion in 0.6 ns. This corresponds to
an exponential rise time of 0.27 ns. The excursion around 20 ns takes
somewhat longer. To compare with equivalent circuit models of discon-
tinuities it is also of interest to study the risetime degradation of
the pulse passing just one discontinuity, for example, the right-hand
end of the cavity. Such effects cannot be obtained with the geometry of
Fig. 2 since there are two pulses propagating in opposing directions that
pass the discontinuity at the same time. Figure 7 illustrates the modi-
fication of the geometry employed to overcome this difficulty. The
baffles in the inner transmission line provide a tortuous path that slow
the pulse traveling through it so that the pulse in the outer transmis-
sion line may pass around the discontinuity before the other pulse ar-
rives in the vicinity. An intensity plot of Be with this geometry at a
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Figure 4. Ideal transmission line open circuit voltage.
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time of 6 ns is shown in Figure 8. The risetime of the simulated voltage
pulse just before going around the discontinuity is 0.16 ns and just after
it is 0.27 ns. Unfolding of the "“risetime'" of the discontinuity from
these numbers is somewhat ambigious since a circuit containing several
subcircuits each having its own risetime has an effective rise that is
not a simple function of the subcircuit risetimes. The total circuit
risetime is less than the sum of the individual risetimes and approaches
the square root of the sum of the squares of the individual risetimes

. 3 2 : .
when there are many sub01rcu1ts.1 A linear subtraction of the above

risetimes gives 0.11 ns while subtraction in quadrature yields 0.22 ns
for the risetime of the discontinuity. The actual value is probably much
closer to the second figure but somewhat less than it.

After having simulated the electromagnetic pulse in the cavity, we
include the injection of an electron beam from the left-hand side of the
inner cylinder. Solid and hollow beams were tried, the latter giving

slightly better results. The beam energy gained in units of mM.C (511
keV) is shown as a function of time in Figure 9. The followin@ beam
parameters were used: beam injection energy = 511 keV, charge per simu-
lation particle = 70.78 statcoulombs, radial position for particle in-
jection = 2.29 and 2.78 cm, Z spacing per particle = 0.25 cm, and beam
current risetime 0.15 ns. At the beginning and end of the pulse the Z
spacing of particles is stretched out to provide an approximate exponen-
tial rise and fall of the beam current. The saturation beam current is
4900 amps that provides an impedance match to the inner transmission
line at the accelerating voltage of 300 kV.

Two problems arise when using the code with a beam of charged par-
ticles. The first problem appears where the beam is injected. Since
the code formulation assumes continuity of charge, an injection of a
charged beam implies that opposite charge is building up at the surface
of the injection. Although the fields due to this surface charge decay
rapidly spatially as the distance from the injection surface increases,
the fields are sufficently strong to produce a Sizable perturbation of
the beam energy. The possibility of injecting the beam ''clothed'" with
fields it would have traveling in an infinite pipe was considered, but a
more easily implemented solution was finally used. The solution is to
keep the particles inactive for more than just the first half grid spac-
ing; they are kept inactive for 15 cm in our case. As mentioned pre-
viously an inactive particle is one that produces electromagnetic fields
but does not respond to them. This procedure allows the beam to pass
through the region of unwanted fields undisturbed. The only drawback is
that the diagnostic that checks energy conservation must be modified to
account for the "input energy" of non-electromagnetic origin responsible
for maintaining constant velocity of the beam when passing through the
injection surface fields. Such a modification has not been implemented
yet.

2 i
Vacuum Tube Amplifiers, George E. Valley, Jr., and Henry Wallman, p.
66 and p. 77-78, McGraw-Hill, (1948).
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The second problem related to simulation with a beam is numcric:

the Cherenkov instahility.13’14 Basically this instability is due to
the dispersion properties of the finite difference equations. Since the
higher frequencies propagate at less than the speed of light, it is pos-
sible for particles traveling at less than the speed of light to travel
faster than those higher frequencies. When this happens the particles
radiate into these higher order modes via the Cherenkov process. This
radiation can reach very high levels and can result in huge perturbations
to the particle energies. In our case this radiation rises rapidly from
about 60 cm from the beam injection surface. We have been able to live
with this problem by diagnosing the accelerated beam energy at 40 cm
from the injection surface at which point the Cherenkov instability is
of negligible magnitude. Nevertheless this instability is a serious ob-
stacle to the investigation of a beam traveling through several cavities
in series. It seems that an entirely different formulation might be re-
quired for such a case.

V. DISCUSSION

The above results have shown that the gross features of the simula-
tion code agree rather well with the idealized transmission line analysis
for the case of the 3 to 1 impedance ratio investigated. In particular
the simulation code shows how well the pulses turn the various corners
involved. The simulations have shown that the generation of physical
overshoots and higher order mode excitation depends rather sensitively on
the detailed geometry of the switch. For example, movement of the lower
boundary of the switch one radial position resulted in significantly
worse overshoots of the open circuit voltage.

Calculations have been performed for the effects of the discontinu-
ities on the risetimes of the pulses by employing equivalent circuit

techniques.7 Such an analysis leads to a rise that is not a single ex-
ponential but is a sum of exponentials. Moreover at the beginning of
the pulse, a sharp spike in the reverse direction appears. In our simu-
lations no such reverse spike occurs, although the simulation is consis-
tent with the other features of the equivalent circuit analysis. One is
therefore led to the definite conclusion that the reverse spikes are ar-
tifacts of the equivalent circuit model and the model does not properly
predict very high frequency behavior of the physical system.

The importance of synchronization of the beam pulse with the switch
closing was mentioned earlier. If the beam is injected too early the

1

SB.B. Godfrey, "Numerical Cherenkov Instabilities in Electromagnetic
Particle Codes," Jour. of Computational Phys., Vol. 15, pp. 504-521
(1974).

B.B. Godfrey, "Canonical Momentum and Numerical Instabilities in Par-
ticle Codes," Jour. of Computational Phys., Vol. 19, pp. 58-76, (1975).
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d1/dT induced voltage will decelerate the lecading portion before the ac-
celerating pulse has arrived at the gap. And if the beam arrives too
late, then the leading portion of the beam will sce the full open cir-
cuit accelerating voltage and receive too much acceleration. A differ-
cence of only 0.3 ns in the timing of the beam injection is sufficient to
produce significantly poorer results than shown in Figure 9. For many
applications a constant accelerated beam energy is required. If magnetic
steering is employed in the beam transport system for example, then such
a simple consideration as reduction of extraneous radiation dictates the
need for a constant energy beam. Thus anything affecting the constant
beam output energy is a critical design issue.

At this point it is in order to discuss the various limitations of
our computer simulations, their motivation and justifications. The most
apparent limitation is the two-dimensional nature of the code. The moti-
vation for this limitation is simple; a 3D code would require excessive
computer resources at the present time. Also many interesting geometries
can be approximated as 2D structures and be analyzed economically with a
2D code. The geometry analyzed in the present report could in practice
be made rotationally symmetric except for the switches; and if several
switches were used, they should closely approximate a 2D switch such as
that assumed here.

Another limitation is the consideration of only ™ modes. Since
there is nothing in the geometry to excite transverse electric (TE)
modes or to couple TE and ™ modes, it would appear wasteful of computer
resources to include the TE modes as including them would complicate the
programming, nearly double the storage requirements, and more than double
the running times of the program. It must be stated, however, that in a
working accelerator a stabilizing axial magnetic field would be neces-
sary and would impart helical motion to the particle beam. The leading
and trailing ends of a beam with this motion would excite some TE modes.
Such excitation is expected to be very weak and not of significance.

Together with all codes using finite difference techniques for
solving partial differential equations, the present code requires a fin-
ite grid spacing and finite time step and these limit the spatial and
temporal resolution of any simulation. Also, due to the resulting dis-
persion properties of the finite difference equation, the accuracy of
the simulation is less than perfect; and for the fine detail errors of
10% can be expected. The finite temporal resolution prevents the simula-
tion of very high frequency instabilities, and other techniques are re-
quired to verify that such instabilities can be avoided in a working de-
sign. Fortunately analytical procedures exist for investigating some
such possible instabilities.

The final limitations of the simulations that we discuss are those
related to the particle beam. The main simplification made to the par-
ticle motion is to allow only axial motion. Any helical motion is neg-
lected because,as mentioned above,it is expected to be small and not
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have significant effects. Not allowing radial motion of the particles is
motivated by the desire not to simulate any axial magnetic field at this
point. That is to say, if the particles had a radial degree of freedom,
an axial magnetic field would be required to prevent radial space

charge blow-up of the beam. Additional numeric problems may be intro-
duced under these conditions and it was decided to perform the analysis
without these complications at this point and to defer investigation phe-
nomena due to radial particle motion to a later study. Another limita-
tion is that the numeric Cherenkov instability, as discussed earlier,
poses a severe restriction to the analysis of high current beams. It has
been determined empirically that for low current beams the build-up time
for this instability increases considerably, thereby allowing useful simu-
lation of such beams over much longer distances. It is expected that the
numeric Cherenkov instability would become worse if radial motion of the
beam were permitted.

VI. CONCLUSIONS

Even though the present simulation code has the various limitations
just mentioned, the results of the present simulations are interesting
and useful. They have shown the sensitivity of the results to the
switch geometry, provided quantitative results on the risetimes to be
expected from this system, and shown that the beam couples resistively
to the accelerating structure. The direction for future work is clear:
generalization of the code to remove its limitations. Generalization of
the boundaries to allow for boundaries not along the coordinate axis
and the allowing of radial motion to the beam should be the first items
undertaken, after which new geometries such as radial pulse lines should
be investigated. Various approaches to the numeric Cherenkov instability
problem should be investigated to determine the most suitable one to ap-
ply to our cases. Finally certain interesting geometries are 3D in na-
ture and such problems should be investigated if the necessary resources
become available.
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APPENDIX

PROGRAM USERS GUIDE

In this appendix we give a description of the overall code logic,
the input variables, and the major variables used in the code. In addi-
tion the control cards required to run the code on the BRL Cyber 76 will
be shown. Although a listing of the Cyber Control Language (CCL) pro-
cedure and the in-house coded Poisson solver will be represented, the
entire code listing will not be included since the code was not released
to us from NRL with the intent of general distribution.

A. Subroutine Structure

Secondary
Subroutine Entry Points Function
PROP Main calling routine to allow for vari-
able dimensions with the use of CCL
PROJEC Actual main routine, handling most of
the input, setting up the masks and
calling other routines
RELAX Poisson solver
PROPIN Initializes electromagnetic field in-
tegrator
PROBEB Integrates the electromagnetic fields
DIAGEB Diagnoses electromagnetic fields by
calculating energies and calling list-
ing and plotting routines
REDSEB Not used
PUSHIN Initializes particle pusher
PUSHP Integrates particle motion
PPRINT Field listing
CPLOT 2D field intensity plotter for the
: line printer
SORCIN Initializes particle injection
SOURCE Injects particles
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Secondary
Subroutine ntry Points Function
DIAGPR Not used
ZERO Zeros fields
INJECT Not used

B. Input Data

All of the input to the program (except some dimension information
via CCL) is with NAMELIST read statements. The program contains four
namelists: NLMAIN, NLPART, NLMASK, and NLEBPR. The first three are in
PROJEC and the last one is in PROPIN. Each namelist is read once except
for NLMASK that is read twice, before and after the call to RELAX.

NAMELIST NLMAIN:

Initialized
Variable Value Function

NF 7 Number of fields plus masks

DR 1 R grid spacing

DZ 1 Z grid spacing

DT %D Time steps

€ 1 Velocity of light

K@UT 5 Number of major loops - field listings
and plottings may be given at the end
of each major loop

KINN 1 Number of minor loops - the number of
time steps per major loop

KFDI 1 Diagnostic printer control

KFPR 0 Not used

KFRE ' 0 Not used

KPDI 0 Not used

KPPR 0 Not used

KPRE 0 Not used
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Initialized

Function

An array that sets the initial electro-

static potential on the conductors.
The subscript corresponds to the sec-
ond subscript of NBOUND (see below in
NLMASK)

If true call RELAX

If true plot initial potential

If true list initial potential

If true plot initial ER field

If true list initial ER field

If true plot initial EZ field

If true list initial EZ field

If true integrate field along Z direc-
tion to obtain accelerating potential

Innermost radial index for LINT inte-
gration

Qutermost radial index for LINT inte-
gration

Particle energy diagnosed or LINT in-
tegration every NIP time steps

NAMELIST NLPART:

Variable Value
POT(I) 0
LPOT F
LPC F
LPP F
LERC F
LERP F
LEZC F
LEZP F
LINT F
NIL 1
NIH 1
NIP 1
NPMAX During proce-
dure call
NQMAX During proce-
dure call
NPS 3
NZCEL 8
NRCEL 8
———e - -

Don't modify with a read!
Don't modify with a read!
Number of storage locations requried

per particle

Number of particles injected per Z
grid spacing

Number of particles injected per R
grid spacing
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Initialized

Variabde Value Function

MINR 10 Minimum radius of injected particles

MAXR 15 Maximum radius of injected particles

NRPS 0 Number of different particle radii --
redefined after the read

RPOS (1) 0 Radii of the particles - redefined
after the read

GAMMA 2 Injected particle y

SVELO 1 Sign of injection velocity

WPLAS 1 Plasma frequency - redefined if PCHAR
£0

PMASS 1 Particle mass

SCHAR -1 Sign of particle charge

QCHAR Particle charge - output only

PCHAR 0 Particle charge - if not zero used as
particle charge otherwise calculated
from WPLAS

PPAR1 0 Rise and fall time of the injected
beam in time steps

PPAR2 0 Not used

PPAR3 0 Not used

PPAR4 0 Not used

PPARS 0 Not used

PPAR6 0 Not used

PPAR7 0 Not used

PPARS 0 Not used

JSTART 0 Time step to start injecting particles

JSTOP 0 Time step to stop injecting particles
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Initialized

Variable Value
LPV F
IPVD 1
NZMASK F
NRMASK B
NTMASK
NAREAS 0
NBOUND(I,J) 0
LBNZ F
IPRT 6
IPLT 6
ISAV 6
IFPR
ISTR 6
ISTW 6
NCFR 1
NCFZ 1
NPFR 1
NPFZ 1
NPWA 1
LSFR F

Function
If true diagnoses particle encrgies

Z position to diagnose particle ener-
gies

NAMELIST NLMASK:

If true mask EZ field
I[f true mask ER field
Not used

Number of square masks

Corners of mask in grid units minus 1.

Order of 1I-Z . , Z sRe L R
min’ “max

NAMELIST NLEBPR:

If true use periodic boundary condi-
tions

Unit number for writing energy diagros-
tics

Not used

Unit for storage of energy diagnostics
Not used

Not used

Not used

Frequency of plotting in R direction
Frequency of plotting in Z direction
Frequency of listing in R direction
Frequency of listing in Z direction
Not used

Not used
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Initialized

Variable _Value Function
LSPL I Not used
LPRT I If true print cnergy diagnostics
LSAV I Not used
LPLT I If true print out fieclds
LFPR If true plot ficlds
LSTR F Not used
LF-- I If true plot field component --
LP-- F If true print field component --
NSW 0 Number of slow risectime switches
RTIME 1 Risetime of the switches in time step

units

ISW(I,J) 0 Switch boundaries (as in NBOUND)

C. Major Variables Not Appearing as Input

In subroutine PROJEC all of the fields are stored in the array
FL(I,J,K) where the first subscript corresponds to the Z position, the
second to the R position, and the third to the field type. 1In the other
subroutines the fields are stored under two dimensional arrays (but in
the same core locations) EZ, ER, BT, MEZ, MER, JZ and RO; where BT is

Be, MEZ and MER arc the EZ and ER masks, RO is p, and the other arrays

have obvious names. In subroutine RELAX the potential, P, is stored in
the core locations used elsewhere for B6 thus the potential is not avail-

able after the electromagnetic propagation calculation begins.

The array CF(I,J) stores the radial differencing coefficients. 1In
RELAX these are the coefficients in eq. (38); and for the propagation,
the coefficients are those in eq. (19). The array RPOS contains the
radial positions of the particles spaced to provide a uniform current
density. Information of the particles is stored in the array PT(l) for
the active particles and in the array QT(I) for the inactive particles.
In subroutine PUSHIN these arrays are called PSTR and QSTR. Each three
consecutive elements of these arrays contain the Z position, R position,
and specific momentum (momentum per unit mass) of a particle. As des-
cribed in the text, the particle momentum is entirely in the Z direction.
The variable TIME is an integer variable that counts the number of time
steps.
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D. Logic Flow

We now give a brief overview of the logic flow of the program. The
main routine is PROP with the dimensions for the fieclds and particle
storage assigned from the CCL procedure call. The actual main driver,
subroutine PROJEC is called and first initialices the NAMELIST variable.
Then the plasma frequencies or particle charges arc calculated as well
as the RPOS array. The mask for the potential solver are set up and the
potential solver is called if requested. Then the propagation masks are
set up; and the initializing portions of the particle pushing E § M pro-
pagating, and particle subroutines are called. Within the main program
loop that is executed next, are calls to the E+M propagation routine,
the particle injector, and the particle pusher as well as diagnostics
for the accelerating potential, beam energy and field values. Liberal
use of comment cards makes the program flow easy to follow.

Ee Usage

The program is accessed by attaching an library film containing a
CCL procedures and the program object routines. The procedure is called
by its name followed by several parameters as follows:

1st/2nd
Parameter Default Function
NZ 180 Nuﬁber of mesh line in the Z direction
NR 23 Number of mesh lines in the R direction
NPMAX 45000 Maximum storage for active particles
NQMAX 10000 Maximum storage for inactive particles
LL 5000 Print limit (lines)
COMP F/T If specified recompile one or more subrou-
tines
LIST1 L=0/SL,R=3 List the main routine 1€ specified
LIST2 L=0/SL,R=3 List any recompiled routines if specified

If any parameter is left blank in the procedure call, its first default
is chosen; if its name is mentioned, the second default is chosen; and
if a numeric value or a literal inclosed in $ signs is used, these values
are substituted for the parameter in the body of the procedure. When
COMP is specified, the procedure itself attaches a file containing an
UPDATE library of the source routines and calls UPDATE. Only those rou-
tines modified are recompiled; the others are loaded from the object
library. When recompiling, the section following the control cards
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contains the UPDATE dircctives followed by the scction of data. Other-
wise the data section foliows the control card scction. When the accel-
erating voltage or the final beam y are computed and written to TAPLES

or TAPE9 respectively, control cards should be included for the disposi-
tion of these files. For cxample, they may be cataloged, copied to out-
put, and/or handled by calcomp routines. A listing of the driving pro-
cedure, subroutine RELAX, and sample inputs follow. The sample input
shown is for a special diagnostic run with the baffle geometry shown in
Figure 7 and does not initiate beam injection. It is presented merely
to show the overall structure of the input.
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N THISPIGEISBESTQUALITYPBACTICABL!
| FROICOPYFURNISHEDTODDC e

| PARTITION VOPROP
ePROC o VUPKUP ¢ NZ=]180 ¢NR=23yNPMAX=45000 ¢« NUMAX=10000sLL=SV0VVsCUOMP=F/T
L LISTI=bL=0%/3SLeR=3I9sLIST2=3L=0%/$HSLoaKk=3deBbEBEB=\DATA.
| FINeI=t9HBHoOPToLISTLloSYSEDITePL=LL
IFE+COMP s CHNG,
ATTACHIOLOPL oNRLSOURCLE ¢ JUSARL sPWSHa e
UPDATE .
FTNoelIoOPToLIST2eB=0UTSYSED]IT,
RETUKRNsOLDPL 9y COMPILE
ENDIF 9CHNG,
MAPsPART .
IFE+«COMPoC2,
LUOSETesPRESET=NGINF «
LOADOUT,
LGO.
ELSFEeC2e
LOSET o PRESE 1=NGINF «
LGO.
ENDIFoC2e
¢DATA
PRUGHAM PROP (INPUTsUUTPUT s TAPEB TAPEY s TAPES=INPUI
o« TAPEG=QUTPUT sLEBUG=0VUTFUT)
UIMENSION FL(NZoNKe7) oCF (NRe2)
DiMENSTION PTINPMAX) sWT (NOMAX)
Level 29FL
LeveELZ2y PT»QT
CUMUN PTeQT
CUYMUN /FLL/Z FL
CaLl PROJEC (FL9CF oNZINR9PT QT 9 NPMAX 9 NGMAX)
STUP 777
£nD
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{ THIS PAGE IS BEST QUALITY PRACTICABLE
A lEIII(lJPY.IUElISHEDZN)DDC kL
SUBROUTINE RELAX (NZolReUZIDRe POTeERIEZL9Pe MSKeNAING RELAX 2
e LPUSLPPILERCOILERP s LEZCoLEZP KELAX 3
. 'ROsCACH) RELAX 4
DIMENSION EZ(NZonk) 9 ERINZOINR) s P(NZoNK) 9 MSK (NZoNK) KELAX )
e oPUT(20)9 NBL&s20) KELAX 6
e RU(NZeNKR) s CA(NK) s CHBI(NR) RELAX /4
LEVEL 29 EReEZyPIMSK RKELAX 2}
b - L0 KELAX 9
P LOLICAL LABKR(S) oLABZ(S) oLABI(10) oLABC(9) 4LBC(9) LB (2) KELAX v
LOVICAL  LFCLPPy LK1y LERCoLFEKPs LEZCOLEZP KELAX 10}
EQUIVALENCE (LBC(1)sLABC(1)) KELAX 12
DATA LET/ZUCPLOM g "FRINYY/ KELAX 13
QATA Labk/Z"Y K 199" D]Ip e "CTIO" "N LU vy RELAX 16
DATA LABZ/"™ £ ="e"D[HEMqMCTIOM e iy =" e" vy RELAX 15
Dala LABC/ZY We T LI MAGNOM e MSTIC" 9" FUR", KELAX 16
. "oTHEN, Y MeMETEL" WD s/ RELAX 17
VATA LAGI/Z" ER Mt ET gt p7 wyn g Wyttt gy ten g7z uy, RELAX 18
. WOUR e T ngn gz nen RO Wy KELAX 19
DATA JTReLBB Z10HISi53338330 2H P/ KELAX 20
NP=U RELAX 21
VO 10 J=19eNR RELAX ee
00 L0 I=1eNZ KELAX 23
ERCisd) = 0, RELAX ¢4
EZ2(1eJ) = 0, RELAX 25
10 P (1ed) = 0, KELAX 26
DO 21 N=1eNA KELAX 27
NZMEivs N (1eN) « ] RELAX rd.)
NZMAX= N3(29N) « ] RELAX 29
NRSINE NS (39N) ¢ ] RELAX 30
NRHMAX= NHB(&49N) + ] RELAX 31
IF (fZMIN oLTe 1) NZMIN=] RELAX 32
IF (NZMAX oGle NZ) NZMAX=NZ RELAX 33
IF (NKMIN oLTe 1) NrMIN=] RELAX 34
IF (NRMAX oGTe NK) NRMAX=NR RELAX 35
DO 20 J=NRMINsNRMAX RELAX 36
cO 20 1=NZMINSNZMAX RELAX 37
NPz Pe] RELAX 38
P(lesJd) = POTI(N) KELAX 39
20 MSK(led) = 0 KELAX oY)
PM = 0. RELAX «l
DO 25 1=19NA RELAX «2
25 PM = AmMAX] (PMsABES (POT(I))) RELAX “3
IF (rFY sbkWe Vo) PM=1,. KELAX G4
P] = 2+% ASINI(]1,) KELAX 4y
Cl = 1o /(2s70Z2%%2 + 2,/DR®#%2) RELAX 46
t CC = Cl/uleee RELAX @/
C = Cl/uree? KELAX “8
{ Cc =-wovrleCl RELAX “«9
C2 = 1o/ (24/D2842 +uq/DRE#2) KELAX S0
CF = Le/suleeg RELAX 51
Cir = 44®(2/DR®82 RELAX 52
CH ==4,4pP[®C2 RELAX 53
” DO ¢a 1=29NR v RELAX Sa
CAlL) = (I= &5) #CU/ (]I=1) RELAX SS
2% Cu(l) = (1= 145) #CO/ (I=1) KELAX 56
[ RELAX 57
C MAIN [TeErATION SOLUTION OF P RELAX 58
ic : RELAX 59
OM = |7 KELAX 60
NZMLl =NZ-] RELAX 61
NWML = NK=1 RELAX 62
4 . NP = (NR=2) # (N£=2) = NP RELAX 63
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‘A THIS PAGE IS BEST QUALITY PRACTICABLE
| FROM COPY FURKISHED TODDC . .—

! DO 30 LUUP=19400

‘ DELV=0,

DELAV=(Q,

DO «0 1=2¢NZM]

DO 40 J=] +sNRM]

M = anOD( MSK(IeJ)9l)
IF (M stue 0) GO TO 4«0
P IF (U «rQel) GO TO SO

b VEL = CC® (P(leled) ¢ P(I=10J)) ¢ CA(NHP([oJ*]l) *CO(JN*P([vu=])
o *CE®RU(IoJ) = P(IeJ)

I 60 TO &0

b S0 DEL = CF® (P(le)el) ¢ P(I=101)) ¢ CG®P([y 2 ) ¢ CH*KO(ls1])
e =F(lsl)

60 AYEL = ABS(DEL)
DELv = AMAX] (DELVsALEL)
DELAV = DELAV ¢ ADEL
P(led) = P(leJd) ¢ DEL*OM
40 CONTINUE
DELV = DELV/PM
ODELAV = DELAV/NP/PM

IF (LUUP LEQe 1) WRITE (6+70) LOUPsLELVIDELAV
IF ((LOOP/10) #]10 JEW. LOOP) WRITE (6970) LOUPsLELVIVELAV
70 FORMAT (" LOUP NOG' s]4s * LARGEST EFS"s 1PELSe4y
@ AVERAGE EPS"s E15.4)

IF ( DELV oLle let=7) GO TU 80
30 CONTINUE

CALCULATE E FIELDS

cco

80 DO 110 J=29NR
ER(Lsd) =(P(ley=1) = P(1lsJ)) /DR
Do 110 1=2sNZ
Ek(led) =(P(leyg=l) = P(Led)) /0R
110 EZ(LeJ) =(P(l=19J) = P(1sJ))/D2Z
DV lzu 1=2sNZ
120 £Z(1sl) = (P(l=19]1)= P(Iv1))/D2

PAPER PLOTS

occ

NE NZ/120¢1]
ME NR/Z100+1
LABC(1)=LBT(])
IF («NOTe LPC) GO TO 90
LBC(7) = LBB
CALL CPLOT ( PeNZeloNZyNE9s NRoloNRIMEs Uqeo0os LABCILABZILABKY
o MSKs oF,)
90 IF («nNUTe LERC) GO T0 130
L8C(7) = LABI(])
CALL CPLOT (ER9yNZ9l9sNZoNEy9 NKoloNRoMEY Uevles LABLILABZILABRY
e MSAe o1l,)
130 IF («NUT, LEZC) GU TO 140
LKC(7) = LABI(3)
CALL CPLOT (EZoNZolaNZoNEs NRo1oNRIMEY Oe90e9 LABCoLABZsLABRY
e MSKe oT,)
140 COulINUE
LAasC(1)=LBT(2)
It («NUTe LPP) GO TO 100
LKC(7) = LBB
CALL PPRINT ( PoNZoloNZyle NRoleNRoly 09sLABC)
100 IF (aNUTe LERP) GO TO 150
LBC(7) = LABI(])
CALL PPRINT (ERoNZelsNZ9ly NReloNRsLs V9LABC)
150 IF(«NOTe LEZP) GO TO 160

a7

KELAX
RELAX
RELAX
RELAX
KELAX
KELAX
KELAX
RELAX
KELAX
KELAX
KELAX
RELAX
KELAX
RELAX
KELAX
KELAX
KELAX
KELAX
RELAX
KELAX
KRELAX
KELAX
KELAX
KELAX
RELAX
RELAX
RELAX
KELAX
RELAX
KELAX
KRELAX
RELAX
KELAX
RELAX
KELAX
KELAX
KELAX
RELAX
KELAX
KELAX
RELAX
RELAX
KELAX
RELAX
RELAX
RELAX
RELAX
KELAX
RELAX
KRELAX
KELAX
RELAX
RELAX
RELAX
RELAX
RELAX
KELAX
RELAX
KELAX
KRELAX
KELAX
RELAX
RELAX

120
121
lee
123
124
125
126




LBC(7) = LABI(3) RELAX 127
CALL PPRINT (EZoNZoloNZols NRolonKele UsLABC) RELAXR 126
¢ KELAX 129
C Rt SE [ MASK KELAX 130
(¥ RELAX 131
160 DO 170 J=1eNR KELAK 132
DO 170 1=1eNL KELAX 133
170 MSa(lsd) = ITR KELAX 134
Re. 1URN KELAX 135
END RELAX 136

.
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wINsSTMFZeT100,
ACCOUNT oeteaaaa, SHNIIMANy B390 X5889
ATTACHMLINRL UBJECT s ID=AKL sPW=R2aER0e,
LIBRARY ML,
VOPROFe9910010910V00eCUMP,
J
®10 SMAKRT
@] PPRINT.40
DL 80 I=]sMM
R = [=1,5
DU B0 J=1NN
HO A(Je]) = A(Jo]) ¥K
'
SNLMALIN
KPDI=1+
DT=1lek=Lly
C=3.E1Vy»
KINN=0UVsKOUT=1y
LRPOT=Toe
POT=1000e9 0e90e9V0egVesles 1000e9Ve9lV000e9Ue9pl0VU0soVe92lUV0esVeslVUOoV0r
1000.'0.0
$
SNLPART
NZCEL=4%ey
NRCEL=2)»
PCHAK==/0.77849
PMASS=14342296E-16,
PPAR]I=15e1
MAXR=3e
MINK=2
JSTART=100009
$
$NLMASK
NZMASK=Ty
NRMASK= | o
NAREASZIHoNBOUND(Llel) = 2691719169150 26917904959 1789179909229 09190950
OelBetslcr 1891799219220
20930ecseley 3303795011y “U9LGeEBy 14y 4T951950119 S49bbebr14s 6196595911]0

68072000140 1597995011l s B2eB69Bs149 BY9993959]119 969 00s8s1%s 103910795011

$

SNLMASK

$

SNLEBPR
LPRT=T»
LPER=T.
LPLT=T»
NCFZ=2»
NSW=]e [SW=18927914421»
RTIME=15e0
$
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