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ABSTRACT

Although searching is one of the most important problems in computer science and many particular results are known for searching problems, there really is no satisfactory "theory of searching". In this paper we propose a first step toward such a theory by defining the class of decomposable searching problems and then proving three theorems about problems in this class. These theorems are all of the form "given a data structure D for a decomposable searching problem we can transform D into a new data structure D' for a related problem". The correctness and complexity analysis of D are then used to establish the correctness and complexity of D'. We present transforms for converting a static structure into a dynamic structure, for adding "range variables" to queries, and for making preprocessing/query time tradeoffs. These transforms have already been used to develop a number of best known "theoretical" algorithms, and promise to be an important tool in software engineering.
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1. Introduction

The young field of "Concrete Computational Complexity" has given birth to a large number of interesting and useful results in the past decade. These results have allowed us to apply the tools of mathematics to the problems of describing real-world costs of computations. Unfortunately, however, most of these results have been of a fairly limited scope; the literature is rich with theorems of the form "this problem is of this complexity" but has few statements such as "all problems in this class have this complexity". In this paper we define such a class of problems and prove three theorems about the complexity of problems in that class.

We investigate the problem of algorithms and data structures for searching and focus our attention on a class of searching problems we call decomposable. We give an algebraic definition of decomposable searching problems that allows one to test whether a given problem is in fact decomposable. We then give three constructions that allow one to transform a data structure for a "common" decomposable problem into a structure that solves a more "exotic" problem. We make no assumptions about the underlying "common" structure; we use only the fact that the problem is decomposable.

We see this work as one of the first steps towards Tarjan's (1978) goal of a "calculus of data structures". Although new results are presented, we see the main contributions of this paper more in its systematization of a broad class of results. We characterize the class by the algebraic structure of the problem statement, which is a fundamentally different kind of characterization than those used to identify other well-known complexity classes. The NP-Complete problems are defined by reducibilities, as are many diverse problems that are known to be equivalent in complexity to matrix multiplication. Lipton and Tarjan (1977) solve a diverse class of problems by giving a method applicable for many problems in a specific domain (planar graphs).

This paper describes the research on decomposable problems that was done up to the end of 1977. Since that time the author and James B. Saxe have found a number of further results in this area. This paper can therefore be viewed as an introduction; a more complete description of decomposable searching problems will appear in Bentley and Saxe (1978). In Section 2 of this paper we present our model of searching and define the class of decomposable problems within that framework. The three main constructions are sketched in Sections 3, 4, and 5. In Section 6 we present conclusions.
2. Decomposable Problems

A static searching problem is usually given as follows: preprocess a set (or "file") \( F \) of \( N \) objects into a data structure \( D \) such that certain kinds of queries about \( F \) can be answered quickly. (In some contexts \( F \) is a multiset; we refer to it here as a set for brevity.) To analyze the structure \( D \) we give three functions of \( N \): \( S_D(N) \), the amount of storage required by \( D \); \( P_D(N) \), the preprocessing time required to build \( D \); and \( Q_D(N) \), the time required to answer a query. Unless explicitly stated otherwise, throughout this paper we will assume that we are measuring the "worst-case" complexity of these quantities.

The most well known example of a searching problem is usually called the Member problem, given as follows: preprocess \( N \) elements from a totally ordered set such that queries of the form "is \( x \) in set \( F \)?" can be answered quickly. A common solution to this problem is to store the elements of \( F \) in a vector sorted into increasing order and then answer queries by binary search. Analyzing this vector scheme shows that \( P_V(N) = O(N \log N) \), \( S_V(N) = O(N) \), and \( Q_V(N) = O(\log N) \). A more difficult kind of searching problem is the Nearest Neighbor or Post Office problem which calls for preprocessing a set \( F \) of \( N \) points in the plane to facilitate queries of the form "what is the nearest neighbor in \( F \) to point \( x \)?" (where \( x \) is not necessarily in \( F \)). A data structure recently given by Lipton and Tarjan [1977] has \( P_L(N) = O(N \log N) \), \( S_L(N) = O(N) \), and \( Q_L(N) = O(\log N) \).

Both Member and Nearest Neighbor are decomposable problems. Before formally describing the class of decomposable problems, we will illustrate certain features of the class with examples from these two problems. The first point to be made is that it is the Member and Nearest Neighbor problems themselves that are decomposable, and not the particular data structures or algorithms used to solve the problems. An informal definition of decomposability is that a search problem is decomposable if one can answer a query about set \( F \) by combining the answers to the query asked of sets \( A \) and \( B \), where \( A \) and \( B \) are an (arbitrary) partition of \( F \) into two subsets. Member is decomposable because \( x \) is a member of \( F \) if and only if \( x \) is a member of \( A \) or \( x \) is a member of \( B \), for any partitioning of \( F \) into \( A \) and \( B \). Likewise Nearest Neighbor is decomposable because the distance from \( x \) to its nearest neighbor in \( F \) is the minimum of the distances from \( x \) to its nearest neighbors in \( A \) and \( B \), once again for any partition. (We deal here with distance to nearest neighbor for tractability; extra bookkeeping will tell which point realizes that distance.)

We can now give a more formal definition of decomposability. We say that a searching problem is decomposable if the response to a query asking the relation of a new object \( x \) to set \( F \) can be written as
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\[ Q(x,F) = \bigoplus_{f \in F} q(x,f). \]

We assume that \( \bigoplus \) is the repeated application of the binary operator \( \bigoplus \) over all elements in its domain. For \( \bigoplus \) to be well defined mathematically \( \bigoplus \) must be associative, commutative, and have an identity; for computational efficiency we require that \( \bigoplus \) be computable in constant time. We can cast Member in this framework as

\[ \text{Member}(x,F) = \bigcup_{f \in F} \text{equal}(x,f) \]

and Nearest Neighbor as

\[ \text{NN}(x,F) = \min_{f \in F} \text{distance}(x,f). \]

It is clear that the queries that can be cast in this scheme obey the informal definition of decomposability we gave above; for any partition of \( F \) into \( A \) and \( B \), we know by the associativity and commutativity of \( \bigoplus \) that

\[
Q(x,F) = \bigoplus_{f \in F} q(x,f) \\
= \bigoplus \left( \bigoplus_{g \in A} q(x,g) , \bigoplus_{h \in B} q(x,h) \right) \\
= \bigoplus \left( Q(x,A), Q(x,B) \right).
\]

More than twenty decomposable searching problems have been identified; we now mention a few of these. From problems on linearly ordered sets (where the file to be preprocessed contains elements from such a set) we have already seen the example of Member. Further examples are Successor (what is the least element in \( F \) greater than \( x \)?), Rank (how many elements in \( F \) are less than \( x \)?), and Count (how many elements in \( F \) have value \( x \)?). In Database problems, all of the problems that Rivest [1974] calls intersection queries are decomposable; these include secondary key retrieval, partial match searching, and range searching. Computational Geometry abounds with examples of decomposable problems. We have already mentioned Nearest Neighbor; related decomposable problems are Farthest Neighbor (which point is most distant from \( x \)?) and Fixed Radius Near Neighbors (which points are within some fixed distance \( d \) of \( x \)). Queries dealing with more complicated geometric structures can also be decomposable; examples of such problems are given by Dobkin and Lipton [1976].

Although many searching problems are decomposable, some others are not. An example of a problem that is not decomposable is convex hull inclusion (preprocess \( N \) points in the plane; a query asks if a new point is within their convex hull). For any given point \( x \) within the convex hull of \( F \) it is not hard to find a partition of \( F \) into \( A \) and \( B \) such that \( x \) is not within
the convex hull of either A or B. We can use this to prove that convex hull inclusion is not decomposable.

3. Dynamic Structures

In this section we turn our attention from static problems to dynamic problems. In static problems the data is organized once-and-for-all before any searches are done. In dynamic problems the set F (and the data structure D) are initially empty and elements are then added to F one-by-one. (The term dynamic sometimes implies that elements can also be deleted from F; we do not use it in that sense.) The most well known example of a dynamic data structure is the AVL tree described by Knuth [1973]. An AVL tree allows N elements to be inserted at a total cost of O(N \log N); at any point one can answer Member queries in O(\log N) time. In this section we will first develop a dynamic structure for the Nearest Neighbor problem, and then show how the techniques we employ can be used to convert any static structure for a decomposable problem into a dynamic structure.

There are two naive approaches to this problem. The first stores the points in the plane in a linked list, inserts a new point by appending it to the front of the list, and answers a query by examining every point in the list. Calling this structure B (for “brute force”) we have

\[ P_B(N) = S_B(N) = Q_B(N) = O(N). \]

A second naive solution calls for using the Lipton/Tarjan structure and rebuilding it after each insertion. This “rebuilding” scheme yields \( P_R(N) = O(N^2 \log N) \), \( S_R(N) = O(N) \), and \( Q_R(N) = O(\log N) \). In choosing between these schemes one could achieve very good insertion time or very good query time, but not both. We will now develop a structure that has both.

Our faster structure will consist of a set of Lipton/Tarjan structures (which we abbreviate as LTS), each of a distinct size which is a power of two. Our structure is initially empty. When the first point is inserted, we build an LTS of size one. When the second point is inserted, we build the two points into an LTS of size two, discarding our previous LTS of size one. When the third point is inserted we have two LTSs (of sizes one and two), and after the fourth point is inserted we have one LTS of size four. Insertions proceed in a way analogous to binary counting: after the N-th element is inserted we have an LTS of size \( 2^j \) if and only if the j-th bit of the binary integer N is one. (This structure is similar to the binomial queues of Vuillemin [1978].) To answer a Nearest Neighbor query for a new point x we perform a nearest neighbor search for x in all the LTSs in our structure, then return the minimum of those as the answer to the query.

To analyze our structure (which we call \( L' \), because it is a transformation of the LTS \( L \)) we
note that if $L'$ contains $N$ elements then we are using at most $\lg N$ LTSs. Since each of those is of size less than $N$ we know that we can perform a nearest neighbor search on any of them in $O(\lg N)$ time. Therefore the time required to search is $Q_{L'}(N) = O(\lg^2 N)$. Since each of the LTSs requires space linear in the number of elements it contains, the total space requirement of $L'$ is $S_{L'}(N) = O(N)$. To count the total cost of having inserted $N$ elements into $L'$ is a bit more difficult. The total cost of building LTSs of size $m = 2^j$ is the cost of building one LTS of size $m$ multiplied by the number of times the $j$-th bit in a binary word turns from zero to one in counting from zero to $N$. If we assume that $N$ is a power of two then a simple sum shows that $P_{L'}(N) = O(N \lg^2 N)$, and we can use this fact to show that $P_{L'}(N)$ is of the same order for $N$ not a power of two.

The structure that we have used for dynamic Nearest Neighbor searching can be used to convert any static structure for a decomposable problem into a dynamic structure for that problem. We will assume that we are given a static structure $D$ with performances $P_D(N)$, $S_D(N)$, and $Q_D(N)$. Our dynamic structure $D'$ will consist of a set of static structures, each of distinct size a power of two, built in a manner analogous to binary counting.

Analyzing $D'$ shows

$$P_{D'}(N) = O(P_D(N) \lg N),$$

$$Q_{D'}(N) = O(Q_D(N) \lg N),$$

and

$$S_{D'}(N) = O(S_D(N)).$$

The above analysis shows that we can convert a static structure to a dynamic structure with only a logarithmic increase in query and insertion times. We can achieve even better results for some structures. If the static query time $Q_D(N)$ grows as $\Omega(N^\epsilon)$ for some $\epsilon > 0$, then we can show that $Q_{D'}(N)$ is bounded above by some constant times $Q_D(N)$. Likewise if $P_D(N)$ grows faster than $N^{1+\epsilon}$, then we will not incur the additional logarithmic factor in $P_{D'}(N)$. For certain structures we do not have to build the static structures over again from scratch—we can merge existing structures. In that case too we can avoid the extra logarithmic term in $P_{D'}(N)$. (We can give at least five examples of such structures.) We can also show that for some problems the increase of the logarithmic factor is not incurred if we measure average instead of worst-case query times.

This static-to-dynamic transformation has already been used to yield a number of new algorithms. Bentley, Detig, Guibas and Saxe [1978] describe "binomial lists", which were obtained by applying the transformation to sorted arrays. They show that with proper implementation the storage used by binomial lists is absolutely minimal and that their structure is optimal over the class of all structures using only minimal storage. In addition to theoretical interest, their structure is efficiently implemented and experiments show that it is competitive with other dynamic member structures in many applications. Another use of this
transform has been given by Yao, Yao and Bentley [1978]. They reduced the complexity of calculating the "rank function" in a vector set from barely sub-quadratic to \( N \) times a polynomial in \( \lg N \) by transforming a static maxima searching structure to dynamic.

Many other aspects of converting static search structures to dynamic will be described by Bentley and Saxe [1978]. In this section we have seen a transform that increases both query and processing costs by a factor of \( O(\lg N) \). Bentley and Saxe display a whole set of transformations which add a factor of \( k \) to query time and a factor of \( kN^{1/k} \) to processing time, for any fixed integer \( k \). (For example, it is possible to convert a static structure to dynamic by adding a factor of 5 to query time and \( 5N^{1/5} \) to processing time; this might be useful if many queries were anticipated.) Further, they show that using only the properties of decomposability, these transformations are optimal to second-order terms. They then demonstrate "dual" transformations that add a factor of \( k \) to processing times at the cost of increasing query times by a factor of \( (k^2/2)N^{1/k} \). They investigate the question of dynamic structures in which elements can be deleted as well as inserted and show that although deletion is provably infeasible in general, if \( \Box \) is invertible then deletion can be achieved at a cost of only a constant factor. They also show how the processing time between insertions can be bounded; this is useful in on-line systems. In related work, Bentley and Shaw [1978] have formally proved the correctness of the static-to-dynamic conversion discussed in this chapter by writing it as an Alphard form and proving its correctness in that context. Similar methods can be used to prove formally the correctness of all the transforms of Bentley and Saxe.

4. Adding Range Variables

In the last section we showed how to transform a static structure into a dynamic structure; in this section we will show how to transform a static structure for a particular query into a static structure for a related query. We will illustrate the construction by first applying it to the planar Nearest Neighbor problem, and then considering the general case. The related searching problem that we will solve is most easily stated if the points in the plane are viewed as cities, each of which has an associated population. We are to preprocess the \( N \) cities and their populations. A query will give a point \( x \) in the plane and a population range (described by upper and lower bounds), and the search must determine which of the cities in the desired population range is the closest to point \( x \).\(^1\) (So a query might ask "of all the cities with population between 60,000 and 120,000, which is the closest to point \( x \)?").

\(^1\)This search is of the same form as one described by Knuth [1973, p. 550] as "more complicated than those already quite difficult and therefore usually not considered".
The data structure we use to solve this problem is a tree that has LTSs in all its nodes. The root of our tree contains an LTS representing all the cities in F. The left son of the root will represent all cities with population less than the median population, and the right son will represent the cities with populations greater than the median. In each of those nodes there will be an LTS representing half of the cities. This partitioning continues so that on the i-th level of the tree there are $2^i$ LTSs, each representing cities contiguous in the population dimension. To answer a query for the nearest neighbor to point $x$ in population range $R$ we will search for the nearest neighbor to $x$ in a subset of the LTSs (the union of which is all of the cities in the range), and then return the minimum of the reported distances. Specifically we search all the LTSs that represent a population range contained in $R$ and having fathers with range not contained in $R$. We can easily describe exactly which LTSs will be searched by a recursive algorithm which visits the nodes in the tree containing the relevant LTSs.

The first step in analyzing our structure is to note that the tree we build is $\lg n$ levels deep. The time required for building the LTSs on each level is bounded above by $O(N \lg N)$, so we have $P_L(N) = O(N \lg^2 N)$ (L now represents the LTS with range restriction capability added). Likewise the storage required on any level is $O(N)$, so $S_L(N) = O(N \lg N)$. Since at most two LTSs are searched on any level (at cost bounded above by $O(\lg N)$), we have $Q_L(N) = O(\lg^2 N)$. Thus we see that our new structure adds a factor of $\lg N$ to each of the cost functions we measure.

We consider now the general case in which each element $f$ of the set $F$ contains an additional population dimension written $p(f)$. The modified query we want to answer (for object $x$ and range $R$) is

$$Q'(x,R,F) = \bigcap_{f \in F} q(x,f).$$

The structure we use is the tree structure described above in which each node of the tree contains one of the original structures $D$. Analyzing the resulting structure $D'$ as before shows that a factor of $\lg N$ is added to each of the cost functions giving

$$P_{D'}(N) = O(P_D(N) \lg N),$$

$$S_{D'}(N) = O(S_D(N) \lg N),$$

and

$$Q_{D'}(N) = O(Q_D(N) \lg N).$$

This transformation can be used to solve the "range searching" problem defined by Knuth [1973, p. 554]. In this problem we preprocess $N$ points in $k$-space and answer subsequent queries asking for all points that have every key value in some specified range (that is, for all...
points lying in some rectilinearly-oriented hyperrectangle). Range searching in one dimension can be accomplished by use of a sorted vector. We can use this structure as a "base" and add k-1 additional range variables by the transform of this section. We then apply the "speedup" of merging structures to yield the "range tree" structure R with performances

\[ P_R(N, k) = O(N (\lg N)^{k-1}), \]
\[ S_R(N, k) = O(N (\lg N)^{k-1}), \]
\[ Q_R(N, k) = O((\lg N)^k + F) \]

where F is the number of points found in response to the query. This structure is the best known structure for range searching, and was discovered through the use of this decomposable transform. This transformation can also be used to derive the data structures for "Maxima Searching" and "ECDF Searching" described by Bentley and Shamos [1977].

Further aspects of adding range variables will be described by Bentley and Saxe [1978]. Just as in the static-to-dynamic transformation there were a set of conversions, so there are in this transformation also. We have seen in this section a transformation which increases the preprocessing, storage, and query costs by a factor of \( O(\lg N) \). Bentley and Saxe show a set of transformations that increase preprocessing and storage costs by a factor of \( k \) and query costs by a factor of \( O(N^{1/k}) \). The dual transform adds a factor of \( k \) to query costs and increases preprocessing and storage requirements by \( O(N^{1/k}) \). They also show that these increases are not always incurred. They can be avoided in exactly the same way as in the static-to-dynamic conversion: if the underlying structures can be merged quickly, if the underlying functions are fast growing, or if average query times are considered. The transformations that we have described in this section add a range variable to a static structure, yielding a new static structure. Lueker [1978] has described a new transformation that is applied to a dynamic structure and yields a new dynamic structure in which range variables can be specified. He has used this transform to produce best-known structures for dynamic range searching, ECDF searching, and maxima searching.

5. Preprocessing/Query Time Tradeoffs

In this section we examine the final construction for decomposable problems. Unlike the two other constructions, this construction is not due to the author. It has been used previously in a number of algorithms, and it is included here because its scope of applicability is precisely the decomposable problems. The construction is appropriate for a structure that has very high preprocessing time or storage; it allows us to develop a class of structures with decreased preprocessing and storage requirements at the cost of increased search time.

The data structure makes use of clusters. The preprocessing partitions the N elements of F (at random) into \( N/c \) clusters of c elements each, then applies the preprocessing algorithm of
To each of the clusters to build $N/c$ structures. To answer a query we search each of the clusters and then combine those answers (by decomposability) to form an answer to the original query. Analyzing the resulting structure $D'$ shows

$$Q_{D'}(N) = (N/c)Q_D(c),$$
$$S_{D'}(N) = (N/c)S_D(c),$$
$$P_{D'}(N) = (N/c)P_D(c).$$

Notice that a continuum of performances is achievable.

This transform has been used by A. Yao [1977] to achieve a number of new results. He used as "underlying" structures those presented by Dobkin and Lipton [1976] that had logarithmic search times but preprocessing and storage that were (a large) polynomial in $N$. By choosing $c$ appropriately (as a function of $N$) Yao was able to achieve the best known algorithms for many multidimensional problems. Yao's methods can be applied to many other problems that do not prima facie appear to be searching problems. These are problems which ask a "decomposable function" to be computed over every element in a set. Naive algorithms for performing this task require quadratic time, but the problem can be reduced to performing $N$ decomposable searches. Yao's methods can then be applied to yield sub-quadratic algorithms. There are other applications of this transformation of structures in more typical searching contexts. In many applications the available storage is bounded, so we can use these methods to design a structure that will use exactly as much storage as is available. If we know in a certain application exactly how many searches will be made, then we can choose the cluster size to minimize the total cost of preprocessing and searching.

6. Conclusions

To summarize this paper we have seen at least two types of results. On a higher level we have seen three transforms that can be applied to searching structures for decomposable problems: converting a static structure to dynamic, adding "range variables" to a structure, and making preprocessing/query time tradeoffs. These transforms have already been used to yield results on a more concrete level. These include the currently best known "theoretical" algorithms for such problems as the rank function, member searching, range searching, and minimal spanning trees. These transforms can also be used as software engineering tools: each transform is easily coded and would be a valuable entry in a "software engineering handbook".

Throughout this paper we have mentioned other work on decomposable problems that has already been done and will be reported by Bentley and Saxe [1978]. Much further work, however, remains to be done. Open problems include identifying additional decomposable problems, showing more efficient transforms than those we discussed, giving new types of
transforms, showing the optimality of transforms, performing exact (Knuthian) analysis of transforms, and developing software to implement these transforms. Perhaps the most obvious open problem, though, is to identify other classes of problems and prove general results concerning problems in the class.

In conclusion, this paper contains three kinds of results. The first kind of result that we have seen is a set of particular algorithms; the framework of decomposable problems has been useful in both the discovery and the presentation of these algorithms. The second kind of result we have seen is the three particular transforms, and the different tradeoffs available within each transform. The final kind of result in this paper is the definition of the class of decomposable problems. To the author's knowledge, this is the first example of a class of problems that is defined algebraically and for which a general set of conversions is known. This kind of result promises to be valuable both in proving theorems about the asymptotic complexity of computational problems and in providing software engineers with more powerful tools.
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