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Abstract

Rabin has proposed a probabilistic algorithm for finding the closest pair of a set of points in Euclidean space. His algorithm is asymptotically linear whereas the best of the known deterministic algorithms take order n log n time. We show that at least part of the speedup is due to the model rather than the probabilistic nature of the algorithm.
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1. Introduction

One notion that has received some attention recently is that of a probabilistic algorithm. An algorithm is probabilistic if at certain steps it chooses a number randomly to determine the next step and at all other steps it is deterministic. The expected running time of such an algorithm on a given input is obtained by averaging over all possible random choices of the algorithm on that input. The running time of the algorithm as a whole can be measured either by averaging the expected running time over all inputs or by taking the worst case of the expected running time. In [1] the former analysis is used; in [4] and [6] the latter analysis is used.

Rabin [4] has proposed a probabilistic algorithm for finding the closest pair of a set of points in Euclidean space. The running time of his algorithm using the worst-case expected-time measure is linear. This compares with time $O(n \log n)$ for the best of the known deterministic algorithms for this problem [2] [5] [7].

Rabin's algorithm works by randomly choosing a subset of the points and recursively using the algorithm to find the distance between the nearest neighbors of the subset. Rabin is able to show that, with very high probability, the distance between the nearest neighbors of the subset is a very good approximation to the distance between nearest neighbors in the whole set. Using this approximation the distance between the nearest neighbor in the whole set can be found in expected linear time. The algorithm's use of randomness in choosing the subset is crucial.
Rabin's algorithm also assumes constant time arithmetic operations. In particular, he assumes that a special operation, described below, which is similar to hashing can be performed in constant expected time. It follows from [3] that the special operation can indeed be implemented by a probabilistic algorithm to run in constant expected time given that evaluating a hash function takes constant time.

The fast algorithms in [1], [4], and [6] all have the property that for some sequence of random choices an incorrect answer could result. Rabin's algorithm is apparently the only known example other than hashing of an error-free probabilistic algorithm which runs faster than the deterministic equivalent.

In this paper we present an algorithm to find the nearest neighbor which runs in time $O(n \log \log n)$. The algorithm does not make any random choices; however it does assume that the special operation uses only constant time. The conclusion we reach is that most of the speedup of Rabin's algorithm is due to the hashing, and not to the probabilistic nature of the basic algorithm. It would be interesting to find examples of probabilistic algorithms that are faster than their deterministic counterparts and for which the speed does not come from the capability to hash.
2. The Algorithm

We describe the special operation, call it FINDBUCKET, in more detail. We are given a set of real numbers, say with minimum value \( r_{\text{min}} \), and an interval size \( s \). We wish to partition the set into blocks such that each block is non-empty and contains precisely the reals falling in an interval \( [r_{\text{min}} + ns, r_{\text{min}} + (n+1)s] \), for some integer \( n \geq 0 \). To do this we have an array of linked lists, which we will call buckets. Each bucket is to hold the reals falling in one interval. The number of buckets is as large as the number of reals. FINDBUCKET, given the arguments a real number and the interval size (and implicitly the array) returns the index of the bucket into which the real is to be stored. FINDBUCKET returns the same index for all reals falling in the same interval; it is guaranteed to return different indices for reals falling in different intervals. We assume no other relationship between the real and the index returned by FINDBUCKET. Rabin suggests that FINDBUCKET be implemented by dividing the real by the interval size, truncating the quotient to an integer, and hashing on the integer.

The algorithm for nearest neighbor is completely general; however for simplicity we will assume the points are real numbers appearing on the line. The extension to higher dimensioned spaces should be obvious.
The algorithm is based on the following observation: suppose we can find an interval size $r$ such that at most one point falls within each interval and there are two nonempty adjacent intervals. Then if we place points into buckets using an interval size of $2r$, the closest pair of points must either be within the same interval or in adjacent intervals. The total number of points which can be within one interval at size $2r$ and the number of adjacent intervals are constants depending only on the dimension of the space. Hence for each point only a constant number of other points need be examined. The buckets which contain points in adjacent intervals can be found using FINDBUCKET. Thus, given the interval size $r$ the total amount of work to find the closest pair is linear in the number of points. We write a recursive procedure FINDINT to find the interval size $r$.

FINDINT is called with a set of $n$ points as parameter. It selects an initial interval size by dividing the difference between the maximum and minimum point by $n$. The main loop of FINDINT is to remove a point from the set and use FINDBUCKET to place it into a bucket. This continues until some bucket has $\sqrt{n}$ points, at which time FINDINT is called recursively for each bucket with two or more points. The interval size is set to the minimum of the interval sizes returned by the recursive calls. The points already placed into buckets are then temporarily discarded and the main loop is restarted with the first point which has not yet been inserted into a bucket. This process continues until each point has been inserted into a bucket once.
When the main loop has been executed for every point, and a tentative interval size found, the entire set of points is placed into buckets at the current interval size. FINDINT is then called recursively on all buckets containing two or more points; the output of the algorithm is the minimum of the size returned by all recursive calls. A pidgin ALGOL description of FINDINT is given below.

Input: A set $S$ of $n$ points.
Output: An interval size such that no two points fall in the same interval and such that there are two adjacent nonempty intervals.

1. PROCEDURE FINDINT($S$):
2. intervalsize ← ($\max(S) - \min(S)$) / $n$;
3. $T$ ← $S$;
4. WHILE $T$ is not empty DO
5. WHILE all buckets have fewer than $\sqrt{n}$ points and $T$ is not empty DO
6. remove a point $r$ from $T$;
7. $B$ ← FINDBUCKET(intervalsize, $r$);
8. insert $r$ into bucket $B$;
9. END;
10. FOR each bucket $B$ containing more than one element DO
11. intervalsize ← min(intervalsize, FINDINT($B$))
12. END;
13. empty all buckets;
14. END;
15. FOR each $r$ in $S$ DO
16. $B$ ← FINDBUCKET(intervalsize, $r$);
17. insert $r$ into bucket $B$;
18. END;
19. FOR each bucket $B$ containing more than one element DO
20. intervalsize ← min(intervalsize, FINDINT($B$));
21. END;
22. RETURN(intervalsize);
23. END
To analyze the running time of the algorithm, first note that exclusive of recursive calls, FINDINT takes time $cn$, for some $c$. Recursive calls of size less than 256 take only a constant amount of time; we will assume that the cost of such calls are absorbed into the constant $c$. We show by induction that for $n \geq 256$, FINDINT takes total time $dn \log \log n$, for some $d$.

Let us call the process of one iteration of the WHILE loop of lines 5-9, i.e. until some bucket gets $\sqrt{n}$ points, a level. Clearly, there are at most $\sqrt{n}$ levels. Let us call the interval size at line 15 the tentative interval size. It is possible that more than one point can fall into a bucket at the tentative interval size. This can happen if two points would fall into the same bucket but were processed at different levels. However, each such bucket can contain at most one point from each level. Hence the number of points per bucket at line 19 is bounded by the number of levels, i.e. $\sqrt{n}$.

From the above discussion it is clear that FINDINT never solves a recursive problem of size bigger than $\sqrt{n}$. If all subproblems were disjoint, it would be easy to show that the running time was $O(n \log \log n)$. However it is possible that a point might appear in a recursive call at both lines 11 and 20. Hence a more complicated analysis is necessary.
For the following, let us also say that the processing of lines 19 through 22 is a level by itself. We wish to count the number of intervals which are guaranteed to be nonempty at the interval size at the end of each level. This will enable us to bound the total work involved in the recursive calls.

Suppose the first recursive call at some level has \( b \) points. After the call, the points are all separated by the new interval size. But since all the points were in one interval at the start of the level, after the call there are \( b - 1 \) new nonempty intervals. Suppose the second call at the level has \( c \) points. It is possible that these points have already been partially separated by the first call. But since all \( c \) points were in one interval at the start of the level, after the second call there are a total of \( (b-1) + (c-1) \) new nonempty intervals. Continuing in this way for all recursive calls at a level and all levels, we get that there are at least

\[
\sum_{i=1}^{k} (b_i - 1) \text{ nonempty intervals, where } k \text{ is the number of recursive calls and } b_i \text{ the size of the } i\text{th recursive call.}
\]

As at the end of the algorithm there are \( n \) nonempty intervals, we have

\[
\sum_{i=1}^{k} (b_i - 1) \leq n \tag{1}
\]

The amount of work involved in the recursive calls is bounded by

\[
\sum_{i=1}^{k} db_i \log \log b_i \tag{2}
\]
(Note that we have already absorbed the cost of recursive
calls of size less than 256 into general overhead. But (2)
is certainly an upper bound on the amount of work necessary.)
We wish to maximize (2) subject to (1), and the constraint
that \(2 \leq b_i \leq \sqrt{n}\) for each \(i\).

We claim (2) is maximized when each \(b_i\) except possibly
one is \(\lfloor \sqrt{n} \rfloor\). To see this first note that if \(r \geq s > 2\)
\[(r+1) \log \log (r+1) + (s-1) \log \log (s-1) \geq r \log \log r + s \log \log s\]
hence (2) is augmented by increasing a \(b_i\) by 1 at the expense
of decreasing a smaller \(b_j\) by 1. Second, if \(b_i = 2\), for some
\(i\), since \(2 \log \log 2 = 0\), (2) is augmented by deleting \(b_i\) and
adding 1 to some other \(b_j\). (1) is then still satisfied.

In this case (all but possibly one \(b_i=\sqrt{n}\)),

\[
k \leq \left\lfloor \frac{n}{\lfloor \sqrt{n} \rfloor - 1} \right\rfloor \leq \sqrt{n} + 4 \quad \text{for sufficiently large } n.
\]

So we have

\[
\sum_{j=1}^{k} d b_i \log \log b_i \leq d \sqrt{n} \cdot (\log \sqrt{n})(\sqrt{n} + 4)
\]
\[
\leq d n \log \log n - d n + 4d\sqrt{n} (\log \log n - 1)
\]
\[
\leq d n \log \log n - \frac{d n}{2}
\]

where the last line holds as \(n \geq 256\). The total work involved
is thus bounded by \(c n + d n \log \log n - \frac{d n}{2}\) which is less than
\(d n \log \log n\) if \(d > 2c\).
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