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I. INTRODUCTION

The ability to provide good estimates of statistical functions of ocean data is an important area of research within the Naval community. A new approach for estimating one of these statistical functions, the spectral density function, is the focus of work reported here.

In this report we compare two discrete time spectral estimation techniques for estimating the spectral density function of a continuous time process. This comparison consists of theoretical results which give the asymptotic performance of the two spectral estimation schemes along with simulation results for finite sample size estimates. The two spectral estimation schemes considered are periodic spectral estimation and Poisson spectral estimation. In the first case, samples of the continuous time process are taken at discrete instants of time which are equally spaced. The Poisson spectral estimate is based upon samples from the process which are taken at points of time determined by a stationary Poisson point process.

Theoretical asymptotic results for the bias and variance of the Poisson spectral estimate have recently been developed [1, 2] and are very similar to the asymptotic expressions for the bias and variance of the periodic spectral estimate. Since only the asymptotic results are available for the Poisson spectral estimate, the performance of the estimator for a finite number of samples is not known. Hence, an evaluation of the performance of the Poisson spectral estimator for a reasonable number of samples is an important first step in the application of the theoretical results.
II. THEORY

In this section we present the asymptotic behavior of the bias and variance of the periodic and Poisson spectral estimation techniques. The periodic spectral estimator is a consistent estimator of the aliased version of the true spectral density. The Poisson spectral estimator is, however, a consistent estimator of the true spectral density [3, 4]. Similarities between the asymptotic performance of the two estimators are noted. Derivations of these results are presented elsewhere [1].

Throughout this report we let \( X = \{ X(t), -\infty < t < \infty \} \) be a continuous parameter, zero mean, second order, stationary random process with correlation function \( C(t) \in L_1 \) and spectral density function \( \phi(\lambda) \) given by

\[
\phi(\lambda) = \int_{-\infty}^{\infty} C(t) e^{-i\lambda t} dt / 2\pi .
\]

A spectral window, used to smooth the data used in the spectral estimate, is generated as follows: Let \( H(\lambda) \) be a real, even function which satisfies

\[
\int_{-\infty}^{\infty} H(\lambda) d\lambda = 1
\]

\[
\int_{-\infty}^{\infty} |H(\lambda)| d\lambda < \infty .
\]

The spectral window, \( W_N(\lambda) \), is defined by

\[
W_N(\lambda) = M_N H(M_N\lambda) .
\] (II-1)

where \( M_N > 0 \) is such that

\[
M_N \to \infty \text{ and } M_N/N \to 0, \text{ as } N \to \infty .
\]

The corresponding covariance averaging kernel, \( w_N(t) \), is given by

\[
w_N(t) = h(t/M_N)
\] (II-2)

where \( h(t) \) is the Fourier transform of \( H(\lambda) \).

\[
h(t) = \int_{-\infty}^{\infty} H(\lambda) e^{it\lambda} d\lambda .
\] (II-3)
A. Periodic Spectral Estimation

Let the process $X$ be defined as $\bar{X} = \{X(t_n)\}_{n=-\infty}^{\infty}$ where the sample instants $\{t_n\}$ are given by

$$t_n = n/\rho \, : \, n = 0, \pm 1, \pm 2, \ldots$$

and $\rho > 0$ is the sampling rate. It then follows [4] that $\bar{X}$ is a wide-sense stationary process with zero mean, covariance sequence

$$c_n = C(n/\rho) \, , \, n = 0, \pm 1, \ldots$$

and spectral density function

$$s(\lambda) = \rho \sum_{k=-\infty}^{\infty} \phi(\rho \lambda + 2\pi k \rho) \, . \quad (II-4)$$

Note that $s(\lambda)$ has period $2\pi$ and is integrable over $[-\pi, \pi]$ with Fourier coefficients

$$c_n = \int_{-\pi}^{\pi} e^{in\lambda} s(\lambda) \, d\lambda \, , \, n = 0, \pm 1, \ldots$$

Now the spectral density, $s(\lambda)$, of $\bar{X}$ can be estimated by the usual technique of smoothing the periodogram of the discrete-parameter stochastic process $\bar{X}$. The estimate of $s(\lambda)$ based upon the samples $\{X(n/\rho)\}_{n=1}^{N}$ is

$$\hat{s}_N(\lambda) = \int_{-\infty}^{\infty} W_N(\lambda - \mu) I_N(\mu) \, d\mu \quad (II-5)$$

where $W_N(\lambda)$ is the spectral window (II-1) and $I_N(\lambda)$ is the periodogram

$$I_N(\lambda) = \frac{1}{2\pi N} \left| \sum_{k=1}^{N} X(k/\rho) e^{-ik\lambda} \right|^2 \, . \quad (II-6)$$

We note that aliasing occurs in (II-4) unless $\phi(\lambda)$ is zero for $\lambda \in [-\pi \rho, \pi \rho]$, i.e., $\phi(\lambda)$ cannot be uniquely recovered from $s(\lambda)$ unless $\phi(\lambda) = 0$ outside of $[-\pi \rho, \pi \rho]$. For the special case that $\phi(\lambda)$ is zero outside of $[-\pi \rho, \pi \rho]$, then $\phi(\lambda)$ can be recovered from (II-4) and is given by

$$\phi(\lambda) = \frac{1}{\rho} s(\lambda/\rho) \, . \quad (II-7)$$
In the case in which the process X is bandlimited, say from $-W/2$ to $W/2$, then the sampling rate $\rho$ can be chosen large enough so that $\phi(\cdot)$ is zero outside of $[-\pi \rho, \pi \rho]$, i.e. $\pi \rho \geq W/2$ or $\rho \geq W/2\pi$.

The quantity $W/2\pi$ (cycles per second) is called the Nyquist rate of sampling and is the minimum rate at which one can sample and still recover the spectral density of the original process X. If X is not bandlimited or the sampling occurs at a rate below the Nyquist rate, then aliasing occurs and $\phi(\lambda)$ cannot be recovered from $s(\lambda)$.

The form of (11-7) motivates the estimate for the case when aliasing occurs. Specifically, define

$$\psi(\lambda) = \frac{1}{\rho} s(\lambda/\rho) = \sum_{k=-\infty}^{\infty} \phi(\lambda + 2\pi k \rho) .$$

We note that $\psi(\cdot)$ is periodic with period $2\pi \rho$ and integrable over $[-\pi \rho, \pi \rho]$. The estimate of $\psi(\lambda)$ based on the observations $\{X(n/\rho)\}_{n=1}^{N}$ is given by

$$\hat{\psi}_N(\lambda) = \frac{1}{\rho} \hat{s}_N(\lambda/\rho)$$

and by (11-5)

$$\hat{\psi}_N(\lambda) = \frac{1}{\rho} \int_{-\infty}^{\infty} W_N \left( \frac{\lambda}{\rho} - \mu \right) I_N(\mu) d\mu .$$

Note that since $\psi_N(\lambda)$, the estimate for $\varphi(\lambda)$, is periodic with period $2\pi \rho$ then at best we can recover $\psi(\lambda)$ from the sampled data. However, as the sampling rate $\rho$ tends to infinity $\psi(\lambda)$ tends to $\phi(\lambda)$.

The form of the estimate (11-10) for $\hat{\psi}_N(\lambda)$ is convenient for obtaining asymptotic properties of the estimator, however, for practical implementation, the following form is used

$$\hat{\psi}_N(\lambda) = \frac{1}{2\pi N \rho} \sum_{j=1}^{N} X(j/\rho)^2 + \frac{1}{\pi N \rho} \sum_{m=1}^{N-1} h \left( \frac{m}{M_N} \right) \cos \left( \frac{\lambda m}{\rho} \right) \sum_{j=1}^{N-m} X \left( \frac{j+1}{\rho} \right) X \left( \frac{j}{\rho} \right)$$

where $h$ is defined by (11-3). The above form of $\hat{\psi}_N$ is obtained by substituting (11-6) into (11-10) and making use of (11-1) and (11-2).
We now look at the properties of the estimate $\hat{\psi}_N(\lambda)$. The effects of aliasing will be emphasized.

**Theorem 1.** Let the covariance function, $C(t)$, of the process $X$ satisfy

(i) $t C(t) \in L_1$

(ii) $\sum_{n=1}^{\infty} n |C(n/\rho)| < \infty$

Then the asymptotic mean of the estimate $\hat{\psi}_N(\lambda)$ is given by

$$E \left[ \hat{\psi}_N(\lambda) \right] = \int_{-\infty}^{\infty} W_N \left( \frac{\lambda - \mu}{\rho} \right) \psi(\mu) d\mu + O\left( \frac{1}{N} \right)$$

as $N \to \infty$ and the $O(1/N)$ term is uniform in $\lambda$.

The proof of Theorem 1 is given in [1]. By letting $N \to \infty$ we see that

$$\lim_{N \to \infty} E \left[ \hat{\psi}_N(\lambda) \right] = \psi(\lambda)$$

and the estimator $\hat{\psi}_N(\lambda)$ is an asymptotically unbiased estimate of $\psi(\lambda)$. However, recall that we are interested in estimating $\phi(\lambda)$, the spectral density of $X$, and not $\psi(\lambda)$, the spectral density of $\tilde{X}$. From (11-7) and (11-9), the best that we can hope for is an estimate of $\psi(\lambda)$, which contains an aliasing error, $\epsilon(\lambda)$, defined by

$$\epsilon(\lambda) = \psi(\lambda) - \phi(\lambda)$$

$$= \sum_{k=-\infty}^{\infty} \phi(\lambda + 2\pi k/\rho).$$

Note that the aliasing error is independent of $N$, the total number of samples used to form the estimate, and therefore cannot be reduced by increasing the sample size.

The following theorem gives the covariance of the estimate $\hat{\psi}_N(\lambda)$ for Gaussian processes.
Theorem 2. Let $X$ be a Gaussian process with covariance function $C(t)$ satisfying

(i) $tC(t) \in L_1$

(ii) $\sum_{n=1}^{\infty} n|C(n/\rho)| < \infty$.

Let the spectral window be given by (II-1) and suppose $H(\lambda)$ is bounded and differentiable with bounded derivative. Then asymptotically (as $N \to \infty$)

$$
cov \left[ \hat{\psi}_N(\lambda), \hat{\psi}_N(\mu) \right] = 2\pi \frac{M_N}{N} \left[ \delta_{\lambda,\mu} + \delta_{\lambda,-\mu} \right] [\phi(\lambda) + \epsilon(\lambda)]^2 \int_{-\infty}^{\infty} H^2(u) du
$$

$$
+ 0 \left( \frac{M_N^2}{N^2 \log \frac{M_N}{N}} \right)
$$

where $\delta_{\lambda,\mu}$ is the $2\pi \rho$-periodic extension of the Kronecker delta function

$$
\delta_{\lambda,\mu} = \begin{cases} 
1, & \text{if } \lambda - \mu \pmod{2\pi \rho} \\
0, & \text{otherwise}
\end{cases}
$$

and the $O(\cdot)$ term is uniform in $\lambda$ and $\mu$. Moreover,

$$
\text{Var} \hat{\psi}_N(\lambda) \sim \begin{cases} 
2\pi \frac{M_N}{N} [\phi(\lambda) + \epsilon(\lambda)]^2 \int_{-\infty}^{\infty} H^2(u) du, & \lambda \neq 0 \pmod{\pi \rho} \\
4\pi \frac{M_N}{N} [\phi(\lambda) + \epsilon(\lambda)]^2 \int_{-\infty}^{\infty} H^2(u) du, & \lambda = 0 \pmod{\pi \rho}
\end{cases}
$$

The proof of this theorem follows the proof in [5, Theorem 5.6.2].

The results of Theorem 2 are valid for non-Gaussian processes as well, under additional conditions on the fourth-order cumulant function of the process $X$ [5, 6]. It can now be seen by Theorems 1 and 2 that for Gaussian processes the estimate $\hat{\psi}_N(\lambda)$ converges in the mean-square sense to $\psi(\lambda)$ as $N \to \infty$. However, it does not converge to $\phi(\lambda)$ due to the aliasing error $\epsilon(\lambda)$.

B. Poisson Sampling

The motivation for Poisson sampling is discussed in [1, 2]. Among the sampling schemes which yield consistent estimates of $\phi(\lambda)$ from the observation $\{X(t_k)\}_{\eta=1}^{N}$, the Poisson sampling scheme is the simplest and the most fundamental [1]. Here we only introduce the estimate and state its bias and covariance for the sake of comparison with the periodic estimate $\hat{\psi}_N(\lambda)$. 
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Assume that the process X is sampled at instants \( \{t_n\} \) given by
\[
t_0 = 0 \quad \text{(II-12)}
\]
\[
t_n = t_{n-1} + \alpha_n \quad n = 1, 2, \ldots
\]
where the \( \{\alpha_n\} \) are independent identically distributed positive random variables with a common exponential distribution \( F(x) = 1 - e^{-\beta x} \). It is assumed that the sampling instants \( \{t_n\}_{n=0}^\infty \) are independent of the process X. Note that \( \beta \) is the average sampling rate and as shown in [2], almost every realization of the point process \( \{t_n\}_{n=0}^\infty \) has a "density" of points \( \beta \).

Given the observation \( \{X(t_k)\}_{k=1}^N \), we consider an estimate \( \hat{\phi}_N(\lambda) \) of the spectral density \( \phi(\lambda) \) as follows [1]:
\[
\hat{\phi}_N(\lambda) = \frac{1}{\pi R_N} \sum_{n=1}^{N-1} \sum_{k=1}^{N-n} X(t_{k+n}) X(t_k) h \left( \frac{t_{k+n}-t_k}{M_N} \right) \cos \lambda (t_{k+n}-t_k) \quad \text{(II-13)}
\]
where \( h(t) \) and \( M_N \) are as in (I1-1) and (I1-3). It can be seen that the estimate has an almost identical structure to that of the periodic estimate (I1-11). Define the bias of the estimate (II-13) by
\[
b \left[ \hat{\phi}_N(\lambda) \right] = E \left[ \hat{\phi}_N(\lambda) \right] - \phi(\lambda) .
\]
We then have the following results [1] stated here without proof.

**Theorem 1'**: Let the covariance function of the process X satisfy \( tC(t) \in L_1 \). Then, asymptotically as \( N \to \infty \),
\[
E \left[ \hat{\phi}_N(\lambda) \right] = \int_{-\infty}^{\infty} W_N(\lambda - \mu) \phi(\mu) \, d\mu + O \left( \frac{1}{N} \right)
\]
where the \( O(1/N) \) term is uniform in \( \lambda \).

**Theorem 2'**: Let X be Gaussian with covariance function \( C(t) \) satisfying \( |C(t)| \leq b(t) \) for all \( t \), where \( b(t) \) denotes any continuous even nonnegative function on the real line which is nonincreasing over \( [0, \infty) \) such that \( b(t) \in L_1 \). Let the spectral window be given by (II-1) and suppose \( H(\lambda) \) is bounded and differentiable with bounded derivative. Then asymptotically as \( N \to \infty \).
\[
\text{cov} \left[ \hat{\phi}_N(\lambda), \hat{\phi}_N(\mu) \right] = 2\pi \beta \left[ \delta_{\lambda, \mu} + \delta_{\lambda, -\mu} \right] \left[ \phi(\lambda) + \frac{C(0)}{2\pi \beta} \right]^2 \int_{-\infty}^{\infty} H^2(u) \, du \\
+ O \left( \frac{M_N}{N^2} \log \frac{M_N}{N} \right).
\]

where \( \delta_{\lambda, \mu} \) is the Kronecker delta function

\[
\delta_{\lambda, \mu} = \begin{cases} 1, & \lambda = \mu \\ 0, & \lambda \neq \mu \end{cases}
\]

and the \( O(\cdot) \) term is uniform in \( \lambda \) and \( \mu \). Moreover

\[
\text{Var} \left[ \hat{\phi}_N(\lambda) \right] \sim 2\pi \beta \frac{M_N}{N} \left[ \phi(\lambda) + \frac{C(0)}{2\pi \beta} \right]^2 (1 + \delta_{0, \lambda}) \int_{-\infty}^{\infty} H^2(u) \, du.
\]

The results of Theorem 2' are valid for non-Gaussian processes as well, under additional conditions on the fourth-order cumulant function of the process \( X \) [11].

C. Comparison

In order to compare the asymptotic performance of the periodic-estimate (II-11) and the Poisson-estimate (II-13), we assume the two estimates to have the same number of samples \( N \), identical window functions \( H(\lambda) \) and identical sampling rates \( \rho \equiv \beta \). It is then seen by Theorems 1' and 2' that the Poisson-estimate \( \hat{\phi}_N(\lambda) \) converges in the mean-square sense, as \( N \to \infty \), to the spectral density \( \phi(\lambda) \) for any positive value of the average sampling rate \( \beta \). On the other hand, it is seen by Theorems 1 and 2 that the periodic estimate (II-11) does not converge to \( \phi(\lambda) \), as \( N \to \infty \), unless \( \phi(\lambda) = 0 \) for \( |\lambda| > \pi \rho \). Comparing now Theorems 1 and 1', we find that for the periodic-estimate \( \hat{\psi}_N(\lambda) \) we have

\[
E \left[ \hat{\psi}_N(\lambda) \right] = \int_{-\infty}^{\infty} \left[ \frac{1}{\rho} W_N \left( \frac{\lambda - \mu}{\rho} \right) \right] \phi(\mu) \, d\mu + \int_{-\infty}^{\infty} \left[ \frac{1}{\rho} W_N \left( \frac{\lambda - \mu}{\rho} \right) \right] \epsilon(\mu) \, d\mu \\
+ O \left( \frac{1}{N} \right)
\]

where the second integral represents the increase in the mean of the estimate due to the aliasing error. On the other hand, for the Poisson estimate \( \phi_N(\lambda) \) we have
\[
E \left[ \hat{\phi}_N(\lambda) \right] = \int_{-\infty}^{\infty} W_N(\lambda - \mu) \phi(\mu) \, d\mu + \frac{1}{N}
\]

with no aliasing term and no dependence on the sampling rate \( \beta \). For the variances of the two estimates, we see by Theorems 2 and 2' that the variance of the periodic estimate is proportional to \( |\phi(\lambda) + \epsilon(\lambda)|^2 \) whereas the variance of the Poisson estimate is proportional to \( \beta \left[ \phi(\lambda) + \frac{C(0)}{2\pi\beta} \right]^2 \). It is clear that the aliasing error \( \epsilon(\lambda) \) increases the variance of the periodic estimate while for the Poisson estimate the variance is more complex. In fact, as shown in [1], there is an optimal value of \( \beta \) which minimizes, for each fixed \( \lambda \), the variance and hence the mean-square error of the Poisson estimate, namely

\[
\beta_0(\lambda) = \frac{C(0)}{2\pi\phi(\lambda)} .
\]  

(II-14)

In any case, the relative value of the two variances cannot be determined without specifying \( \phi(\lambda) \).
III. GENERATION OF DATA

In this report we consider three spectral density functions which are associated with different second order random processes. Specifically, the spectral density functions considered are

\[ \phi(\lambda) = \frac{a/\pi}{\alpha^2 + \lambda^2} \]  \hspace{1cm} (III-1a)

\[ \phi(\lambda) = \frac{2a\lambda^2/\pi}{\left(\lambda^2 - \lambda_0^2\right)^2 + 4a^2\lambda^2} \]  \hspace{1cm} (III-1b)

and

\[ \phi(\lambda) = \frac{2a\lambda^2/\pi}{\left(\lambda^2 - \lambda_0^2\right)^2 + 4a^2\lambda^2} + \frac{2a\lambda^2/\pi}{\left(\lambda^2 - \lambda_1^2\right)^2 + 4a^2\lambda^2} \]  \hspace{1cm} (III-1c)

These spectral densities have been chosen because they possess certain characteristics which are found in data obtained from the real world. The first spectral density (III-1a) is a first order Gauss-Markov process. This spectrum is fairly flat and could represent wide-band noise which has a constant spectrum. The second spectral density function (III-1b) could represent a carrier modulated by a narrowband signal. Finally, the last spectral density function (III-1c) represents two closely spaced carriers modulated by narrowband signals.

The remainder of this section describes the generation of data which represent sampled values of the associated random processes. The aliased version of each of the three spectral densities is derived and the dynamic representation of the three spectral densities is obtained. The dynamic representation provides a recursive method of generating the sample values. Finally, the statistics of the random variables which are needed in the dynamic representation are given.

A. First Order Gauss-Markov Spectral Density

The first order Gauss-Markov spectral density function (III-1a) has the simplest structure (Figure 1) of the three spectral densities used in the simulation. It represents a nonbandlimited low pass spectrum and provides a test of the bias of the spectral estimators (II-10) and (II-12). The correlation function \( R(t) \), is given by

\[ R(t) = e^{-\alpha|t|} \]

Since the spectral density function is not bandlimited and the mean-square bandwidth also does not exist, we will refer to the half power point (or 3 dB down from the maximum) as
Figure 1. Representation of the "low pass" Gauss-Markov spectral density used in the simulation.
the nominal bandwidth of the process. The nominal bandwidth of (III-1a) is \( \lambda = 1.0 \) (radians/second).

In this case, the spectral density of the discrete parameter process \( \bar{X} \) is an aliased version of \( \phi(\lambda) \) and is given by

\[
\psi(\lambda) = \sum_{k=-\infty}^{\infty} \phi(\lambda + 2\pi k \rho) \\
= \frac{1}{2\pi} \frac{1 - q^2}{1 + q^2 - 2q \cos \lambda/\rho}
\]

with \( q = e^{-\alpha/\rho} \). This follows easily from the Poisson summation formula which gives \( s(\lambda) \) as

\[
s(\lambda) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} R(n/\rho) e^{-in\lambda}
\]

and \( \psi(\lambda) \) can be obtained from \( s(\lambda) \) by (II-8).

The Dynamic Representation

Since \( \phi(\lambda) \) is a rational spectral density function, the dynamic representation of the associated process can be obtained via the procedure outlined in the appendix. We have

\[
\phi(\lambda) = \frac{\alpha}{\pi} \left| \frac{1}{i\lambda + \alpha} \right|^2
\]

and by (A-2)

\[X'(t) + FX(t) = Gu(t)\]

where \( u(t) \) is a Gaussian white noise process with correlation function \( \delta(t)/2\alpha \). \( F' = -\alpha \) and \( G = \sqrt{2\alpha} \). Then by (A-4)

\[
X(t) = \Phi(t-\tau) X(\tau) + \int_{\tau}^{t} \Phi(t-\nu) G u(\nu) d\nu
\]

(III-2)

where \( \Phi(t-\tau) \) is given by (A-5).

Therefore, a recursive representation is obtained for the process by replacing \( t \) with \( t_{k+1} \) and \( \tau \) by \( t_k \) in equation (III-2). This yields

\[
X(t_{k+1}) = e^{-\alpha(t_{k+1} - t_k)} X(t_k) + G \int_{t_k}^{t_{k+1}} e^{-\alpha(t_{k+1} - \nu)} u(\nu) d\nu
\]

\[= e^{-\alpha(t_{k+1} - t_k)} X(t_k) + G \varepsilon_k \]

(III-3)
with

\[
\varepsilon_k = \int_{t_k}^{t_{k+1}} e^{-\alpha(t_{k+1} - \nu)} u(\nu) d\nu.
\]

In order to simulate the X process the \( t_k \) must be known and the \( \varepsilon_k \) must be obtained. Let \( X(t_0) = X(0) = 0 \). The \( \varepsilon_k \) are zero mean Gaussian random variables since they are obtained by a linear operation (integration) on Gaussian random variables \( u(t) \). Now only the variance of \( \varepsilon_k \) has to be obtained in order to completely specify the behavior of the X process at the instants \( \{t_k\} \).

The variance of \( \varepsilon_k \) is computed as follows

\[
E \varepsilon_k^2 = E \int_{t_k}^{t_{k+1}} \int_{t_k}^{t_{k+1}} e^{-\alpha(t_{k+1} - \nu)} e^{-\alpha(t_{k+1} - \eta)} u(\nu) u(\eta) d\nu d\eta
\]

\[
= \int_{t_k}^{t_{k+1}} \int_{t_k}^{t_{k+1}} e^{-\alpha(t_{k+1} - \nu)} e^{-\alpha(t_{k+1} - \eta)} \delta(\nu - \eta) d\nu d\eta
\]

\[
= \int_{t_k}^{t_{k+1}} e^{-2\alpha(t_{k+1} - \nu)} d\nu
\]

\[
= \frac{1}{2\alpha} \left[ 1 - e^{-2\alpha(t_{k+1} - t_k)} \right].
\]

The variance of \( \eta_k = G \varepsilon_k \) is

\[
E \eta_k^2 = G^2 \cdot E \varepsilon_k^2 = R(0) \left[ 1 - e^{-2\alpha(t_{k+1} - t_k)} \right]. \tag{III-4}
\]

Also, it can be shown that the \( \varepsilon_k \) are independent random variables. This follows from the definition of \( \varepsilon_k \) in terms of the white Gaussian noise which makes the \( \varepsilon_k \) uncorrelated, and since the \( \varepsilon_k \) are Gaussian it follows that they are, in fact, independent.

**Poisson Sampling Model**

The following model describes the method used to generate the sampling points and the values of the process at the sampling points. Let the sampling instants \( \{t_k\} \) be generated by a Poisson point process (II-12).
Then the dynamic representation is

\[ X(0) = 0 \]
\[ X(t_{k+1}) = e^{-\alpha(t_{k+1} - t_k)} X(t_k) + \eta_k \]

where the \( t_k \) are given by (II-12) and \( \eta_k \) is a sequence of independent zero mean Gaussian random variables with variance (equation (III-4))

\[ \sigma^2_{\eta_k} = \left[ 1 - e^{-2(t_{k+1} - t_k)} \right] . \]

Note that the variance will change for each \( k \).

**Periodic Sampling Model**

In the model for the periodic sampling case the \( \{t_k\} \) are determined by

\[ t_k = kh, \quad k = 0, 1, 2, \ldots \]  

(III-5)

where \( h \) is the time between samples. The sampling rate, \( \rho \), is given by

\[ \rho = 1/h . \]

Let \( X_k = X(kh) \). Then the dynamic representation simplifies to

\[ X_0 = 0 \]
\[ X_{k+1} = e^{-\alpha h} X_k + \theta_k \]

where the \( \{\theta_k\} \) are independent identically distributed zero mean Gaussian random variables with variance

\[ \sigma^2_{\theta_k} = \left[ 1 - e^{-2h} \right] . \]

Note that the variance of \( \theta_k \) does not depend upon \( k \).

**B. The Narrowband Spectral Density**

The spectral density used to represent the process \( X \) for the narrowband case is given by

\[ \phi(\lambda) = \frac{2a}{\pi} \frac{\lambda^2}{\left( \lambda^2 - \lambda_0^2 \right)^2 + 4a^2 \lambda^2} \]

(III-6)
where \( 2a/\pi \) is a normalization constant such that the correlation function evaluated at 0 is equal to 1, i.e., \( R(0) = 1 \). A representative form of the spectral density given by equation (III-6) is shown in Figure 2. The correlation function is given by

\[
R(t) = \int_{-\infty}^{\infty} \phi(\lambda) e^{it\lambda} d\lambda
\]

\[
= e^{-at} \left( \cos \omega_0 t - \frac{a}{\omega_0} \sin \omega_0 t \right), \quad t > 0
\]

(III-7)

where

\[
\omega_0^2 = \lambda_o^2 - a^2.
\]

The maximum of the spectral density occurs at \( \lambda = \lambda_o \) and is

\[
\phi(\lambda_o) = 1/2\pi a.
\]

(III-8)

The half-power point, \( \lambda_1 \), is obtained by solving

\[
\phi(\lambda_1) = \phi(\lambda_o)/2
\]

for \( \lambda_1 \) which yields

\[
\lambda_1 = \sqrt{2a^2 + \lambda_o^2 + 2a \sqrt{a^2 + \lambda_o^2}}.
\]

(III-9)

By adjusting \( \lambda_o \) and \( \lambda_1 \), the "bandwidth" of the narrowband stochastic signal can be made to provide an appropriately narrow peak to the spectral density.

The aliased version \( s(\lambda) \) of (III-6) is derived as follows. Let \( r(n) \) be the correlation function of the discrete random process \( X \). Then \( r(n) = R(n/\rho) \) where \( R(\cdot) \) is the correlation function of the continuous time random process. Therefore, \( s(\lambda) \) is given by the Poisson summation formula as

\[
s(\lambda) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} R(n/\rho) e^{-i\lambda n}.
\]

(III-10)
Figure 2. "Narrowband" spectral density used as the second case studied for the simulation.
Since $R(\cdot)$ is an even function, $s(\cdot)$ may be rewritten as

$$s(\lambda) = \frac{1}{2\pi} \left\{ R(0) + \sum_{n=1}^{\infty} R(n/\rho) e^{-in\lambda} + \sum_{n=1}^{\infty} R(n/\rho) e^{in\lambda} \right\}$$

$$= \frac{1}{2\pi} \left\{ R(0) + 2 \Re \sum_{n=1}^{\infty} R(n/\rho) e^{-in\lambda} \right\}.$$ 

From (III-7) the correlation function can be written as

$$R(\tau) = \frac{w_0 + ia}{2w_0} e^{i\tau(\omega_0 + ia)} + \frac{w_0 - ia}{2w_0} e^{i\tau(-\omega_0 + ia)}.$$ 

Now

$$\sum_{n=1}^{\infty} R(n/\rho) e^{-in\lambda} = \frac{w_0 + ia}{2w_0} \sum_{n=1}^{\infty} e^{\left[(\omega_0 + ia)/\rho - \lambda\right]}$$

$$+ \frac{w_0 - ia}{2w_0} \sum_{n=1}^{\infty} e^{\left[-(\omega_0 + ia)/\rho - \lambda\right]}$$

$$= \frac{w_0 + ia}{2w_0} \frac{e^{(i\omega_0 - a)/\rho - i\lambda}}{1 - e^{(i\omega_0 - a)/\rho - i\lambda}} + \frac{w_0 - ia}{2w_0} \frac{e^{(i\omega_0 - a)/\rho - i\lambda}}{1 - e^{-(i\omega_0 - a)/\rho - i\lambda}}$$

$$= \frac{e^{-a/\rho}}{2w_0} \left[ \frac{(\omega_0 + ia) \cos B^+ + i \sin B^- e^{-a/\rho}}{1 + e^{-2a/\rho - 2e^{-a/\rho} \cos B^+}} \right]$$

$$+ (\omega_0 - ia) \frac{\cos B^+ - i \sin B^- e^{-a/\rho}}{1 + e^{-2a/\rho - 2e^{-a/\rho} \cos B^+}}$$

where

$$B^+ = \omega_0 / \rho + \lambda \quad \text{and} \quad B^- = \omega_0 / \rho - \lambda.$$ 

Therefore,

$$2 \Re \sum_{n=1}^{\infty} R(n/\rho) e^{-in\lambda}$$

$$= \frac{e^{-a/\rho}}{2w_0} \left[ \frac{\cos B^- e^{-a/\rho} - \frac{a}{w_0} \sin B^-}{1 + e^{-2a/\rho - 2e^{-a/\rho} \cos B^-}} + \frac{\cos B^+ e^{-a/\rho} - \frac{a}{w_0} \sin B^+}{1 + e^{-2a/\rho - 2e^{-a/\rho} \cos B^+}} \right]$$

$$= \frac{e^{-a/\rho}}{2w_0} \left[ \frac{\cos B^- e^{-a/\rho} - \frac{a}{w_0} \sin B^-}{1 + e^{-2a/\rho - 2e^{-a/\rho} \cos B^-}} + \frac{\cos B^+ e^{-a/\rho} - \frac{a}{w_0} \sin B^+}{1 + e^{-2a/\rho - 2e^{-a/\rho} \cos B^+}} \right]$$
Hence, the aliased spectral density is

\[ s(\lambda) = \frac{1}{2\pi} \left\{ \frac{e^{-a/\rho} \left( \cos B - e^{-a/\rho} - \frac{a}{w_0} \sin B \right)}{1 + e^{-2a/\rho} - e^{-a/\rho} \cos B} + \frac{e^{-a/\rho} \left( \cos B^+ - e^{-a/\rho} - \frac{a}{w_0} \sin B^+ \right)}{1 + e^{-2a/\rho} - e^{-a/\rho} \cos B^+} \right\} \]

By (II-8) the scaled version of the aliased spectral density in which we are interested is given by

\[ \psi(\lambda) = \frac{1}{2\pi\rho} \left[ 1 - q^4 + 2 \left( \frac{w_0}{\rho} \cos \frac{\lambda}{\rho} + 2 \frac{a}{w_0} q^2 \sin \frac{2w_0}{\rho} \right) \cos \frac{\lambda}{\rho} + 2 \frac{a}{w_0} q^2 \sin \frac{2w_0}{\rho} \right] \]

where \( q = e^{-a/\rho} \).

The Dynamic Representation

From (A-1) we have

\[ \phi(\lambda) = \frac{2a}{\pi} \left| \frac{i\lambda}{(i\lambda)^2 + 2a(i\lambda) + \lambda_o^2} \right|^2 \]  \hspace{1cm} (III-12)

and by (A-2) the dynamic representation for the process \( X \) is

\[ X''(t) + 2a X'(t) + \lambda_o^2 X(t) = u'(t) \]

Using (A-3) the \( F \) and \( G \) matrix becomes

\[ F = \begin{bmatrix} -2a & 1 \\ -\lambda_o^2 & 0 \end{bmatrix} \]  \hspace{1cm} (III-13a)

\[ G = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \]  \hspace{1cm} (III-13b)

In addition \( X(t) \) has the representation (A-4)

\[ X(t) = \Phi(t,t_o) X(t_o) + \int_{t_o}^{t} \Phi(t,\tau) G(\tau) U(\tau) \, d\tau \]

where \( \Phi \), the state transition matrix, satisfies the (deterministic) differential equation...
\[
\frac{d\Phi(t,t_0)}{dt} = F \Phi(t). \tag{III-14}
\]

Taking the Laplace transform of equation (III-14) and using the fact that \(\phi(t,t) = 1\) yields
\[
s\Phi(s) - 1 = F \Phi(s) \tag{III-15}
\]
where \(\Phi(s)\) is the Laplace transform of
\[
\Phi(t) = \begin{bmatrix} \phi_{11}(t) & \phi_{12}(t) \\ \phi_{21}(t) & \phi_{22}(t) \end{bmatrix}.
\]

Solving (III-15) for \(\Phi(s)\) and using (III-13a) gives
\[
\Phi(s) = (sI - F)^{-1} \begin{bmatrix} s & 1 \\ -\lambda^2_o & s + 2a \end{bmatrix}. \tag{III-16}
\]

Taking the inverse Laplace transform of (III-16), the state transition matrix becomes
\[
\phi_{11}(t) = e^{-at} \left( \cos w_o t - \frac{a}{w_o} \sin w_o t \right) \tag{III-17a}
\]
\[
\phi_{12}(t) = \frac{1}{w_o} e^{-at} \sin w_o t \tag{III-17b}
\]
\[
\phi_{21}(t) = -\frac{\lambda^2_o}{w_o} e^{-at} \sin w_o t \tag{III-17c}
\]
\[
\phi_{22}(t) = e^{-at} \left( \cos w_o t + \frac{a}{w_o} \sin w_o t \right). \tag{III-17d}
\]

The recursive dynamic representation with \(t_0 = 0\) is then
\[
X(t_{k+1}) = X_1(t_{k+1}) = \phi_{11}(t_{k+1} - t_k) X(t_k) + \phi_{12}(t_{k+1} - t_k) X_2(t_k)
\]
\[
+ \int_{t_k}^{t_{k+1}} \phi_{11}(t_{k+1} - \tau) u(\tau) \, d\tau \tag{III-18a}
\]
and
\[
X_2(t_{k+1}) = \phi_{21}(t_{k+1} - t_k) X(t_k) + \phi_{22}(t_{k+1} - t_k) X_2(t_k)
\]
\[
+ \int_{t_k}^{t_{k+1}} \phi_{21}(t_{k+1} - \tau) u(\tau) \, d\tau \tag{III-18b}
\]
Define the random variables $\theta_k$ and $\eta_k$ as

$$
\theta_k = \int_{t_k}^{t_{k+1}} \phi_{11}(t_{k+1}-\tau) u(\tau) \, d\tau, \quad k = 0, 1, 2, \ldots
$$

$$
\eta_k = \int_{t_k}^{t_{k+1}} \phi_{21}(t_{k+1}-\tau) u(\tau) \, d\tau, \quad k = 0, 1, 2, \ldots
$$

and assume the initial values of $X$ and $X_2$ are zero, i.e.,

$$X(0) = X_2(0) = 0.$$

Since $u(\tau)$ is a zero mean white Gaussian noise the random variables $\theta_k$ and $\eta_k$ are also Gaussian random variables with 0 means. The sequences $\{\theta_k\}_{k=1}^{\infty}$ and $\{\eta_k\}_{k=1}^{\infty}$ are each a sequence of independent random variables since each $\theta_k$ (and $\eta_k$) is generated by white Gaussian noise over distinct time intervals. However, $\theta_k$ is correlated with $\eta_k$ since the time interval of noise which generates each random variable is the same. Note that $\theta_k$ and $\eta_n$ for $k \neq n$ are independent by the same reasoning as above.

In order to completely describe $\theta_k$ and $\eta_k$ an expression for their variances must be computed. The spectral density for the white Gaussian noise, $u(t)$, is constant and equal to

$$\phi_u(\lambda) = 2a/\pi$$

and the correlation function of $u(t)$ is given by

$$R_u(t) = 2\pi \cdot 2a \delta(t)/\pi = 4a \delta(t),$$

The variance of $\theta_k$ is

$$\sigma^2_{\theta_k} = E[\theta_k]^2 = 4a \int_{t_k}^{t_{k+1}} \phi_{11}^2(t_{k+1}-\tau) \, d\tau$$

$$= 4a \int_0^{\Delta_k} \phi_{11}^2(\tau) \, d\tau$$

$$= 1 + e^{-2a\Delta_k} \left( 3w_o \sin 2w_o \Delta_k + a^2 \cos 2w_o \Delta_k - \lambda_o^2 \right)/w_o^2$$

where

$$\Delta_k = t_{k+1}-t_k$$

$$w_o^2 = \lambda_o^2 - a^2.$$
Similarly, the variance of \( \eta_k \) is
\[
\sigma_{\eta_k}^2 = \lambda_o^2 - \lambda_o^2 e^{-2a\Delta_k} \left( a w_o \sin 2 w_o \Delta_k - a^2 \cos 2 w_o \Delta_k + \lambda_o^2 \right) / w_o^2
\]  
(III-20)
The cross correlation of \( \theta_k \) and \( \eta_k \) is given by
\[
r_k = E \theta_k \eta_k = 4a \int_0^\Delta_k \phi_{11}(t) \phi_{21}(t) \, dt
\]
\[
= a^2 \lambda_o^2 e^{-2a\Delta_k} (\cos 2 w_o \Delta_k - 1) / w_o^2,
\]
and the correlation coefficient is
\[
\rho_k = r_k / \sigma_{\theta_k} \sigma_{\eta_k}
\]  
(III-21)

We now have the dynamic representation for the narrowband process \( X(t) \), with initial conditions \( t_0 = 0, X(0) = X_2(0) = 0 \) given recursively by
\[
X(t_{k+1}) = \phi_{11} (\Delta_k) X(t_k) + \phi_{12} (\Delta_k) X_2(t_k) + \theta_k
\]
\[
X_2(t_{k+1}) = \phi_{21} (\Delta_k) X(t_k) + \phi_{22} (\Delta_k) X_2(t_k) + \eta_k
\]  
(III-22a)

where \( \Delta_k = t_{k+1} - t_k \), the \( \phi_{ij}(\cdot) \) are given by equations (III-17a) -- (III-17d), and the \( \theta_k \) and \( \eta_k \) are correlated zero mean Gaussian random variables with variances \( \sigma_{\theta_k}^2 \) and \( \sigma_{\eta_k}^2 \) given by (III-19) and (III-20) with correlation coefficient \( \rho_k \) (III-21).

The generation of the narrowband data is begun by transforming two sequences of independent zero mean Gaussian random variables into two sequences of correlated random variables with a specified cross correlation. This transformation will provide the proper method of generating sequences of the random variables \( \eta_k \) and \( \theta_k \). Given two sequences of zero mean, unit variance Gaussian random variables \( \{X_k\} \) and \( \{Y_k\} \) we will obtain the transformation which will yield two sequences of Gaussian random variables \( \{\theta_k\} \) and \( \{\eta_k\} \) with variances \( \{\sigma_{\theta_k}^2\} \), \( \{\sigma_{\eta_k}^2\} \), respectively, and correlation coefficients \( \{\rho_k\} \).

For simplicity of analysis the time subscript, \( k \), will be omitted. Let
\[
\begin{bmatrix}
W \\
Z
\end{bmatrix} = \begin{bmatrix}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha
\end{bmatrix} \begin{bmatrix}
\theta \\
\eta
\end{bmatrix}
\]  
(III-23)

where \( \theta, \eta \) are the desired Gaussian random variables. Note that
\[
\begin{bmatrix}
\theta \\
\eta
\end{bmatrix} = \begin{bmatrix}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{bmatrix} \begin{bmatrix}
W \\
Z
\end{bmatrix}
\]  
(III-24)

We will find the appropriate \( \alpha = \alpha(\sigma_1, \sigma_2, \rho) \) such that \( W \) and \( Z \) are independent. Also, we find the variances, \( \sigma_W^2 \) and \( \sigma_Z^2 \), of \( W \) and \( Z \).
Since \( W \) and \( Z \) are Gaussian random variables, then orthogonality and independence are equivalent. Therefore, from (III-23)

\[
0 = \mathbb{E}WZ = \frac{1}{2} \left( \sigma^2 - \sigma^2_\theta \right) \sin 2\alpha + \rho \sigma_\eta \sigma_\theta \cos 2\alpha
\]

and solving for \( \alpha \) yields

\[
\alpha_k = \frac{1}{2} \tan^{-1} \left[ \frac{2 \rho \sigma_\theta \sigma_\eta}{\sigma_\eta^2 - \sigma^2_\theta} \right] .
\]  

(III-25)

Now, for the variances of \( W \) and \( Z \), we compute

\[
\mathbb{E}Z^2 = \frac{\sigma^2 + \sigma^2_\eta}{2} + \frac{\sigma^2 - \sigma^2_\eta}{2} \cos 2\alpha - \sigma_\eta \sigma_\theta \rho \sin 2\alpha .
\]

Restoring the subscripts and using (III-25) for \( \tan 2\alpha \) yields

\[
\sigma^2_{Zk} = \frac{\sigma^2_\theta + \sigma^2_\eta}{2} - \frac{1}{2} \sqrt{\left( \frac{\sigma^2_\eta - \sigma^2_\theta}{\sigma_\eta^2 - \sigma^2_\theta} \right)^2 + 4 \rho^2_\theta \sigma^2_\eta \sigma^2_\theta} .
\]  

(III-26)

Similarly,

\[
\sigma^2_{Wk} = \frac{\sigma^2_\theta + \sigma^2_\eta}{2} + \frac{1}{2} \sqrt{\left( \frac{\sigma^2_\eta - \sigma^2_\theta}{\sigma_\eta^2 - \sigma^2_\theta} \right)^2 + 4 \rho^2_\theta \sigma^2_\eta \sigma^2_\theta} .
\]  

(III-27)

It can now be seen that the observations \( \{X(t_k)\}_{k=1}^N \) can be generated recursively by Monte Carlo simulation as follows:

(i) Obtain from a zero mean, unit variance Gaussian random number generator two sequences of numbers \( \{X_k\}_{k=1}^N \) and \( \{Y_k\}_{k=1}^N \). Also, obtain a realization of the sampling points \( \{t_k\}_{k=1}^N \). For the data used in the periodic spectral estimate the set \( \{t_k\} \) is obtained by (III-5) and for the Poisson case by (II-12).

(ii) Compute \( \operatorname{Var} \{\theta_k\} \), \( \operatorname{Var} \{\eta_k\} \), and \( \rho_k \) from (III-19), (III-20) and (III-21) respectively.

(iii) Compute \( \operatorname{Var} \{W_k\} \), \( \operatorname{Var} \{Z_k\} \), and \( \alpha_k \) from (III-27), (III-26) and (III-25).

(iv) Set \( W_k = \operatorname{Var} \{W_k\}^{1/2} X_k \) and \( Z_k = \operatorname{Var} \{Z_k\}^{1/2} Y_k \).

(v) Compute \( \theta_k \) and \( \eta_k \).

(vi) Finally, compute \( X_n(t_{k+1}) \) from (III-22b) and then the observation \( X(t_{k+1}) \) by (III-22a).
C. TWO CLOSELY SPACED NARROWBAND SIGNALS

A spectral density resembling two closely spaced narrowband stochastic signals is the final spectral density case investigated (see Figure 3). This data set demonstrates the ability of the Poisson spectral estimation algorithm to resolve two narrowband signals closely spaced in frequency. The spectral density is of the form,

$$\phi(\lambda) = \frac{2 a \lambda^2/\pi}{\left(\lambda^2 - \lambda_0^2\right)^2 + 4 a^2 \lambda^2} + \frac{2 a \lambda^2/\pi}{\left(\lambda^2 - \lambda_1^2\right)^2 + 4 a^2 \lambda^2}$$

(III-28)

where $\lambda_0$ and $\lambda_1$ are the center frequencies of each narrowband signal and $a$ is as previously defined.

In this case we assume that $X_0$ and $X_1$ are two zero mean independent random processes with correlation functions

$$R_{X_i}(\tau) = e^{-a \tau} \left(\cos w_i \tau - \frac{a}{w_i} \sin w_i \tau\right), \quad i = 0, 1$$

where

$$w_i^2 = \lambda_i^2 - a^2 \quad i = 0, 1$$

and corresponding spectral densities

$$\phi_j(\lambda) = \int_{-\infty}^{\infty} e^{i\lambda \tau} R_{X_j}(\tau) d\tau = \frac{2 a \lambda^2/\pi}{\left(\lambda^2 - \lambda_j^2\right)^2 + 4 a^2 \lambda^2}, \quad j = 0, 1$$

Define the process $X(t)$ as

$$X(t) = X_0(t) + X_1(t).$$

We then have by using the assumption that $X_0(t)$ and $X_1(t)$ are independent that

$$R_X(\tau) = E X_0(t+\tau) X_0(t) + E X_1(t+\tau) X_1(t) = R_{X_0}(\tau) + R_{X_1}(\tau)$$

and therefore

$$\phi(\lambda) = \phi_0(\lambda) + \phi_1(\lambda)$$

$$= \frac{2a \lambda^2/\pi}{\left(\lambda^2 - \lambda_0^2\right)^2 + 4 a^2 \lambda^2} + \frac{2a \lambda^2/\pi}{\left(\lambda^2 - \lambda_1^2\right)^2 + 4 a^2 \lambda^2}.$$
Figure 3. Two closely spaced "narrowband" signals intersecting at 3 dB from peak centered at 1 rad/s.

Used as final data set for the simulation.
The aliased version of \( \phi(\lambda) \) is
\[
\psi(\lambda) = \psi_0(\lambda) + \psi_1(\lambda)
\]
where \( \psi_0(\lambda) \) and \( \psi_1(\lambda) \) are as in (III-11).
\[
\psi_1(\lambda) = \frac{1}{2\pi \rho} \frac{1-q^4+2 \left[ (q^3-q) \cos \frac{w_i}{\rho} - \frac{a}{w_i} (q^3+q) \sin \frac{w_i}{\rho} \right] \cos \frac{\lambda}{\rho} + 2 w_i q^2 \sin \frac{2w_i}{\rho}}{(1+q^2)^2 - 4(q^3-q) \cos \frac{w_i}{\rho} \cos \frac{\lambda}{\rho} + 2q^2 \left( \cos \frac{2w_i}{\rho} i + \cos \frac{2\lambda}{\rho} \right)}
\]
where \( q = e^{-a/\rho}, i=0,1 \)

All other parameters are as previously defined.

The Dynamic Representation
Since the spectral density \( \phi(\lambda) \) is of the form
\[
\phi(\lambda) = \left| \frac{P_0(i\lambda)}{Q_0(i\lambda)} \right|^2 + \left| \frac{P_1(i\lambda)}{Q_1(i\lambda)} \right|^2
\]
then the dynamic representation of the process \( X(t) \) is simply the addition of the dynamic representations for \( X_0(t) \) and \( X_1(t) \). These dynamic representations are derived in exactly the same manner as for the narrowband case considered in the last section.

The process \( X(t) \) for this case is generated from (III-22).
\[
X(t_{k+1}) = X_0(t_{k+1}) + X_1(t_{k+1})
\]
where
\[
X_i(t_{k+1}) = \phi_{i,11}(\Delta_k) X_i(t_k) + \phi_{i,12}(\Delta_k) X_{i,2}(t_k) + \theta_{i,k}
\]
\[
X_{i,2}(t_{k+1}) = \phi_{i,21}(\Delta_k) X_i(t_k) + \phi_{i,22}(\Delta_k) X_{i,2}(t_k) + \eta_{i,k}
\]
i = 0, 1

In order for \( X_0 \) and \( X_1 \) to be independent
\[
E[\theta_{0,k} \theta_{1,k}] = E[\eta_{0,k} \eta_{1,k}] = E[\theta_{0,k} \eta_{1,k}] = E[\eta_{0,k} \theta_{1,k}] = 0
\]
must be satisfied and hence four sequences of random numbers must be generated instead of two sequences as before. The matrices \( \phi_{0,ij}(t) \) and \( \phi_{1,ij}(t) \) for this case are given by (III-17) where \( w^2_0 = \lambda_0^2 - a^2 \) for \( \phi_{0,ij}(t) \) and \( w^2_1 = \lambda_1^2 - a^2 \) for \( \phi_{1,ij}(t) \).
The expressions for $\theta_{i,k}$ and $\eta_{i,k}$ are taken from (111-24) and are of the form

$$
\theta_{i,k} = A_{i,k} \cos \alpha_{i,k} + B_{i,k} \sin \alpha_{i,k}
$$

$$
\eta_{i,k} = -A_{i,k} \sin \alpha_{i,k} + B_{i,k} \cos \alpha_{i,k}
$$

where \{A_{i,k}\}, and \{B_{i,k}\} are four sequences of independent, zero mean, unit variance Gaussian random numbers and $\alpha_{i,k}$ is defined by (111-25).

$$
\alpha_{i,k} = \tan^{-1} \left[ 2 \rho_i \sigma_{\theta_i} \sigma_{\eta_i} \left( \sigma_{\eta_i}^2 - \sigma_{\theta_i}^2 \right) \right]
$$

The values of $\rho_i$, $\sigma_{\theta_i}$ and $\sigma_{\eta_i}$ are obtained from (III-19) through (III-21). Specifically,

$$
\sigma_{\theta_i}^2 = 1 + e^{-2a} \Delta_k \left( a w_i \sin 2 w_i \Delta_k + a^2 \cos 2 w_i \Delta_k - \lambda_i^2 \right)/w_i^2
$$

$$
\sigma_{\eta_i}^2 = \lambda_i^2 - \lambda_i^2 e^{-2a} \Delta_k \left( a w_i \sin 2 w_i \Delta_k - a^2 \cos 2 w_i \Delta_k + \lambda_i^2 \right)/w_i^2
$$

$$
\rho_i = \left( a \lambda_i^2 e^{-2a} \Delta_k (\cos 2 w_i \Delta_k - 1)/w_i^2 \right)/\sigma_{\theta_i} \sigma_{\eta_i}
$$

where

$$
w_i^2 = \lambda_i^2 - a^2 \ i = 0, 1.
$$
IV. SIMULATION RESULTS

The simulation was performed for each of the three spectral densities using the uniformly sampled periodic estimator and the Poisson estimator. For each case simulated both estimators were provided with the same or corresponding parameter values. The number of time samples was held constant and equal to 1000, and the Parzen window \( h(t) \), given by

\[
\begin{cases}
1 - 6 \left(1 - \frac{|t|^3}{2}\right) & |t| \leq \frac{1}{2} \\
2 \left(1 - |t|^3\right) & \frac{1}{2} < |t| \leq 1. \\
0 & 1 < |t|
\end{cases}
\]  

(IV-1)

was used as the covariance averaging kernel for both estimators. The Parzen spectral window was chosen because it reduces the variance of the estimate and is everywhere positive in the frequency domain. This spectral window eliminates the possibility of yielding negative estimates for the periodic estimator and reduces the probability of negative estimates for the Poisson estimator. Corresponding sampling rates \( p \) for the periodic case and (average) sampling rates for the Poisson were used for each spectral density, specifically \( p = \beta \) for each case. Several different values of the sampling rates were considered for each spectral density in order to determine their effect on the estimates.

The value of the truncation point \( M_N \) of the estimators was chosen for each case as the value which minimizes the mean squared error over the frequency range investigated. The procedure for choosing the \( M_N \) was to compute several estimates of the same spectral density while varying \( M_N \) and then selecting the \( M_N \) for the case of smallest mean squared error. The values of \( M_N \) for the periodic and the Poisson estimators do not, in general, coincide. This is because the periodic estimator is actually estimating the aliased spectral density rather than the true spectral density as in the Poisson case.

The results of the simulation for each of the three spectral densities are presented in the following sections and a summary of this work appears in [7].

A. First Order Gauss-Markov Case

For this case three sampling rates were used for both the Poisson and periodic estimates. These are \( p = \beta = 2, 4 \) and \( 2\pi \) radians/second. For the Poisson case the sampling rates correspond to average values. These rates were chosen as being multiples (2, 4, 2\pi) of the half power point of the spectral density. They are representative of sampling at approximately the 4, 9 and 13 dB down points of the spectral density. The number of data points used in the simulation was \( N = 1000. M_N \) was selected on the basis of smallest mean square error, the Parzen spectral window (IV-2) was used and \( \alpha = 1.0 \).

Spectral estimates for these sampling rates are shown in Figures 4, 5, and 6. The continuous curve appearing on the graphs represents the true continuous time spectral
density $\phi(\lambda)$. The spectral estimate $\hat{\phi}(\lambda)$ for the Poisson case and $\hat{\psi}(\lambda)$ for the periodic is represented by a continuous curve with square symbols. The graphs for the periodic case also contain a dotted curve representing the aliased spectral density $\psi(\lambda)$.

Figure 4 compares the two sampling techniques for $\rho = \beta = 2$ radians/second. The periodic graph shows a large amount of aliasing with period $2\pi\rho$ which inhibits for any $\lambda$ a reasonable representation of the true spectral density $\phi(\lambda)$. On the other hand the graph representing the Poisson technique does not indicate any aliasing effects and for all $\lambda$ presented on the graph a fair estimate is provided.

By doubling the sampling rate to $\rho = \beta = 4$ it is seen, Figure 5, that aliasing in the periodic estimate is reduced. This is because as $\rho$ becomes larger $\phi(\lambda)$ becomes smaller outside the interval $[-\pi\rho, \pi\rho]$. This estimate for the periodic case is still very poor. The corresponding Poisson spectral estimate is very good with only slight fluctuations from the true spectral density $\phi(\lambda)$. The reason this estimate is so good, especially at the origin ($\lambda = 0$), is that from (11-14) $\beta = 4$ rad/s is near the optimal ($\pi$ rad/s) for $\lambda$ on or near the origin.

The periodic spectral estimate for the sampling rate $\rho = \beta = 2\pi$ rad/s, Figure 6, begins to resemble the true spectral density $\phi(\lambda)$ but is still heavily influenced by the aliasing error. The Poisson estimate still provides a good estimate, especially in the tail $\lambda > 2$.

For curiosity's sake the frequency axis of the Poisson graphs was extended to $\lambda = 21$ and spectral estimates were computed. The resulting estimate, which is not shown here, closely followed the true spectral density all the way to $\lambda = 21$ with no sign of aliasing or increasing error.

B. Narrowband Case

Here the two estimates (11-11) and (11-13) were evaluated for the sampling rates

$$\rho = \beta = 2\pi a \cong 0.6 \text{ rad/s} \quad \text{(IV-2a)}$$
$$\rho = \beta = 2.2 \text{ rad/s} \quad \text{(IV-2b)}$$
$$\rho = \beta = 3.2 \text{ rad/s} \quad \text{(IV-2c)}$$

The sampling rates were chosen to represent a sampling rate well below Nyquist (IV-2a), one at the 3 dB point on the spectral density (IV-2b) and finally a sampling rate (IV-2c) far above the center frequency. The first rate ($2\pi a$ rad/s), in addition to being below Nyquist, is well below the peak of the spectral density. From (11-14), this is the optimal rate for estimating the peak at $\lambda = \lambda_0$.

As with the first spectral density simulated, $N = 1000$. $M_N$ was selected on the basis of smallest mean square error, the Parzen spectral window (IV-2) was used, and the parameters $a$ and $\lambda_0$ were chosen to be $2.1/22$ and 1.0 respectively.
Figure 4a. Poisson spectral estimate of first order Gauss-Markov process sampled at \( \beta = 2 \text{ rad/s} \) with \( M_N = 7 \).

Figure 4b. Periodic spectral estimate of first order Gauss-Markov process sampled at \( \rho = 2 \text{ rad/s} \) with \( M_N = 5 \).
Figure 5a. Poisson spectral estimate of first order Gauss-Markov process sampled at $\beta = 4 \text{ rad/s}$ with $M_N = 7$.

Figure 5b. Periodic spectral estimate of first order Gauss-Markov process sampled at $\rho = 4 \text{ rad/s}$ with $M_N = 8$. 
Figure 6a. Poisson spectral estimate of first order Gauss-Markov process sampled at $\phi = 2\pi$ rad/s with $M_N = 6$.

Figure 6b. Periodic spectral estimate of first order Gauss-Markov process sampled at $\phi = 2\pi$ rad/s with $M_N = 15$. 
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The results for the simulation of this spectral density are presented in Figures 7 through 9. Figure 7 shows the results of the estimates for \( \rho = \beta = 2\pi a \) rad/s. This sampling rate is well below the band which is centered at \( \lambda_0 = 1 \). The periodic estimate shows no resemblance whatsoever to the true spectral density \( \phi(\lambda) \). The majority of the error is due to spectral aliasing. The Poisson estimate for this case provides a slight bias, in frequency, but otherwise a very good estimate of the spectral density. No aliasing is present in this graph for any \( \lambda \). Figure 8 shows the spectral estimates for the second sample rate \( \rho = \beta = 2.2 \) rad/s. The Poisson estimate in this case undershoots the peak at \( \lambda = 1 \) by about 20\% which is about 1.0 dB. The periodic estimate is much improved in terms of aliasing for this sample rate but is still poor for frequencies between \( \lambda = 1.0 \) and \( \lambda = 1.5 \). The estimate is biased in amplitude for most of the \( \lambda \) but for portions of the spectral density the estimate is reasonable. If we had extended the frequency axis of the graphs for the periodic case another pair of peaks would erroneously appear every multiple of \( 2\pi \rho \). This would not occur for the Poisson estimate. The third sampling rate, \( \rho = \beta = 3.2 \) rad/s, was used to generate the estimates shown in Figure 9. In this case, for \( \lambda < 1.5 \), the periodic estimate is very good but for \( \lambda > 1.5 \) the aliasing error dominates. The Poisson estimate gives a good representation of the true spectral density over the entire range of the graph.

C. Two Closely Spaced Signals

This case, as described earlier, was generated by adding the time series of two narrowband signals with different center frequencies. The center frequency spacing was determined in such a way that the null between the two peaks is located at the common half power point (-3 dB) of the two peaks. The values of the parameters in equation (III-28) used for the simulation are the same as in the narrowband case with the addition of the parameter \( \lambda_1 = 1.334 \). Because the bandwidth (III-9) is dependent on the center frequency the bandwidth and the height of the two peaks differ slightly. Two sampling rates were used in evaluating the estimators for this spectral density:

\[
\begin{align*}
\rho = \beta &= 2\pi a \text{ rad/s} \quad \text{(IV-3a)} \\
\rho = \beta &= 3.2 \text{ rad/s.} \quad \text{(IV-3b)}
\end{align*}
\]

These two sampling rates provide an example of sampling well below the two peaks and another of sampling above them in frequency. Other parameters used for this spectral density are identical to the narrowband case (i.e. \( N = 1000, a = 2.1/22 \)). The results for this spectral density are presented in Figures 10 and 11. Figure 10 shows the results for the sample rate (2\( \pi \) rad/s). The randomly sampled estimate (top of Figure 10) shows fairly large oscillations with frequency but does succeed in providing a fair estimate of the spectral density. It is of significance that even though the crossover point between the two peaks is
Figure 7a. Poisson spectral estimation for “narrowband” spectral density sampled at $\beta = 2\pi \sigma \sim 0.6 \text{ rad/s}$, with $M_N = 50$.

Figure 7b. Periodic spectral estimation of “narrowband” spectral density sampled at $\beta = 2\pi \sigma \sim 0.6 \text{ rad/s}$ with $M_N = 25$. 
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Figure 8a. Poisson spectral estimation of “narrowband” spectral density sampled at \( \beta = 2.2 \text{ rad/s} \) with \( M_N = 55 \).

Figure 8b. Periodic spectral estimation of “narrowband” spectral density sampled at \( \rho = 2.2 \text{ rad/s} \) with \( M_N = 50 \).
Figure 9a. Poisson spectral estimation of "narrowband" spectral density sampled at $\beta = 3.2$ rad/s, with $M_N = 70$.

Figure 9b. Periodic spectral estimation of "narrowband" spectral density sampled at 3.2 rad/s with $M_N = 55$. 
Figure 10a. Poisson spectral estimation of two nearby "narrowband" signals sampled at $\beta = 2\pi a^{-0.6} \text{ rad/s}$ with $M_N = 55$.

Figure 10b. Periodic spectral estimation of two nearby "narrowband" signals sampled at $\rho = 2\pi a^{-0.6} \text{ rad/s}$ with $M_N = 20$. 
Figure 11a. Poisson spectral estimation of two nearby "narrowband" signals sampled at $\rho = 3.2$ rad/s with $M_N = 60$.

Figure 11b. Periodic spectral estimation of two nearby "narrowband" signals sampled at $\rho = 3.2$ rad/s with $M_N = 55$. 
only 3 dB the estimate does indeed separate the peaks. For the periodically sampled estimate there is no resemblance of the estimate to the true spectral density. In this case the aliased spectral density is not even well estimated. It should be noted that the amplitude axis has been scaled down in the graphs to accommodate the large aliasing effects from the periodic estimates. Figure 11, which is for a sample rate of 3.2 rad/s, is improved for both the random case and the periodic case. The random estimate demonstrates less variance but otherwise has changed very little. This shows, as in the other spectral densities simulated, that the Poisson technique does not depend strongly on the sampling rate. On the other hand, the periodic estimate shown in Figure 10 is much improved, particularly for $\lambda < 1.5$. Still, for the estimate at higher frequencies in Figure 11 the aliasing error drastically distorts the estimate.

D. Data Integrity

In a simulation study where synthetically generated data are used the question concerning the quality of the data arises. The theory assumes the Poisson sample spacings (111-6) and the data $X(t)$ are uncorrelated from sample to sample. In addition, the Poisson sample spacings and the data are assumed not to be cross correlated. Unfortunately, for a simulation of this type that is not possible.

A random number generator* was used to generate exponentially distributed (mean = 1) random numbers $\{\alpha_k\}_{k=1}^N$ for the Poisson sample times $\{t_k\}_{k=1}^N$ and normal (0, 1) random numbers which were used as a basis for simulating the data $\{X_k\}_{k=1}^N$. Sample auto- and cross-correlations for the random numbers used in the simulation were calculated. The sample correlations resulting from random numbers used in the first order Gauss-Markov spectral density for lags to ±10 were calculated and the more significant values are given in Table 1. For the autocorrelations, normalized to 1 at zero lag, the correlations were considered acceptable with the exception of $\{\alpha_k\}$ for lag ±1. Similarly the crosscorrelation values under 1.0% were considered good. It is possible that numbers with smaller sample correlation values could have been generated with successive computer runs, but numbers with sample correlations of this order were considered to be representative of the random number generator and therefore the results of this simulation could easily be duplicated.

Another approach would have been to generate many sets of numbers and compute spectral estimates for each set of numbers and average them together. This would have been very costly and since this simulation compares two different spectral estimation techniques, this was not necessary.

Sample correlation values for random numbers used in the other spectral densities simulated were very similar to those in Table 1 and are not presented here.

* A software random number generator from the International Mathematics and Statistics Library (IMSL) was used for the random numbers. The UNIVAC 1110 computer was used in the simulation.
<table>
<thead>
<tr>
<th>Minimum</th>
<th>( {x_k} )</th>
<th>( {a_k} )</th>
<th>( {a_k} {x_k} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>of ±10 lags</td>
<td>4.27 \times 10^{-4}</td>
<td>2.60 \times 10^{-4}</td>
<td>8.03 \times 10^{-5}</td>
</tr>
<tr>
<td>lag = 3</td>
<td>2.3 \times 10^{-3}</td>
<td>1.84 \times 10^{-2}</td>
<td>2.61 \times 10^{-2}</td>
</tr>
<tr>
<td>lag = 2</td>
<td>3.2 \times 10^{-3}</td>
<td>2.64 \times 10^{-4}</td>
<td>5.40 \times 10^{-3}</td>
</tr>
<tr>
<td>lag = 1</td>
<td>-1.2 \times 10^{-3}</td>
<td>-7.20 \times 10^{-2}</td>
<td>-3.23 \times 10^{-2}</td>
</tr>
<tr>
<td>lag = 0</td>
<td>1.0</td>
<td>1.0</td>
<td>8.03 \times 10^{-5}</td>
</tr>
<tr>
<td>lag = -1</td>
<td>-1.2 \times 10^{-3}</td>
<td>-7.20 \times 10^{-2}</td>
<td>5.80 \times 10^{-3}</td>
</tr>
<tr>
<td>lag = -2</td>
<td>3.2 \times 10^{-3}</td>
<td>2.64 \times 10^{-4}</td>
<td>-2.37 \times 10^{-2}</td>
</tr>
<tr>
<td>lag = -3</td>
<td>2.3 \times 10^{-3}</td>
<td>1.84 \times 10^{-2}</td>
<td>4.81 \times 10^{-3}</td>
</tr>
<tr>
<td>Maximum</td>
<td>3.86 \times 10^{-2}</td>
<td>-7.20 \times 10^{-2}</td>
<td>5.86 \times 10^{-2}</td>
</tr>
</tbody>
</table>

SAMPLE AUTO CORRELATION FOR DATA \( \{x_k\} \), POISSON SAMPLE TIMES \( \{a_k\} \) AND SAMPLE CROSS CORRELATION FOR \( \{x_k\} \) AND \( \{a_k\} \). AT LEFT IS CORRELATION LAG AND MINIMUM AND MAXIMUM CORRELATION OVER THE LAG RANGE ±10.
V. CONCLUSIONS

The objective of this work was to provide a fair comparison between two techniques for estimating the spectral density of a continuous time stationary process.

The main feature of the Poisson spectral estimation technique is its ability to estimate the continuous time spectral density \( \phi(\lambda) \) rather than the aliased discrete spectral density \( \psi(\lambda) \). It is this property that eliminates the problem of spectral aliasing which is inherent in some degree in all real world spectral analysis.

From the results presented in this paper it can be concluded that the Poisson technique out-performs the periodic technique in a wide variety of circumstances. This is significant because the periodic technique is the standard method used in spectral analysis. In the first order Gauss-Markov case the Poisson technique was shown to yield good estimates of a "wide band" low pass spectral density. The successful estimation of the more complicated "narrowband" spectral density demonstrated the Poisson technique’s ability to handle spectral estimates of the "narrowband" class. Finally, in the last case considered, the Poisson technique showed the ability to distinguish two "narrowband" signals closely spaced in frequency. These three spectral densities were chosen for the simulation largely because they represent the type of spectra typically encountered in ocean data.

The comparison of the Poisson and periodic techniques for the spectral densities studied showed the Poisson to clearly excel in the following cases:

a. When the spectral density is not bandlimited.

b. When the shape of the spectral density is not known a priori.

c. When the sampling rate is constrained to be below that of Nyquist.

If the signal to noise ratio and noise power are known beforehand the optimal sampling rate for them may be computed and the Poisson technique used to provide spectral estimates.

The main disadvantage of the Poisson technique is that it is more difficult to implement than the periodic technique since FFT (fast Fourier transform) type procedures cannot be used. Development of techniques to efficiently extract Poisson distributed data samples from continuous time data and compactly perform the spectral estimates would make the Poisson technique more appealing for practical applications.

The Poisson theory applies to other areas of signal processing as well as spectral density estimation. This could result in using the Poisson technique in applications such as cross spectral estimation, estimation of the coherence function, and antenna array beamforming.
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APPENDIX

In general, if $X$ has a rational spectral density function, i.e.

$$\phi(\lambda) = \left| \frac{P(i\lambda)}{Q(i\lambda)} \right|^2$$  \hspace{1cm} (A-1)

where

a) $P(\lambda) = \sum_{j=0}^{m} b_j (i\lambda)^j$

b) $Q(\lambda) = \sum_{j=0}^{n} a_j (i\lambda)^j$

and $a_n = 1$, with $m < n$, then $X(t)$ formally satisfies the following stochastic differential equation:

$$X^{(n)}(t) + a_{n-1} X^{(n-1)}(t) + \ldots + a_0 X(t) = b_m U^{(m)}(t) + \ldots + b_0 U(t).$$  \hspace{1cm} (A-2)

$U(t)$ is a stationary white noise process with $E[U(t) U^*(s)] = \delta(t-s)$.

Now, (A-1) can be represented as

$$\dot{X}(t) = FX(t) + GU(t)$$

where

$$F = \begin{bmatrix}
-a_{n-1} & 1 & 0 \\
-a_{n-2} & 0 & 0 \\
\vdots & \vdots & \ddots \\
-a_0 & 0 & 0
\end{bmatrix}$$  \hspace{1cm} (A-3)

$$G = \begin{bmatrix}
b_{n-1} \\
b_{n-2} \\
\vdots \\
b_0
\end{bmatrix}$$
The solution of (A-1) is given by

\[
\mathbf{X}(t) = \Phi(t, t_0) \mathbf{X}(t_0) + \int_{t_0}^{t} \Phi(t, \tau) G(\tau) U(\tau) \, d\tau
\]  

(A-4)

where the state transition matrix \( \Phi(t, t_0) \) satisfies the (deterministic) differential equation

\[
\frac{d}{dt} \Phi(t, \tau) = F \Phi(t, \tau)
\]

whose solution is given by

\[
\Phi(t, \tau) = e^{F(t-\tau)}
\]  

(A-5)

Equation (A-4) is known as the dynamic representation of the random process \( X \).