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INTROBUCTION -

No exact date can be designated as m rking the birth of organizational
development. Perhaps the late 1950's or early 1960's marked the first use
of the specific term. What has taken place, therefore, has occurred
within the Tast 15 years, years which have seen a substantial investment
in the range of activities loosely representing this applied fieid. |
Although we lack exact dollar counts, a plausible estimate of the total
funds invested fn organizational development must run to hundreds of -
milltos of dollars. By any standard, this is a large amount, one that
no entity -~ whether it be public or private -- may take 1ightly.

This same time pcriod represents as well the first point at which
1t was conceptualized as organizational development, as opposed to manage~
ment development or simply training. No exact definition has general
currency, but the term is generally taken to refer collectively to an
assortment of training or therapeutic interventions whose aim is presumed ﬂ'l

to be improverent of the organization and 1ts members. *;'

' The reasons for organizational development’'s emergence at this
perticular time are not totally ciear. Still, it no doubt ties to the series
of traumatic national events which characterized the turbulent 1960's and
early 1970's--war, assassination, inflalion, energy crises, and political
scandal. It was, in these short years, an intense period that called into
question old ways of solving problems and old standards of behavior, while
it called for new ones, }f.

This applied profession's success in producing such constructive
changes {5 another matter, however. Whatever 1ts accomplishments wmay have

been, they have been poorly documented, with the result that the base of
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schantific knowledge in the field has besn remarably thin. Kahn (1978)
L  expressad it nicely:

"A faw theoretical prepositions are
repsatad wi thout addi tional data or
development; a few bitls of homay
advicos am reiterated withaut proof
or spranf, and a few sturdy

empi rical gameralizations are quoted
with reversnce but without refinemsnt
or explication." (p. 487)

e precaeded to cite ¢ pointed example of the redundaic - ¢ the 0.7,
Ttaratysn: of the 200 ftems comiwined in 4 promiment bibliagraphy, only
we-fourth #ncludest original quantitative data. One of the present
authaos (Cowers, 1976 a) cttad st lar statistics: of the mayy titles
1isted for thin fiald in the abetracts for thesa 15 years, only 18 studies
other Yran doctoral dissertations can be found which comtain real ewidenwca,
o & thing of thene are the work of thvee pervsoms!

Ta sam asticle cataisgusd a list af other shertcmmings which

orgmizedionsl devalopment must be concluded to have: ‘

Superficiality - twadeguate realism, inedenate
relevance . and inadequate time availabla in _
the interventions umdavtaian..

. Gamergialiam - ovewsdwouacy, for fanqy fems,.
and! nere promatian than careful design.

s 7z e v, T £

_ _agaum 1tag's role -
wasted: and: mispd acad: efifarts stemming, from
fabth In & “cabadiptic” stasos wivich tums
ik to b axedtent-Tuae..
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It is particulariy to the last of these {ssues -- the consultant's
role -- that the present report tums. An important part of the consultant's
role is often presumed to be diagnosis -- translating a wide variety of
symptoms into a coherent pattern that pemmits planning and carrying out
appropriate remedial action. According to Lawvence & Lorsch (1969), the
reasons for the importance of diagnosis in organi:ational development are
many and persuasive:

(1) The client system may not be aware of the problem at all.

For example, the difference between present effectiveness
levels and wnanticipated opportunities, rather than obvicus
difficulties, may be the "problem."

(2) The client system may not be aware of the real problem.

(3) A discrepancy between actual and desired outcomes does not

expldin and account for itself,

(4) Problem variance is likely to be multiply caused.

(5) Causes are likely to interr:iete in complex ways.

(6) Causes are likely to differ greatiy in potency, and what

is desired 1s a designation of variables with leverage.

(7) Meaning can oaly be given to causal information by casting

it into an appropriate configurqt{on against a set of
principles,

(8) What is required for action pianning 1s an overall and

integrated view, not & parbch1a1 one.

(%) Diagnosis, tf done well, provides some insurance agains
rushing into an 1nappropriut§ treatment that may prove
damaging. '



#
In contrast to this, the article cited earlier {Bowers, 1976) turned

attention to assumptions concerning the consultant's diagnostic role in

N.D. The points made there bear repeating.

While a number of writers have attributed a diagnostic
role to consultants, what goes unrecognized is that

their diagnoses are often put to Tittle other than

R i =TT

— T

heuristic use (that is, they are used merely to
stimulate an interesting discussion).

An unpublished study of consultants' diaqgnostic skills
showed (a) inability to agree with diagnostic con-

clusions more formally obtained, and (b) more positive

e — —— e ——

change occurring where consultants did relatively little
diagnosing than where they did a great deal of it.

& . Most consultants currently employ diagnostic methods
which rely upon one observer--the consultant himseif
o or herself--to obtain data. The N is restricted, oL
only in this fashion, but also by the fact that this
consultait-observer i3 Timited to a time-bound behavior

sample.

These observations should not surprise us. Findings from the general

fleld nf assessment and <lassification ﬁave provided strong support to

the position that gtatistical prediction is superior to pon-statistical

or Judgmeﬁta] methods (Cronbach, 1960). For example, in Meehl's (1954)

major review Qf clinical versus statistical prediction, 1t was found that

statistical prediction was equal to or superior te clinical prediction

in 19 cut of'ZO cases.




Citing this body of accumulated evidence, Cronbach explores the 1§ .

reasons for perenially poor showings by (clinical) judges:

Judges combine data by means of intuitive weightings

which they have not ciecked.

Judges casually change veiygnts from one case to the

next.

Judges are unreliable, in the sense that the same ;JE;;
case might not be judged the same way twice in ‘ f
succession. ' ' ‘{5
Judges have stereotypes and prejudices which affect . i
their judgments.

His conclusions are the following: i

| "What dous this imply? It implies that counselors,

i personnel managers, and clinical psychologists should
\ use formal statistical procedures wherever possible

; to find the best combining formula and the true ¥
f expectancies for their own situation. They should .
§ then be extremely cautious in departing from the .
2 reconnendations arrived at on the basis 'of the
; statistics..." (p. 348)

I1f this is the desirable state for organizational development as well,
it is scarcely what in fact obtains. Levinson (1972, 1973), 1n his
published remarks which led to the celebrated exchange with Burke (1973)
and Sashkin (1973), stated that there 15 little resembling formal diagnosis \

in 0.0. Consistent with ¥ahn's observations cited above, lLevinson stated

that the field is characterized by "ad hoc problem-solving efforts and a
heavy emphasis on expedient techniques." Tichy (1975) does nol reassure

us when he finds, in his systematic empirical study, that change agents

¢ (consultents) seem to have limited diagnostic perspectives, that their




diagnostic frameworks are rather clesely limited to their personal values

and yoals, and that the potential for intrusion of bias is not small.
b Unfortunately, recomnended alternatives are relatively scarce.

Levinson's recommendations build upon a view and a method of orgenizational

T

diagnosis that i, an extension of the clinical case method. While larqe

e,

amounts of empirical data would be gathered, injecting a clinical judge

between the data and the conclusion runs the risks listed above by
Cronbach.
On the other hand, this is not the situation nor the age for "raw"

empiricism. As the lengthy discussions nationally about discrimination

in testing have revealed, in the interest of fairness and equal treatment,
more must be taken into account in a decision process than any simple set
of numbers, especially where connections between the numbers and real

world events may not be obvious. In a similar vein, the sudden risa of the
assessment center concept has shown that an appropriate criterion in this
day and age (in employee selection, but by extension to the problem of
treatment selection in 0.D.) must include demonstrable connection hetween
the measures used and the operations or functions perfourmed in the reai

organization.

These facts lead us Lo the following preliminary conclusions, which
form a starting point for the research to be undertaken in the present

report and in the reports which follow it:

The base of scientific knowledge which undergirds

organizational development, while it is growing

rapidly, is still remarkably small.

oo 00 8 ARk A T e B Bl a0 0 e - a s e b Tt b RGP st e bt




Much of what is done is based upon consultants
predilections or fads, not upon solid reasons
diagnostically generated.

. There is as yet iittle that could really be
termed figorous diagnosis practiced within the
0.D. profession,

Here, as elsewhere, statistical prediction ‘s
T1ikeiy to prove far more accurate than c¢linical,
or clinically mediated, pradiction.

Raw empiricism, in the form of predictors not
obviously related to the processes and functions
being diagnused, no matter how seemingly accurate,
are no longer societally acceptable. Prediction
must be based upoh measures derivable from solid
scientific evidence about organizaticnal

functioniny.

To understand what is or must be involved in diagnosis, we turn to
a field which has practiced and taught diagnosis for ycars and decudes,
or even centuries: medicine. Ledley and Lusted (1959), in what must
be counted as a seminal article, dealt at some length with the reasoning

foundations of medical dlagnosis. Tahble 1 presents a fuw of the principal

points which they make, along with organizational diagnostic analogs.

In the next sections we present a brief discussion of the content of each

point.
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Symptoms and Diéorders

The total pool of available characteristics (of client units) is
at any time limited to those which our knowledge base contains some infor-
mation about and which our measurement methods are capable of measuring.
A1l available characteristics are, at some level on their respective
scales, potential symptoms. Whether they are, in fact, regarded as
"symptoms" or not depends upon what past research and experience has found
to be true -- that is, what has been added to ihe knowledge base.

What, then, are diseases, disorders, or s:ates of organizational
dysfunction? A disease is a hypothetical construct -- a theoretical
term used for convenience purposes to refer to a whole chain of physical
events which are hypothesized as having occurred. "Proof" that the
hypothesized sequence has occurred (or is occurring) is obtained by some

form of validation process. This validation can be concurrent or even

retrospective: if 1ittle Johnny has influenza, he should display
particular additional characteristics or should have displayed them within
the last 24 to 48 hours, It can also take the form of construct
validation, that is, of showing that only those observables that are
hypothesized as going together in fact appear. Finally, the validation
process can be predictive: we can wait to see whether subsequent,
predicted signs of influenza appear in Jittle Johnny's case. Thyoughout
this sequence of comparisons, hovever, "influenza" {is a hypothetical
sequence of events which we presume to be able to see :pecific signs

of at specific points in time. Its excellence as a classification
category at any given point in the profession's development is entirely
dependent upon the quality and completeness of the knowledge base from

which we w rk, as 1t relates to the distinctions between this category

and othars.

ca) f 3
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What, then, determines what a disease is? It-is the generalizati n
and codification processes which past knowledge generators have gone
through in integrating the findings from mseard\ and experience.

M égnostic procedures which rely upon "axpert” assignment to diagnostic
categories simply substitute the expert clinician for more pubilic and
replicatable listings. If the experts' procedures are unreliable, their
classification is, as a criterion, worthless. If they are reliable anc
valid, it 1s a valuable aid -- a shortcut to esploying the knowledge
base directly and in its entirety.

Regardless of the way in which we mediate the process by which the
knowledge base's contents get represented, the disease, disorder, or
dys function 1s nothing other than a string of symptoms very much like
those which we look at in any particular case. It is to this hypothetical

symptom string or pattern that comparison is made in a diagnosis.

Diagnosis as Probabijity Statements

In organizational development and change, the diagnostic process
follows essentially this same pattern. Symptoms are organizational
characteristics which past research indicates 0 logether to define some
more general statement of organizational health or dysfunction. That
our “diseases" ‘o not have exotic names in Latin should not dismay us.
Perhaps the absenre of names at all is an advantage, in fact. Certainly
there have heen fewer year. and resourcus available as yet for the

codification of the knowledge base, and our professional schools teach

us f:o be hasitant, cautious, and.quan\fying in owr statements , rather

than authoritative, definitive, and final. These are issues of stiyle,

however, rather than substance. The fact remains that there is an




.

ah

existing knowledge base, comparison to which permits us to make a
probability statement conceming any case at hand. Here, as in medicine,

a diagnostic statement is a "best guess."

Relevance to Treatment Selection

The whole purpose of adiagnosis is to permit the selection of an
optimum treatment or intervention. Here, as in the case of medicine,
such choices are subject to social, ethical, economic, and moral 7
constraints imposed by the soclety in which we Tive. Uertain interventions
may be socia]]y'unacceptable or even morally offensive. For example,

intensely confrontational techniques are clearly unacceptable in many

more traditiunal organizational settings, and under certain circum-
stances 1t is conceivable that top management team development training
might generate an in-group clubbiness whose effects are racially
discriminatory and therefore morally offensive. Other interventions,
no matter how appropriate and promising, might be so expensive as to be
prohibftive, while sti1l others that would solve the problem might

lead to violations of privacy and confidentiality which must be judged
to be unethical.

However, within the limits which these constraints iwmpose, the
probiem bacomes one of selecting an optimum treatment from a pool of
those available. What is optimum? Llediey and Lusted (1959) turn to
value (decision) theory in an attemt tu answer this question. Bowers
and Hausser (1977) have shown how the organizationa’ development problem
can itself be cast into these same teyrms, and have presented empirical

evidence about a limited number of iniervention strategies.

S
.
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A diagnostic procadure which clearly differentiates cases to which
aach of the known and available interventions are appropriate would
obvious ly be superior to one which, in some measure or other, was unable
to distinguish a condition calling for one intervention from a condftion
calling for another. At the most undesirable extreme would be a
“df agnostic" procedure whose conclusions lead always to the same
treatment or intervention, a condition which Levinson (1972) implied

occurs in organizational development all too fregu: ntly,

Role of the Knowledge Base

Even with a relatively simple ra.ing system of "Yes--No" or
"Prasant-Atsent,” a list of N possible characteristics produces <N
potantial combinations. The number of potential "discases" or dysfunc-
tional states -- represented by the number of cells in an N~dimensional
Tattice -- is obviously unrealistically large. In any comprehensive
schema, all of the available units in the world probably would be
insufticient to providing a single case per cell. The equally cbvious
conclusion is that most cells are empty, that they represent nonexistent
disorders, and that only a relative few comprise the set of "real"
possibilities, It is the task of the knowiedge base to provide us with
current, accurate information about what these possibilities are.

Much the same point is made in the theory of adaptation in
natural and artificial .ystems (Holland, 1975). Combinations of
charicteristics 1apidly generate astronomical numbers of possibly

adaptive structures., If the organism or system were to choose an

enumerative adaptive plan -- simply running down the 1ist randomly
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until it found the one that worked -- adaptation would rapidly becomne
impossible. As the writer just cited indicates, given even the fastest

computers in existence, 1t would require "a time vastly exceeding the age of

the universe to test 10'%° structures.” Instead, adaptive plans to be

feasible must be robust -- that is, they wmust be efficient over the range

of situations which will be encountered. One general requirement,
therefore, is that an adaptive plan must retain advances already made,

as well as parts of the nistory of what has occurred. This information, .

of course, is what constitutes the knowledge base in any di.gnostic system,

Improvement Probabilities and the Single Case

At Tirst blush, the statement seems unfeeling or insensitive that
we maximize the probability of any individual unit's showing improvement

when we apply to 1t a strategy shown to maximize the number of units

i Bl

showing improvement. Organizational development is, after all, a human

practice profession, and 1t seems impossible to {gnore facts vbviously at

hand (within r‘ange of our personal observations, for example).
Nevertheless, observations based upon an N of one (observer),

collected under atypical conditions and within nonrepresehtative]y short

time frames, are no more reliable and accurate when taken singly than
they wculd be if used en masse for large numbers of cases.

This issugp was touched upon by one of the present writers {in an

. L—:-bzmvmvr""——q"‘fna_-,—-s’_-q-y-: —~-— _;-_;_; .

earlier report: "Even the most accurate diagnosis may suffer from mid-

stream or horseback vevisfons made by the consultant as he approaches its

use. Basically, any data collection and analysis method trests with some
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degrec of care wnd ac.uracy a portion, but not all, of the behaviors,
auents , and issues in the life spaée of the client system. Some portion

% unique to that system, ov to any group within it, or will have been
miuhd from the array of information categories desiined in the diagnestic
precass at its inception. As the consultant approaches a particular wiit
or group of the client system, he will necessarily see other aspects of
what he feels are its functioning not represented in the diagnosis which
hWe-hus in hand. Since he is dealing with a real client, in a real worild
situation, the temptation is well nigh irresistable to revise the diagnosis
on the basis of his current observation. Yet, he is one observer observing
at best a limited and time-bound behavior sample. To the extenl inat

he mekes such revisions he therefore very likely reduces both the
reHaytlity and the validity of the diagnosis with which he works. Said
otherwise, he approaches each group, or each setting, a a unique instance
with 1ive people and real problems. Yet in many ways the diagnos.s and
traatment problem in organizational development is a “large N" problem,
Mera he to work on the basis of the diagnostic data provided to | {m and
that afone, given that it is reliable and valid, he would, across a large
numbar of cases, succeed in a high portion (assuming that the diagnostic
and p'nscribtim processes are themseives high in quality, reliable, and
valid). Y2t he does not ordinarily approach his role with that degree

of objective detachment, and cach tims that he yields to the temptation

to revise on the basis of "current reality" he submits himself to a situation
in which his action steps are based on less than zcceptably reliable and

valid data.” (Bawers, 1974)

B e L
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Toward Relevant Research

Clearly, therefore, any attempt to develop and test more rigorous

diagnostic procedures in crgani:ational development should be based upon
a model containing principles of organizational functioning. In other
words, it should be theoretically anchored to a conceptual statemen. chat
is ftself both organizational in content and comprehensive in scope.
While the literature on organizational management is ripe with theoretical
statements, most of them do nat meet criteria of acceptability for our
present purposes. Many must be dismissed as less comprehensive than is
necessary for the present pmblem: that is, they are elegant treatments
of an isolated issue such as job design or individual satisfaction or a,%;
1Eadership. but they ignore other areas., Others may be rejected because,
although they encompass most of the domain, they are lacking in adequate f E
empirical underpinnings. However, one theoretical statement which does
appear to meet the criteria just outlined 1s the Likert meta-theoretical
paradigm. (Likert, 1961, 1967, 1976; Bowers, 1976) It is this theoretical
statement which underlies the measures collected in the data bank to e '~H:
used in the research launched by this project. '
Most recent evidence suggests that this paradigm assumes the form
taken in Figure 1 (Bovers & Franklin, 1977). As & set of principles, this
paradigm would appear to satisfy the criteria of comprehensives and
evidential validity. (Bowers & Franklin, 1977; Likert. 1977). It is

operationalized here in the form of the Survey of Organizaticms, a machine- §

scored standardized questic.naire which has been used in various editions

since ‘966 to collact organizational survey data for assessment, feadback,

and ber.chmark purposes (Taylor & Bowers, 1972). Portions of these
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banked data have been used in earlier research efforts related to
organizational development. In this regard, a method of diagnostic
classification was previously developed and preliminarily tested.
Termed CANOPUS, it contains a software package designed to generate a
diagnostic stateent for 'qroups and pyrami ds‘ of groups comprising
organizations (Bowers, 1974). Tnis classification method is based upon
a typology of work groups developed in the cour:e of prior research. |
The technique used for the development of the typology was profile
analysis, tn which one arrivec at a clustering of work groups. The
profile consisted of a giroup's scores on the SO0 indexes and as a
profile refiected three basic kinds of information: 1level, dispersion,
and shape. lLevel was the mean score of the work group aver the indexes
in the profile; dispersion reflected how widely scores in the profilz
diverged from the average; and sirape concc *ned the profile's high and
Tow points.

A measure of profile similarity that takes thape, level and dis-
persion into account 1s the distance measure. If one considers a person
(or group) as a point in a multidimensional space in which each dimension
represents a variable or index, then thu distance between two points,
that _1'5. persons (or groups), can be computed using the generalized
Pythagorean theorem. The distances can then be examined to determine
which groups cluster together in that muitidimensional space,

The c¢lustering technique, called hierarchical grouping, uses this
distance measure as a measure of profile similarity. 7Cowputer software

is avallable for this tachnique in the program, HGROUP (Veldman, 1967.)
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T™his program bagins bty censidering each originel object, in this case

& work growp, of these to be clustered, 2s a cluster. These N clusters
we then npduced in number by a series of step dacisions until &11 N
obiecss have bean c'ﬁuified into one or the other of twb clusters.

At sqch stap tha number of clusters is reduced by one thromjh combining
spme pair of clusters. The particular pair to be combined at any stap
it detormingd by the computer's exsmining all the available coumbinations
ad choosing the one which minimally increases the total variance within
clusters., It ts this Tatter minimizing function that utilizes the dis-
tonce notion. The total vartance within clugtars 15 a measure of the
clagsness of the points in muittvariate spate In clusters already
ohodan, A substantisl increuse in this variance, which the HGROUP
prograw Tabels an error termm, indicatas that the previous number of clusters
ia peghally aptimul for the orlginal set of objects or work groups.

The progran provides an ldentification of those groups contained in each
clusgar 3o that further analyses can be conducted on phenomena within
clvsters.

The HGROUP progrem was applied te three random subsamples drawn
from the data benk (Housser & Bowews, 1977.) Whaen the three sets of
data were cammidered jointly, a total of 17 distinct profiles emerged,
In thany ways . this softwave system would appear to magt generally the
requl resmnta 1istod: ‘

« 1t compares data to appropriste norms.
Pronlems once fdentified are prioritized in terms of
thei r potential 1mpect upon outcomes .
It aneiks cauaes for observed conditions among situa-
tlomal, information, skill and values confiict

‘predictaors, employing a dis ben¢e statistic.

i
i
B
|
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¢
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It selects 2 broad set ¢f potentialiy avpropriate
action steps from an array of possibilities.
E convert, the whole and LEG pavls into o readals e

narrative by computerized text-writing.

Sti1), the method is based upon the measures, and those measures
der"ive from the theoretical paradigm previously cited. While attractive,
it 1y but one of sevei al statements that micht have formed the basis for
operations and measures. Cleariy some difference among theorists fis to
be expected, The domaln is sliced differently, and the tevis applied to
collections or clusters of behaviors and processes will vary substantially.
However, if the fundamental, general algorithm is the same, we can at
least be somewhat reassured that subsequent work will not be unacceptably

parochial,

In an effort to addiress this question, the writings of nearly 30
prominant persons in the field (including Likert) were examined. While
no effort was made to consider all possible posttions taken by every
concefvable writer, an effort was made toward al least reasonable
comprehensiveness. A1l of those considered were concerned in one way or
another with organizations, and all had demonstirable action tnterests.
Sqma were discarded after a brief scrutiny for the reason that their
interest appeared to be nor-organizational, that i{s, that, for example,
the outcome valued was parsonal growth or individual adjustment, not
organizatibnal effectiveness. Others were discarded because their writings
were restricted almost totally to the opevation of a particular technique
in a2 Mimited environment (management by objectives, for example). In

the end, nore careful consideration was glven to the writings of 11

theorists or pairs of theorists. (See Table 2.)
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At first blush, the positions represenced by these persons wotld
appear to be diverse. Herrberg, after all, is primarily oriented toward
f60 enrichment, while McGregor's position was one focused around the
behavioral -effect of personal values. However, a closer 1ook reveals that,
with minor variations, the same general algorithm underlies most, if not
411, While it varies greatly in form, and considerably in the exact
items noted, vecorded, or counted, it assumes that something external
to the organism (group, group member, or organizational unit), that is,
somathing in its envircnmen:, combines or intéracts with something
internal to the organism., This process leads to sta%es of internal
functioning on the part of the organism that in turn result in effectiveness.
Stated at a highly general level, it can be seen as an expression of the

old lewinian equation, B = (P ,£).

Some di ffe:ance amorig heorists obvivusly dccurs around the issue
of aggregation of individuals into collectivities such as groups. Somie
(as, for examrie, Lawler or Herzberg) treat individuals separately and
integrate aficrward, sometimes by an impli¢it sumatidn. Others (for
example, Lawrence & Lorsch or Likert) aggregate first and deal principally
with group-level processes and results. In the 1igh’ of the similarity
of the general algorithm, however, this di fference seems comparatively
minot . |

Let us consider in greater detail each of the components, environ-
ment and person. Turning first to the enyironment segment., words, tems

and phrases vary widely, but nearly all of thHe theorists conterned seem

to focus upon the following set of interrelated issues:
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information flows, proces.es, and patterns.

motivalional conditions, structures, and systems

task configurations, structures, or flows

noms, values, attitudes, and beliefs stemming from

superordinate governance systems

distribution of power, particularly for resource |

allocation

technical or physical cunditions} or configurations

of objects

The person portion of the algorithm is variously reprewented in the

different theoretical treatments, but appears to deal in the following:

an affective component, in the form of values, needs,

or personality orientation

a cognitive component, in the form of knwwledge,

ability, information, expertise, and expectations.

oo . e . PE—
i e R e T b L s 2 TR TS T T L -

a behavioral potential component, in the form of

LS

competence and skills.

In some instances, important modifications of one or more of these

are assumed to be represented by such personai background descriptors as

age or education. Even where this is so, however, it is clear that it

is the affective, cognitive, and behaviorail implications, rather than

sheer demographic facts, that are held to be important.

Thus the algorithm might be restated in somewhat more elaborate

fashion as it appears in Figure 2. The problem, of course, becomes

more complicated when extended to those groups of groups called whole

svstems. Outputs from one group become environmental situations forming

inputs to other groups. (Bowers & Spencer, 1977).
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Nevertheless, we come away from this examination of the field

reasonably confident that a common algorithm undevlies most of the major

works fn it. It leaves us reassured that adherence to an a1bernqt1ve

formulation from this Tist, 1€ pursued to its most basic form, would not
result in an utterly different diagnostic scheme. Terms might be
different, and the operations employed by each writer to measure
particular sets of variables might vary widely, but the rationale and the

set of primitive constructs would be very much the same.

A Stock-Taking and Some Impliicatio. s
Against the expressed need for improved methods for diaanosis in
organizational development we can array the following major points from
the preceding discussion. An adequate diagnostic procedure nécessitates:
(1) A theoretical model which is acceptably comprehensive,
which shares the same general algorithm present in the
array of principal alternative formulations.
A bank of data, coliected by a standardized instrument
in a wide variety of drgunizational settings. both
military and civilian.
A recognition that accuracy in diagnosis will, here as
elsewhere, very l1kely be enhanced by statistical opera-
tions rather than clinical judgment.
An acknowledgment of societal requiraments rejecting “raw"
ampivicism in favor of statistical procedures and measures

which are content valid.




Gontiduring the maont tuda of the problem, the size of data sats,
ad the turnaround time requirements present :n mest organization develop-
mat oituations, yet another requirement woul i appear to be present:
thet whatever eperations result pe computer-assisted. In this ares, one
cih wmﬂt ff‘m the experience of smother practice-orianted profession
'mm reasearchérs have explored computerized diagnostic procedures,

mymrutw .

Thete, a3 ¢lscwhere, substmﬂa] difference of opinfon exists
consirning the best method of evaluating the {uportance of symptoms.
THO ganera; types of models relying upon probebility statistics have
Lén proposed:

(1) A digcriminent function model, in which each symptom {s given
th empiricelly derived weighi. and an artiTicisl measure is
then sbtained as the sum of the weighted values {(Cronks,
Murray & Meyne, 1959).

(?) W Bayesion or Frequency-counl model, in waich the relative
Prequency of occurrence of each possible sywptom-dizease
pattern is considered (Letley & Lusthd, 1959).

To ‘these hus been added 8 third method:

(1) YTreats the 1esue us 3 decision-tvee problam, thus relying
maxcimally upon excellence of the knowledpe base and not at

811 upon prebedilities in a developmental sawple (Spitzer
% Eniffcott, 19G8).
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The Three Methods 1n Detail

-‘ﬂ

Multiple Discriminant Methed: This method uses a large developmental

sample of previously diagnosed cases and is especially suited for
quantitative data. It takes account of correlations among the measures and
finds for each clinical group in the developmental sample a set of weights

13

derived so as to waximize each subject's likelthood of being assigned to

, the group from which he came. In subsequent use, each néw cise 15 assigned

to the group for which the composite ‘score represents the least distance.

The discriminant function model uses a diagrastic equation of the

following type:

Yo aX, + bX; +cXy v ... 4 an

where the coefficients a, b, ¢, ... , are weights proportional to the
magni tude of the ralationship between the particular synptom and the
disease process, reduced according to the relationship of this symptom
to the others represented in the equation, and X;, X2, etc. are the
cbserved symptom value;a. ‘
The ardmnnts in favor of a multiple discriminant model are at least
threetold:
(1) It better replicates the thought process employed by the
human didgnostician, who does not treat each symptom in
prasent/absent fashion, but rather attaches greater or less
weight to each symptom according to his past experience,
(f.e., his own version of tha knowledye base.)
Symptoms which correlate highly with the presence/absence of

4 disease are given more weight than those that have shown

Httle or no correlation to its presence/absence.
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{3) /lppropriate welghting also depends upon a symplom's correlation
with other symptoms. If the overlap is high, than one would
weight the second symptom much lower than wouid be tha case
{f the two symptons have little rejationship to each other.

it ,lust twe objections have been raised to this method:

(1) It relles ypon the accumulation of a large developmental
semple of cases, which is difficult, expensive, and in most

instances unlikely.

(2) It capitaiizes upon accidental features of the developmental
tample and thus gives an Inflsted estimate of 1ts accuracy.
If the validation sample comes from a somewhat di fferent
papulation, the drop in efficacy is even greater,

5t111, the method has been explored and developed (Rac & Slater,
1949; Melrose, st al., 1970; Slettsn, et al., 1971). It is closaly aligned,
although not 1dentical, to the wmethod empliyed by our awn effort at
computerized grganizqtiongl diagnses, which emplays the distance statistic
(D) in @ hierarchical grouping procedure.

Bayes Classification Mathed: This method also uses a large dev:lop-

mantal sample of previously diagnosed cases to Jetermine, for each diagnostic
category, the relativa frequency of each possible prufile of scores.

Its fundamental diagnostic formula 1s:
E——uwr (G —mf)

whears § 15 scientific knowladga: @ 15 3 complex of sywptoms; and f is a
complax of diseases. It may be read, “Existiug scientific knowlodge E
implies that, {7 symptom complax § is in evidence, the patient vary probably

has disease f."

EE 5
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The knawledpe base s thus stated as a serfes of conditional probabiif-
ties, o: the form P {G | f), 1.e., the probability of a patient's displaying

the symptoms, given that the dissase is present. [t may be "converted” to
the move diagnostically useful form P (f | G) -~ the probability of a

patient's having the disease, given that the symptowms are present -- by

Bayes' formula. By this formula, the probability of a patient's having

a particular disease, given that he has a particular compiex of symptowms,

is equal to:

the probability of the disease's occuriing in

the population at all, mitiplied by

the prolability that a patient will display

this particular complex of symptoms, given that

the disease 1s present, and this result divided

by
. the sumuation over all disease complexes of the

probabiiity of the disease complex multiplied by
the probability that a patient will display this

particular conplex of symptoms, given that (each

individual) disease complex is preseat.

Thus knowledge base statistics and symptomatic {nformation from the

current case can be combined .0 establish the needed diagnostic probabliity.

A subject with a gfven profile is then assigned to the group for which

his profile 1s velatively the most frequent.

The method is ¢.peclally suited for categorical or nominal data

expressed 1n mutuaiiy exclusive categories. It can also be app'ied to

numeri{c data by grouping scoves into intervals and treating each interval

as a qualitative category, ignoring both 1ts original quantitiative value

and 1ty ordinal position.
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The principal argumen: raised in favor of a Bayesisn approach to g
computerizud diagnosis eppears "o be that 1t also is claimed to wodel the -
humin judgment proomss by which synptoms are convartad Into a dagnostic ,'
',:7'535 statomemt (that 13, that the physician, for example, emplays a conditional |
predability judgmat process 1n arriving at o diagnosis.)

"The objections are a bit more extensfve:

":':'u {1) 1t i difficult, 17 not impossible, {n diagnostic work to

A ‘,~ satisfy the conditional indspendence requi remerit (the require- ;
ment that the probability of finding one particular synptom s ;'
given that the disease 1s present, is unaffectied by the B
prasence or absance of any other symptom.)

._I.,‘ (2) As in the other statistica) method, 1t requires the

accumalation of 3 Targe developuintal sample of appropriate ,._-‘;/
form snd contant.

(3) The necessary assumption that the diseases are mutually

|
! ‘ exclusive may not hold.
{8 As {n the other statistical method, it capitaiizes upon
' _ acidontal features of the developmental sample.
& Regerdless of these objections, the method has been explored, developed,
and experimmtally impioventsd 46 psychiatry (8{mbaum & Maxwell, 1960,
Overall & Gorhem, 1962; Seith, 1366).

: W&Mﬂi The logical docision trae mathod starts with a

B

" ',"{‘.;E saries of quastions, asch of which 15 trewted as true or false. The true
.

i or Talte mesponse to -each question rules out one or wore disgnostic

possibilitius amdi detorwinas which question 1s Lo be answered next. The

questions may epecify the presence of a single symptom, the existence of
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a nunertc score in a certain ranga, or a complax pattern of symptoms and
scores. The me thod ordinarily rasulls fiu the subject's being assiﬁnel to
& single dtagnostic category, wiih no guantitative meesure of similarity
to efther that category or other categur{es.

The arguments in fivor of this method are given by at least one

proponent (Spitzer, et al., 1974) as the following:

(1) 1t 1% independent of any specific body of datu; thet is, it
does not require a large developmental sample.

(2) It {s not constructed so as to be optimal for amy one
population end for this resson “travels well" from one setting
to another, .

(3) As in the cuse of each of the other twe methods, it is thought
to represent optimally the thought processes of the humhn
diagnostician,

The obJections are the following:

(1) It is quite dependent upon the accuracy of the theory which
underiles the decision 'ree and 1s therefore ultinately as
dependent as the ather methods upon past data accwaulations,
their care and forwm.

(¢) 1ts genaralizability may be more apparent than real.

(3) Its assumption that the diseases . re mutually exclusive

myy not hold.

kpprosches following this method have been developed end appiied by
severel invastigators, with a variely of results (Spitzer & Endicott, 1963;
Wing, 1970).
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SERerisgn of the Three Methods
Seve ol efforts have been undertasken in psychiatry to compare twe or

1‘ movy of these methods empirically. The msults are beast described as
&&M\v unciear. Owarall and Hollister (1964) conducted one such com-
'-ﬂ! parison, dbut, uafortunetely, the rules used by their computar programs
o) wire chtained Trm diagnostic sierwotypes providad by experts, rather than
froen observed characteristics uf actual cases.

Mirese, ot al. (1970) compared a mlitiple discriminant with a
dasciston-tree approach and found that: (&) on single assigmments the
i3 decision-trae upproach showed a groater degree of agresnant with an expert
‘;.."-I Judgment critarion, (o) if first, second, or third possible assiygnimenls

gk ware allowed, the multiple discriminant method showed a grester degree of

agreamant tha did the deciston-tree; and (c) in ay evant, asch method
performed batter for certain diagnastic catagories.

q' Finally, Fleiss, et al. (1972) cunpored all thres methods and found
none of the thres to b: clearly superior to the other two. Again, however,
the criterion was agresmunt with expert diagnoses, a criterion whose

unralisbility the authors Jduly natae.

A Bl lemea and dome 135ues,
Tha wowk from psychistry, just clitad, con.ains 4 dilemma whose existence

gMestions the whole body uf Vindings and whuse resolution might be seen
as rendarving the whole exercise rether trivial. Elegant, mplicatable,
and readily transportabic mathods zre dusigred and tested agailnst a

Yet fere, as alsewhave, the

criterton of “judgmnt by expert clinfcians.”
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Cronbach warnings apply: expert clinical judgment is notorious 1y unreiiable.

What has been developed, therefore, are three elegant ways of replicating

an wnreliable procedure. On the other hand, had a reliable, replicatable,

transportable procedure existed for use as a criterion, 1t would no doubt
have been more sensible to emplay 1t as the diagnostic method, rather than
as a criterion for cther methods.

Several implications stem from this observation. First, where in
psychiatry expert clinical judgment is an unreliable classification method
and criterion, In the present instance we do possess a reliable,
veri fiable procedure, one based upon the distance statistic. Obviously,
1f accuracy is interpreted in distance terms, no alternative procedure
can be as accurate as thal sclf same distance statistic, If, therefore,
this were the sole or major i1ssue to be researched, the project would
cid {mmediately.

1t is not, however; other issues of equal ur greater importance occur,
the answers to which are in no way obvious. These issues, tc be explored
in the sections which follow, inciude: (a) proportion of correct
classi fication, (b) Lypology reproduction, (c¢) weighted dimensional
distances ., (d) zero-cne counts, and {e) information veduction. Separate
from this is the whole issue of a decision-tree (with or without
Bayesian inputs), and the non-substantfve matters of efficiency, cost,

angd 2ase., "hese lattar issues alsv are dealt with,

R T S LRRTE ! sontl i N - " b
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BASIC PREPARATION OF THE DATA

The purpose of this section is twofold: to describe the data set
40 be used for the remainder of this study; and to describe the four
¢lassification techniques (distance statistic, muitiple discriminant
function, Bayes, and decision tree) as they will be used in the research

to be cubséquently reported.

Mescription of the Data Set

The existing national (civilian) normalive file of the Survey of
Orgnd zations (500) contains 5,599 groups. It represents the total body of

data collécted since 1966 from some 37,098 persons in a broad segment of

the civilian Industrial population. As such, it represents many different

jindus tries, functions, and hierarchical levels.

Available also are data from two independent wilitary samples.

The first of thesé contains more than 200 usable groups of Navymen

from whom questionnaire data on SO0 indexes ware collected in late 1972
and édarly 1973. The second contains 320 groups of Army soidiers From
whom data were collected in Jate 1974 and early 3975. 1n each of these
instances, tn order to satisfy the need for intact units, it was declded
to collect data from all members of a selected number of organizational
subunits or "modules.” These modules consisted of a pyramid of work

groups three achelons, or tiers, tall. Thus data were collected from all

mamitmrs of the three organizational leveis {mmediately below a designated

"module head." Modules thamselves were selected by what amounts to a

8 o d e b n e A A W B D e TuLe 03, i VS
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stratified random sampling procedures. Methods are spelled out in greater

detail in two technical reports (Michaelsen, 1973; Spencer, 1975.)
Taken together, these various data sets comprise a sample of 6,119

groups, to be employed in the main analyses. For other analyses, per-
fornance measures may aiso be employed frir a subset containing 940 groups
for which measures of efficlency and/or attendance are also available.
The measures themselves have been examined exterisively in the course of
another project and their properties reported (Pecorella & Bowers, 1976a;
1976b.) They have been converted to standardized score form to attain
inter-organizational comparability.

From the onset of the project to the present time, these various
dati sets have been reformated so that all share a common format. A1
data have been entered into a single Targe file with merged supercrdinate
values (those from the yroup 1mned1ate1y above), plus with merged values

for a second wave of survey datua where such a second wave exists.

Measures Used

The Survey of Ovganizations contains in its 1974 edition 16 standard 1F}
indexes. Two of these, because they have not been universally used since
the start of the data bank, will be dropped. The 14 which vemain will

form the survey index measuves to be used in the present study: ‘T?

Organizational Climate

Decision Making Practices -- the manner in which decisions
are made in the system: whether they are made effectively,
made at the right level, and based upon all of the
available information (4 item index).

Communication Flow -~ the extent to which information flows
frealy in all directions éupward. downward, and laterally)
through the organization

J item fudex).
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ol Motivational Conditions -- the extent to which conditions

N (people, policies, and procedures) in the organizi ifon

| enco:irage or discourage effective work (3 item index)..

f Human Rescurces Primacy -- the extent Lo which the climate,
as reflected in the organization's (ractices, is one which
asserts that people are among the organization's most
important assets (3 item index).

Lovwer iLevel InTluence -- the extent to which non-supervisory
personnel and first-line supervisors influence the course of
evenis in their work areas (2 item index).

R0

fuperyisory lLeadership

Supervisory Support -- the behavior of a supervisor toward
& subordinate which serves te increase the subordinate's
feeling of personal worth (J item index)

Supervisory Team Building -- behavicr which encourages
subordinutes to develop mutually satisfying interpersonal
relationships (2 item index).

!
i
ol Supervisory Goai Lmphasis -- behavior which generates
b enthusiasm (not pressure) for achieving excellent
| performance Tevels (2 item index)
; Supervisory Wcrk Facilitation -- behavior on the part of
; supervisors which removes obstacles which hinder successful
& _ task completion, or positively, which provides the means
: necessary for successful performance (3 item index)

Peer leadership
Peer Sunport ~- behavior of subordinates, directed toward
! one antther, which enhances each member's feeling of

l persoral worth (3 item index).

Peer Team Building -- behavior of subordinaces toward one
: another which encourages the develupment of close, coopera-
\ , tive working “elationships (3 item index).

N Peer Goal Emphasis -- behavior on the part of subordinates
i which)stimu]ates enthusiasm for doing a good job (2 item
index).

Peer Work Facilitation -- behavior which removes roadblocks
to doing a good job (3 item index).

ems tappino satisfaction with pay, with the supervisor,
with co-workers {(peers), with the organization, with
| advancement oppoitunities, and with the job itself
d (7 item index).

|
|

. Satisvaction -- a measure of general satisfaction made up of
1
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The typology of work gruups to be used in this study 1s reported in
Bowers and Hausser (1977), rontains 17 types, and is based on the

indexes of the Survey of Organizations. The resulting types hive different

profiles across the indexes, with the patterns of these profiles being
quite distinct. In the present project, for purposes of evaluating the
di fferent c]agsification procedures, all wurk groups will first be placed
into one of the 17 types by each of four methods: distance function,
decision tree, muitiple discriminant function, and Bayes. A descriptionm
of each of these techniques and their implementation in this stuwy i:

given below.

Distance Funciion Method

The HGROUP program used in the original gereration of the typology,
described earlier, uses a generalized distance function based on the
error sum of squares -- the squared deviations from group means. In
thé case of the classification system applied to new or "incoming” groups,
this present method calculates a simiiar distance statistic between the
- profile of indexes for the group to be classified and the profiles
(mean index values) for each of the 7 standard types. The group is
then assigned to the type for which the distance value is smallest.

A1 6,100 (approximately) work groups will be so classi fled by the
distance function methud. This classification will serve as
the "expert" or correct classification in this study. From this
assignment 1t will be possiblie to calculate the vector of means and the
variance-covariance matrices for each type, as weli as estimate the

distribution of wurk group types.
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Pecision Tree Method

A decision tree is éffecti vely, a sequenced sevies of questions,

sach with a limiied set of alternatives, which, when one is selected,
feads to the next branch of the tree and to the next question. A simple
exmple is given in Figure 3. This example contains three gquestions
(A, B, & C), the first two with two alternatives each, the third with
Whree. The result is twelve end states {not all of which need be distinct;
only the routes getting there need be distinct.) In applications to -
classification, the e¢nd states represent the categories of the typology.
The development of a decision tree s not a data based procedure,
but rather, a theoretical one. For the purposes of diagnosing work groups
into the existing seventeen-class typnlogy, a deciston tree whose questions
will relate to relative performance on the 14 Indexes of the S00 is
nresently being developed, The actual format of this decision tree
will be presented in a separate technical repbrt.
The decision tree algorithm will be used to classify 211 (approxtmately)
6,100 work groups in the data set.

L

Multip]p Discrimipant Frnction Method

The use of multiple discriminant fun«:ti&ns to assign units into
classes within a typolugy is a stendard procedure. Essentially, the
process 15 to find 1inear (or quadraiic) functions of the predicior
variables which maximally differentiale &mong the groups of the typology.

With more classes in our typology than predictor varfables, the maximum

‘nusber of discriminant functions is equal to the number of variables,

T e e LT TN T ArOY PR RTOR




39

un 13s3anh

¢ infl4




} | cay r. While typlcaliy 2imost all of the explaineble variance is accounted
;;'.; for by the first two discriminant functions, it is possibie to utilize
a1) r functions. The primary velue in the use of discriminant functions

"4 Lt thay are orthogonal.
Notationally, the {th discriminint function 15 given by:

P e X
Y, = I a
17 e MY

LAl wivare Bgpr By ooy A, TR the welghts and X, X3p «uuy Xr are the

predictor variables. Thus the r discriminant functions are given by

1B Yi,Yii ...y Y. The rocedure for finding the weights a,, results in
y 8Xplaining te most variance, Y, the second largest, etc. In particular,

e weights by are chosen to mexind ze N

yariange between means op Yi | ’

1 variance within groups on Y,

' The mignts 3 j arc calculatad from a davelopmental sample. Once Chey

ave calculated, the next step {s to caloulate the vector of Y values for

cach work group, say . For each class within the typdlogy, the means
of the y vectors, sey y, ahd the variance-coveriance matrices, are
calculatad. Finully, with the sbove information, one is ready to begin
) whe clessification process.,

Under cevtain distributional essusptions, inciuding equal variance-

covarfatica metrices across types, the assignment of a new work group

s ot b ikt SRR By e Rl aies

requires the cilculation of the vector of discriminant functtions, ), and

T

the Mahalanabis distance between y and the center of each of tha types.
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The actual assignment is to the type to which x is the closest. If one
is not able to assume the common Variance-covariance matrices, the
assignment procedure, while still possible, 1s more involved. It
effectively is a maximum 1ikelihood procedure which then classifies

a work group into the type which has the largest probability.

In this study, the actual discriminant functions will be calculated
from a developmantal sample of N==3..000 (approximately) , which represents
half of the total data set. (The developmental sample will be selected
randomly from the entire set.) The use of a subset as a developmental
sample will permit the assignment of both the developmental sample and
the rumainder of the data set as a check on the generalizability of the
procedure across similar data sets. The actual computer operations to be
performed are those in the DISCRIMINANY routine within MIDAS, the

statistica? package available at the University of Michigan (Fox & Guire,
1976.) Included in the output is a test of the homogeneity of variance-

covariance matrices and the distances between the means of the types.

Bayesian Method

As earlier sections of this report have indicated, the role of the
organizational development specialist can be linked to that of the
physician. In both instances, the specialist 15 con.ronted with an

entity {(a person or an organization) which exists in some "disease” state.

The spacialist must diagnose the disease and prescribe treatment,




Ledley and Lusted {(1959) describad tha use of probabilities in medical
dfagnosis. The sppreach that they used, which makas use of Bayes's
Theorem, has been called a "Bayesian" approach to diagnosis, becouse
1t uses Bayes's Theorem as the model for developing Final probabilitias
for sach passible disease state. It is also called a relative frequency
approach because 1t yses relutive frequencies derivad from historical
s data 0 develup the probabilities that enter Bayes's Theorem.

Historically, probabilities have been defined in terws of relative
frequencies. For instance, the probabi }1(\’ of obtaining tails in a fair
coin toss s 5. This probability cm from the fact that if one wers
{0 toss & coin or coilns a large number of times, the relative frequency of

tatis would be about .5. Intuitively, this definition of probebi ity

: nakes sense, at lecst when the avents in question are truly repeatable.

| Thare 15 another scheol of theught, hawaver, that finds the relative
frequency notia. unduly restricting. Consider a unique svent, such as

tha laction of the President of the United States in 1980. Such an event
occurs only once in history, and from a relative frequencyy point of view,

it would be meaningless to talk about probabilities, e.g., the probability
that a particular individual wiil win that election. The probabiiity of the
event 15 ef thar erc or ona, dapending on whether it occurs or doas nut occur.
On the other hand, it is perfectly clear that oddsmakers and others
tnvolved in}bntting are not restricted to velative frequency notions.

Where relative froguancy data ave avallable, a perfectly rational oddsmaker
would give hettova & set of oddy that exactly match the rwlatiwe

froquencies (1gnoring questions of commissions, "howse cut,” etc.).
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Wiere relative frequency data are not available, hdwever. the oddsmoker
relies on a subjective probability. That subjective pr@babﬂit.y {. a number
betwean zero and one which represonts the extent to which the person
believes that a certain statement {s true,

The Bayesian school of statistics defines probability in the above
sense. To a Bayasian statistician, all probabilities are subjective
probabilities. They represent degrees of belief rather than relative
fraquencies. Subjective probesiiitics should conform to all rules of
probabi 1{ty theory just as do probabflfiies defined {n some other way.
The Bayesian approach allows the statistician to consider a broader
amount and type of information, 1n60rpont1ng 1t into his calculations,
than does & classical approach. |

The Bayesian approach pri sosed in this section {s similar to that
which has been used in medical diagnosis, since 1t uses Bayes's Theorem
and also relies on historical data. 1t goes beyond historical data,
however, by using subjective probabilities rather than simple relative
fraquencies. The reasons for the approach will become more appavent '
shortly. In the meantime, however, a brief {ntroduction to Bayes's

Thavrem 1s in order.

Bayes's Theoren:

The diagnosis sit: 18 characterized by uncertainty. The disgnos-
tician 1s faced with a set of mutually dxclusive and extiaustive states

(dizenses) 1into one of which the organization must belong. The diagnos-

tic‘lm's Job s to ideantify correctly tha category that the organization




belongs {n. Tha oﬂmiuttm brings to the situation cavtain character-
tstics, akin to sywptoms in the medical context, that providg the
diagnostician with information sbout which disease states are likely to
occur. _

Bayes's Theorem 15 a relatively simple equation that defines the
probebilistic relationship betwaen symptom combinations and the resulting
disease s%ates. For the mowent, consider probabilities as relative
frequencies. Rayes's Theorem is basically concermed with three prebability
neasures.

Prior probapi ity is the probability of a disease stata Ir the
geuerai popuiation. To state it another way, sssume that a diagnostician
must diagnuse & certain organization wi thout receiving any symptom
information about the organization. His antire set of knowledge about
the situption consists of a table of miative frequancies of each
disease state in the general population. The dlagnosticlan's prior
probability for sy disaase - tate would be the probability of the event's
sccurrence given that the diagnpstician knews nothing about the organization's
synptems. [f, for instance, historicel data show that five percent of
a1l organizations have disease A, thew the prior prubebili iy of discase
A fs .06. Prior probabliity of disase state | will be designated
P(0,). |

The likeliheod of » symotom or symplom couplex is the probabllity
of the symptom or complex when the organization is known te have & certain

disease. Suppose, Tor instance, that of all organizations that have
dssase A, 1t 13 known that 60% of them have cymptom X. Than the like-
Mhaod of symptom X givan diiense A 135 .6. Yhe 1Hkel'haed of symptom 1




glvan disease 1 is written P(Sy / Dy). The likelthood of a symptom
complex of n different symptoms {s written P(S;,Sy, ..., S, / Di)'

Posterior probability 1s the probability of & disease state yliven the

occurrence of a given symptom or symptom complex, Posterior probadbility
is designated P(D1 / S350 ¢onrs Sn).

Assume that there sre m possible desease states, D,. There are also
n paossibie ditferent symptoms 53‘ Theq Bayes's Theorem states that the
prior probedl ity , likelthood, and posterior probability for any disease

state and symptom compliex are related as follows:

P(slpslt LI | Sﬂ / D‘)P(Di}

I’(D, [' S;,Sz. e ney Sn) »

n
EP](S;.S;. cies Sn / Di)P(Di)
{w

Historical data have traditionally provided the relative frequencies
that w;am used as prior probebilities and likelthoods. Researchers would
compile a data bank of diagnosed rases, and from this set of data would
‘develop tables showing the relative frequency of occurrence of each
dissase state and of' each symptom complex for any given disease. With

i thls information, the diagnostician could apply Bayes's Theorem when
conirorted with a certain synﬁtan complex, arriving at a posterior

probability for each possible disease.

»
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Several probiams vesult from the exclusive use of
historical data and relative frequencies in developing the prior proba-
bi1{ties and 1ikeithcods. Ome of these is that there may be .0 ubjective
critarion to determing whether or noi the diagnoses were correct.

The result is a "Catch-22" situation. If objective, reliable diagnosis
criteria dlmady exist, then theve '1s no nead to develop A naw technique
for diagnosis. But 1f such criteria do not exist, then thare is 0 way

to judge whether or not the new technique is valid. U1timu£e1y. the value
of diagnosis is in {ts resultant treatment prescription. The cbjective
of diagnosis should be to classify cases (organizations or patients) into
di fferent treatment, + ategories, t.e., into classes in which each member
of the class reacts to any treatment the sane as all other members of

the class. Since the historicel data mav co tain incorrectly diagnosed
casas, the relative frequancies based on those diagnoses will obviously
bs incorrect. This makas buth the prior probabilities and the 1ikelihoods
suspact,

A sacend probiem, parhaps even more severe, 1s that most data banks
arg. to limiﬁzd to provide an adequate set of relative frequencies.
Uniess the setw of diseasas and symptoms are severely limited, a very
large set of cases s neaded to devalup eccurala tuiabive fraquencias.

For instance, consider the Vwited situation in which there are only
four di ffurent sm:r.ouu dndar consideretion and each sysptom can take on
only two values. There are 2°, or 16 different possicle Lywptom

combinetions. Mow assume that there are three possible diseasc states.

Thls maans that therm are 16 x 3, or 48 diffarent Yikalihoods to compute,
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one for each symptow complex for each disease. An adequate date base
would require several hundred cases 16 order to be assured thal a reasonable
nutber of the cells in the relative frequency tabie for each disease
were non-zero. |

Cells whose relative frequency is zero present a special problem.
Particularly when the data base 1s small, there will be a significant nwiber
of empty calls. Even the most pure relative frequentist statistician |
will be quick to admit that not every empty cell should lead the researcher
to assume that the probability of that symptom compiex is zero. The
researcher has no sure way of knowing whether the empty cells should in
fact be cells with a zero probability of contalning cases, ur whether they
are cells with a low but non-zero probability, or whether sampling evror
has caused them to be empty.

This zero-frequency probiem will be particulariy acute in the current
study.  The symptoms for the study will be scoms on 14 different indexes

on the Survey ot Organizatiuns. Each index can take on virtually an

infinite nunber of values between one and five. However, in order to
develop relative frequency tables, the data will be grouped into intervals.
There are at Teast tlree ways of defining such intervals.

First, one could simply taxe the pmsible.range of srores and divide
his vange 1nte invervals of equal length. This would provide equadl
ram-gycore 1ntr rﬁals_. '

A second mathod would be to obtain standard scores for each case
ofi ¢ach varilnh‘ln_. aﬁd divide the tcores by nqual standard-score units.

The third wiay would be to define percentiles, and divide the scores

int squal percantile intervals.




Regardless of which interval classification method 1s chosen, the
scores will be grouped into a fairly large number of intervals., For
instarce, each variable could be grouped into intervals that define the
five-parcent points of a percentile scale, thereby reducing the set of
_poiﬂhle values to 2C. This set of 14 indexes, each with 20 possible
valves, ylalds a set of 20'", or 6.55 x 10*° possible symptom combinations.
Any deta bank is going to be toc small to provide for more than a very
smal] percentage of non-zero cells in such a symptom matrix,

There {s one condition under which the number of cells betomes more
manageab le. When the symwptoms are all conditionaily independent, the
rasearcher need not Fi11 in all 20'® possible cells. One needs to know
only the marginal values, i.e., the relative frequency of each value for
each single symptow. In this case there would be 160 x 20, or 320 cells.
Furthermora, such a 320-cell matrix would need to be completed for each
of the disease states under coniideration. In the current study using
the results of the H-GROUP classifi catilon program there arve 17 different
~ profiles or disease states. In order to have sven the potential of having
evary call be non-zere, one would need 20 cases for each disease state,
or 340 cases in the data bank. The actual date bank is considerably
larger than 340 cases. This large sample size will provide fairly accurate
descriptiva statistics on sach index (variable) for each dicease state,

but will stil) contatn a large number of zero-frequency cells.

1t 1s known that the data are not conditional ly independent. This

can e both an advantage and a disadventage. The disadvantagy lies in the
fuct that wniess one knawi precisely the exact relationship: among the
symptoms, incorporating the knowladge of the non-independence into

Bayes's Theorwm 15 impossible. One {s left with the problem of astimating
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20'® cell frequencies. The advantage of knowing that the data are not
conditionally independent is that it may enable the observer to reduce
the number of symptoms that must be considered in miking the diagnosis.
For instance, 1f knqnng X provides a great desl of conﬂde-née about the
value of Y, one need not observé Y, since 1t will add 1ittle new

iniomation to the situation.

Suggested Solutiong . the Problems

The promém of massive relative frequency tables is faced in virtually
every non-trivial diagnosis sltuation. Such large tables make it almost
impossible to create an adequate data base for generating cell frequencies,
and are also difficult to apply, since there 1s Such an overwhelming nmumwer
of cell values to use in appiying Buyes's T oumam, Gustafson et al.

(1969) suggested that the proper way to .andle this problem is through
man-machine systems in which man es*imai~; the likelthoods based on his
personal knowledge and the historical data base.

A s‘luﬂ]ar solution may be in order in the current situation. In order
to us@ such an approach, however, one mst accept the rotion of subjective
probabiiity that was discussed earlier. Recognizing that the data base
that is used to generate the likelihoods is not going to be sufficiently
large Lo provide accurate estimates of cell frequencies, one can use the
data base as a random s'amp]e from which one can make inferences about
the theoretical distribution of cell frequencies.

In other words, the cell relative frequenclies become tviot the 11ke-

Vihoods thenselves but clues from which one develops 1ikeli{hoods. The

vesnarcher is seeking for a way of describing o deyree of belief abou!
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the occurrence of the empty cells, and is not restricted to a simple
frequency count.

For the time being, igno.e the problem of non-indepandence: assume
that the symptoms are cond1t16nally independent from each other. For this
situation that means that one must determine the likelihoods for 16 x &)

x 17 = 5,440 different symptom-disease cells. 1In an earlier study

(Bowers & Hausser, 1975) wusing civilian and Navy work groups, each of the
17 different profiles was represented by'at least two percent of the
groups in the defining samples. In that study, this meant that there weve
at least 11 groups in each of the 17 profile categories. Although i1
groups is not enough to assure that all, or even most, of the cells in

the relative-frequency table are non-zero, it does provide a large enough
sample to obtain a fairly good estimate of the mean and standard deviation
of each index for each profile type.

Consider each symptom (index) as a random variable that can take on
any of a number of values that are at least ordinal in nature and are
nrobably interval measures. Intuitively, it makes sense to assume that for
any disease state, the distribution of values of any given index is an
orderly onc. The historical data base provides a random samp’le of values
of the irdex, but is subject to all the sampling errors inherent in any
random sample. .From this point of view, it becomes unnecessary Lo maintain

the artificially imposed interval groupings ot the data scores. The

" groupings were oviginally done in order to creata cells whose relative

- frequencies were to be estimated. The actual data values, however, fall

along a continuous line, and may be considered as having been generated by

an underlying continuous probability density function. Now, instead of

3
.
!
3




will be assumed to be the data generating functions for the 1ikelihoods.
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Inoking at cell frequencies, simply observe the mean and standard deviation
of the defining sample. From these sample statistics one can infer the
characteristics of ‘the underlying data generating popu]ation.

The researcher must decide on a family of distribution functions which

Two continuous distributions that immediately come to wind are the normal
distribution and the beta distributiun. Both distributions are well-knon,
easily described distributions. lwhether or not either of them describes
adequately the uaderlying distributions for the indexes will be determined
in the course of the research, but using either of them should result in
more accurate posterior probability estimo s than wouid the use of
inadequate cell relative frequencies.

An example might make the picture clearer. Table 3 illustrates how
one might derive likelihoods using the sample mean and standard deviation

as a starting point.

Example

Assume that (ue historical data base has classified 50 work groups
into Profile A. For Index X, the distribution of scores is shown {p
Table 3.

Figure 4 11lustrates the frequency distribution for the sample.
From the mean and s tandard deviaiion ui the sample, besi-~fitting normai
and beta distribuiions can he derived. (See Figure 5 and Figure 6.)
From theze distributions one then can develop 1ikelihoods for the
20 wntervais., Table &4 displays the likelihoods derived from the three
methods. Notice that using of either the normal distribution o the
beta distribution eliminatﬁé the zero-frequency problem, and smeoths

out the curve,
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Table 3
SCORES OF S0 HYPOTHETICAL GROUPS
FORMING SAMPLE FOR EXAMPLE 1
Group Number Mean Score Group Number Mean Score
1 1.7 26 2.81
2 1.95 27 2.83
3 2.30 28 2.8
4 2.32 29 2.86
5 2.36 30 2.87
6 2.37 31 2.91
! 7 2.40 32 2.94 _
. 8 2.44 33 2.94 o
; 9 2.48 34 2.99 [,n
: 10 2.49 35 3.03 | i,‘;
' n 2.51 36 3.0 gF
1 2.51 37 3.1 f‘
13 2.52 38 3.15 k
14 2.53 39 3.16 1
16 2.56 40 3.18 %_1
16 2.62 4 3.24 ﬁ
, 17 2.63 a2 3.25
18 .38 13 3.2
1k 2.65 a4 3.27 ﬂ
20 2.65 45 3.31 !
21 2.67 46 3.40 a
22 2.67 47 3.54 ‘
23 2.69 T 3.60
24 2.70 a 3.7 ;
%5 B/ 50 3.92 i
Mean of Groups = 2.7876 : : ;
Standard Deviation of Groups = .5527
1
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Figure 4

Histoyrams of the Relative Frequency of Scores in Examplu 1
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o Figure §

Kormal - .,_:.'f‘-:,!_:»__w_m.m\ Based m The

Sambfm i Example 1

X=2.78
o= .5
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Figure 6
Beta Distribution Based on the

1 Sample in Example 7

T(X) =¥ xk,ﬂ!iu (]_!)5~l051

wheve x = R-; and R » raw mean score
2,
[N

K 1s a normalizing constant
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Table 4 e
LIKELTHOORS FOR SOORES IN 20 INTERVALS BASED OK i
. s et
RELATIVE FREQUENCY, NORMAL DISTRIBUTION , AMD BETA DISTRIBUTLON o
R _ R
| Mathod of Calculation ‘
Interval Frequency Normal ‘Beta
;o 1. 1.0-1.2 | Q .0014 .0001
¥ 2. 1.2-1.4 0 .0040 .0017 |
; 3. 1.4-1.6 0 .0098 .0082 L.
‘ 4. 1.6-1,8 .02 021 023 |
6, 1.8-2.0 .02 040 .047 i
‘ §. 2.0-2.2 0 .068 .075 |
; 7, 2.2-2.4 .08 097 .103 :
: 8. 2.4-2.6 .18 125 .12 ;
: 9. 2.6-2.8 20 141 .134 |
; 10. 2.8-3.0 8 140 A3 |
i 11..3.0-3.2 12 125 115
| 12. 3.2-3.4 10 .092 .082
i 13. 3.4-3.6 | .04 .063 .066 |
; 14. 3.6-3.8 .04 .037 .042 |
: 15. 3.8-4.0 .02 .019 .023
: 16. 4.0-4.2 0 .0091 .010 l
} 17. 4.2-4.4 0 .0035 .0036 B
| 18. 4.4-4.6 0 0012 .0008 |
fE 19, '4.6-4.8 0 .0004 .0007 |
1 20. 4.8-5.0 0 <,0001 .00003 1
g !
%‘ e .
;
iL .
J; e
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Dopiing With the Proble v of Non-Independence

The problem of non-independence of symptoms is a difficult one to deal
with in a Bayesian framework. Gustafson et al. (19G9) suggested that in
the medi cal sitdation the proble.: could be aileviated by having the
diagnosing physficiins cluster the data into groups that they perceive as
being relatively independent. Again, a somewhat similar procedure could be
used in the present study. It is straightforward to obtain a matrix of ‘
pairwise correlations among the 14 indexes used 1u the organizational
diagnosis. From such a correlation matrix, the indexes can be grouped

into relatively independent clusters. When data are conditionally

independent, the application of Bayes's Theorem is straightforward.

Let P(SJ / Di) be the llkelihood for a given symptom cluster, and
assume that each symptom ciuster is independent of all others. Let
Q(S ) be the surm over al] disease states {indexes) of the P(Sjlbi)P(D
In other words, Q(S ) = i: \ P(SJ / 01)P(Di). Then the posterior probability

of disease state 1 when only symptom complex j has been observed is:

_ P(5, / D,)P(D
- P(0, /sj)m-—i1 70;)

Now if one observes not just symptom complex j hut ail m independent
symptom complexas, the posterior proebability becomes:

P(D‘ ! 51,52, .0 Sm) = -
Q(51)Q(5 ). .0(S,,)

i

= R N S




Creating such conditionally independant clustars thus simpiifies

the computation of posterior probabilities once the Tikelihoods of the
clusters have been determined. |
The diagnostician must, however, stii) deal with the {ssue of |
n. n-independance within each cluster. One way ‘to deal with 1t would be
to campute a single score for the cluster, an average of the scores for
r.hg indexes comprising the cluster. This is simply a deta raduction method.
A second way of dealing with this issue would be to look at the
meitiple correlations of related ftems, and reduce the likelthoods based
on those corrclations. For instance, suppose that Index A and Index B

have a correlation coefficient of .70. This mesns that .49 of B's variance

fs accounted for by variability in A, If the two indexes were conditionally

independent, one would obtain the likelihood of the AS combinatjon by

_ o 3

simply multipiying the 1ikelthoods for the two indexes. But since the two
are correlated, multiplying tie two TikeTihoods will yield a Vikelihood

for the cluster that {4 too large., That ever-estimation can be compen-
sated tur by red cing the individual Hkelihoods by the amount of variability
thei they share. !h‘us, if the iikellhood ratio for two profiles was X

Jr:@-rmwl e o g o i

1f the Symp toms wene iﬁdepen&mt -thum that likelihood ratio would be

SIX 1f they were u.\rre‘latmt by . (l.,_ This is because the common variance
= r?, or .49. Unique varisnce X each is 1.00 - .49, or .51.
A ward about ikels. s00ds ang 1 kelihcod ratios 1s in order. One of

~ the more mfficuu vatues to obtnin in using Bayes‘s Theorem is th:

|

'hnomin&tor of the manation. ). ‘P(\,Sz. caed s )P(D ). HWhen
iw
iiwe& s ‘fhmmm is mltum in whut A% caﬂled the ouds-11kelihood ratic form,
ey iﬂmt dmmmlummrr drops out. . Odds arc Amply ratius cioprobabiTities.,
.

“ll '
|
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The prior odds cof disease i a_ciainst disease k are simg](y ;.he ratio of the
: : D
prior probabilities of the two diseases. Thus, g "...,....1..._- Similarly,

P{D,)
k
1tkelthood ratic for two disease statas is simply the vatio of the

likelihoads for the two diseases. And posterior odds are the raiio of
posterior probabilities. 'Using the odds-likelthood ratic form of Bayes's
Theorem simpiifies things a great desl. Let Q‘O be the prior odds of
disease 1 aguinst disense k. Let §; be the posterior odds, and L.j be the
1ikelihood ratio for symptom complex J. Then Bayes's Theorem becomes :
= Lj“()' When one is dealing with conditionally independent symptom

complexes, the equation becomes: @y _ Lily...L “0
- 0 n -

In the preceding paragraph 1t was suggested that the likelihood ratio
of a symptom in a given symptom cluster be reduced by the amount of overlap
that it had with others in the cluster. Applying this principle to likelihoods
rather than Hk_e’lihood ratios would be difficult becausc of the complexity
of computation, but is straightforward when one uses the odds—likelihood

ratio form of Bayes's Theorem.

dpeoific Froposale for the Bayeeian Diagnoete

The specific analyses under consideration suffer from each of the
difficulties that can occur 1n trying to apply a Bayesian appvoach to
organizational diagnosis. However, the techndques described previously
can he used to alleviate the difficulties. Ilt 15 proposed that four
differsnt tests of the Bayesian technique be made, two of them assuming
condi tional {ndependence and two of them dealing with issues of non-
independence. In all cases, however, it 1s proposed that the data bank

be divided into a defining sample and a validation sample. The defining

sanpie should' consist of approximately half of the work groups in the
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data bank. Thus the defining sample N will be approximately 3,000,
Classify the 3,000 work growps using the cr:teria developed by the H-GROUP
technique. Create tor each profile type a set of descriptive statistlcs

and relative frequency tables for each of the 16 indexes.
[ '

Testy Asgwning r"'iﬂl‘?" g8

Sor this part of the research, assume that the 16 indexes are

conditionally independent., Ba ad o that assumption, the researcher is
concarned only with determining the probability demsity function of each
index for each profile, and need not consider the problem of determining
comhined dengity functions for all 16 indexes. Further, it is

proposed that the researcher use the odds-Tikelihood ratio form of
Bayes's Theorem, which weans that the ratios of the density functions
rather than the absolute values of the density functions are the values
of interest. The ] diffaerent ways of developing likeltheood ratio
density functions will involve two different families of continuous

distributions.

Mathod 1. The Family pf Nomal Distributions. For each profile,

determine the mean and standard deviation of the member work groups on

each indax. Assume that the underlying data gangrating distribution is

a normal distribution with ywan and varfance equal to the sample meaw

and unbiased estimate of the sample variance. The result will be for each

index a set of normal density functions, one \for each of the 17 profiies.
In order to use the udds-1ikelinood rativ form of Bayes's Theoren,

selact one profile of the 17 as the "starard,” against which the

venaining 16 profiles will each be cogmpared. Then to obtaln posterior




probabilities across the 17 profiles for any work group that one wants
to diagnose, simply apply the odds-Tikaltheod ratio form of the theorem
16 times, oan! convert the posterior odds to probabilities. Under the
assumption of independence, the posterior odds For any‘ﬁrofi]e comparts on
will simply be the product of all the likelthood ratios {one likelihood
ratio for each index) times the prior cdds.

Classify each of the defining sampie work groups using the prior
odds and likeVihood ratios developed using the normal density function

assunption. A further test would be to classify the remaining work

groups, those in the validation samle.

: | Mathod 2: The Family of Beta Distribut'oas. The beta distribution

is a unimodal, continuous distribution, as is the normal distribution.

{t has some characteristics that afe partfculariv appealing in the current

situation. The range of scores on the Survey of Organizations 1s Vimited;

values may range between one and five. The normel distribution assumes

an infinfte range, so it is known a priori that the normal distribution
 can never exactly fit the actual distribution of work group scores.

This discrepancy becomes espacially severe when the wean of the disiribution

s close to either end of the range, since the actur’ distribution mupt

i , be skewed but the normal distribution is symmetric. '
The beta distribution, however, 1s defined over a closed interval,

such i that which the S00 scores cover. It reflacts the skewnass that

1s requined by such a range restriction. The beta distribution is defined
by two independent paramaters which ‘are uniquely determined by the mean and

vartance of the distribution. In straightforward fashion one may compute




'1he-uwo parameter of the beta distribution, thus obtaining for each index
on each prbfile the underlying density that will determine the Vikelihood
ratios.

Once the densily functions have been determined, proceed as for the
normal distr1but10n test. classtfying aach work group in the defining
sample and the validation sample according to the pesterior udds rvsu]fing
from the beta-family likelihood ratios.

Toats gg.awming' Non-Independsnge
Two methods will be used to test the Bayesian diagnosis technique

which take into consideration the issue of conditional non-independence.
These methods should be applied after the iwe methods assuming independence
have been done. Select the better family of distributions to ganerate the
underlying probability density functions.

For both methods, the first step is to obtain a correlation matrix of
all 16 indexes. From this matiix, select clusters that are relatively
uncarrelated with each other. Thit procedure should result in the
reduction of 16 non-independent 1ndeges to about five relatively independent
clusters.

Method 3: Creation of Grouped Scores., This method deals with the

non-independence problem by reducing the data to a set of hopetully
independent scores. After the clusters have been determined, create a
singlg score for e&ch cluster that 1s the mean of the scores of th

indexes beluniging to the cluster. Then treat the nuw scores as {ndependent
dafa and develop the distribution functions as described im the section
assuming independence. Once the distribution functions have been

detevnﬂn&d, carry out the classification tests as described prev16u31y.
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Method 4. Reduction of Likelihood Ratios by Degree of Shared Vartability.
Starting with the relatively small nuwber of independent index clusters,
Tock at the multiple corvelations among them, This can be done by selecting
as the “dependent" variable the index which has the highest correlation to
~ all the others. Then, treat1ng‘the other indexes in the cluster as
independent variables, perform a multipie regression. One of the outputs

of the multiple regression ic the partial correlation of each variable

from which one can compute the amount ov variance uniquely accounted for
by each variable. The likelihood ratio for a given cluster would be the
product of each index ltkelihood ratio, reduced to the amount of unique

varianc~ it contributes to the overall score.

Exanple

Suppose that Cluster A is composed of Index X, Index Y, and Index Z.
Also suppose that Index X is the most highly correlated with each of the
other two indexes. Make Index X the dependent variable. Suppose that the
multiple regression of X with Y and Z results in a multiple R of .86 and
partial cocrelations of .69 and .08 for Y and Z respectively. Then
assume that the marginal likelihood ratios for X, Y, and Z are LX’ Ly. and
Lz. Then the comired Tikelihood ratio for the cluster would be:
Le ® (VBG)’Lx X (69)""1,Y X (.08)2LZ.

The multiple regression need not be done for each profile, but should
be done only once, for the overall defininu sampie. This will then yteld
raduction factors for each index cluster that will be used in all
Tikelihood ratios involving that cluster.

This procedure will result in downgraded Hkelihood ratios for each
cluster. Thésc modi fied likelihood ratios will then be treated as

condi tionally independent figures in Bayes's Theorem.
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Why Use the Bayesian Approach

It is apparent that in any non-trivial situation, tie use of Bayes's

Theorem to detzrmine the probabilities of the pessible profiles given the

index values is difficult it best. The two most difficult problems are the
almost guaranteed inadequacy cf the data base and the issue of condi tionai
non-independence. Modifying the technique so as to in some way alleviate
these problems leads to less confidence in the final probabil{ties, since
they are based on subjective estimates that ave only "best guesses" about
the veridical values. If the measure of goodness oi the technique is

its distance ‘rom the ideal profiles as developed by H-GROUP, thon the

e tayesian approach will assurcdly porfoym lace well than a dictapce-based
3 approach.

‘ If, hovwever, other criteria of goodness are used, the Bayesian

approash mav prove to be more useful than some other approaches. (ne

R

= [ i 3

positive aspect of the Bayesian approach is that it does not, strictly
speaking, reach a diagnosis at all. The final output is a set of
r-opabilities over all possible profiles. Presumably, the diagnostician
would select that profile that has the highest probability. If, however,
the ultimate use of the diagnosis is in determining treatmert, the

diagnostician may want to do more than make a diagnosis. He may want to

select the treatment that will yield the highest expected return. In such

a case, he should not ignore all the lasz likely diagnoses, but should
viatoh the awnecled values of the various treatments bv the likelihood

that they are to be apb]ied to each of the possible disease states.

v
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Another criterion of goodness may be the ability of a practitioner to
make a diagnocis while in the field. 1f he is restricted to a distance-
type mo<el, that mav be difficult 1f not impossible. With the Bayesian
model, determining the initial set of likelthood ratios is the difficult
part; once the valuas have been determtined, however, it wouid be fairly
simple to aquip the practitioner with a simplie Bayesian equation to use
in the fieid. It would proably requive the use of a hand calculator, but
not a computer. .
There are various other criteriu, such as computing expense, the

amount of data that nwst be evaluated in cider to reach a diegnosis, and

tiie ease of selecting second and third choices. Whether or not the Bayesian

approach would perform well under those criteria is certainly testable.
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EXAMINATION OF TECHNIQUES

Accuracy Based Criteria

The purpose of this section 15 to present five di fferent criteria
to use in evaluating classification procedures, each of which is based on
a measure of accuracy. In‘fater sections, non-accuracy based criteria
are discussed.

The four different classi{fication procedures to be investigated are
a declsion tree (DT) . multiple discriminant function (MDF), a Bayes rule (B),
and a straight (least squares) distance function (DF). The typology into
which work groups are to be assigned has been discussed earlier {n this
report. Two aspects of the typoiogy and its developunt are relevant to
the investigation here., First, it has been derived by a clusteriag
algowitnm which, in effect, groups the observations (vectors of mean
scores Trom work groups) so as to minimize the variance within clus ters,
The variance metric is alse a distance metric, which will result in the
same classiflication by the DF for a particuldr work group as you would get
by including that work ygroup in the clustering process originally. The

cons2quence s that we will use the distance function (DF) classifieation

as the correct classification for any particular work group.

The typology deveioped by the clustering algorithm allows the creation
of & vector of scores fron the averages acvoss all work yroups within the

cluster (Bowars & Hausser, 1975). Thus, we can think ot the typology

containing 17 types as a set of 17 vectors. That is, a type is represented

by a single vector of scores.
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Proportion of Correct Classifircation

The classical criterion for evaluating classification schemes is the
proportion of agreement with some external "expert" opinion. In the
present situatior, as discussed above, the expert opinion will be that
provided by the distance function (6F). However, there is some interest
in seeing how well one data analytic technique is able to reproduce another
data analytic technique when additional criteria {beyond proportion of
agreement) are considered. The reader is referred to the following
sections for iiscussion of other criteria.

As a beginning, we propose to analyze the three classification
procedures, MDF, B, and DT, by comparing the proportions of agreement with
OF.  The straightforward process will be as follows:

Far each of MDF, B, and DT, compute the proportion of the
(appruximately) 3,100 work groups which are asstaned to the same
type by Loth the given procedure and DF.

The figures obtained from the above analysis can be viewed, for
each procedure, as the percentage correct within each type of the typology
as well as agyregated across all types. Such a review may enhance the

application of the technique in other sattings.

Reproduce the Typology

Assume a particular classification procedure has classified, say, k
groups Into a single types within the typology. It then would be possible
to compute the averages fo- those k groups, resulting in a single vector

of index scores. It is desirable to have this vector of scores for the
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assigned groups be close to the vector of scores which represent this
type. A measure of accuracy of prediction would be to compute ihe sum of
the distances between each of the 17 types and their covresponding

mean vectors from the groups assicned to them.

A criterion for evaluating the different classification schemes, then,
would compare the slums of distances between the typology vectors and the
group means. Because of the use of a standard distance medasure to compare
the type vector and the vector of average scores trom the observations
assigned to that type, the distance function will do best here, as well.
However, it would be appropriate to compute the sum of the distances

.
Ny My
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The procedure to implement this process, using ali (approximately)
work groups, is as follows:

For each of MDF, B, DT, and DF:

1. Compute a vector of aversge values for each set assigned to
a type by the procedure.

2. Compute the distance between this vector of averages and the
type vector.

3. Sum the distances across all types.

For each of MOF, B, and DT:

4. Compute the ratio of the sum to the sum for DF.




69

Weighted Dimengional Distanoces

The classical distance metric considers each of the dimensions equally.
1t is known that of the 14 dimensions resulting from the SO0 they are
not all of equal importance, Merited, then, is the consideration of a
distance metric which weights the dimensions according to their importaqce:

One possible scheme for ordering the 14 dimcnsions woulid be to use thé
criterion of the strength of the relationship between the single dimension
and a nnasufe of productivity. We will refer to such a rank-ordering of
the dimensions, and the weights assigned tc such an ordering, as the per-
forﬁance ordering and performance weighis, respectively. Another example
of a method for ordering the dimensions is to do so according to the
susceptibility to change. The different dimensions of organizational
functioning as defined by the S00 respond differentially to planned change
activities, and some are more difficult to change than others. The
weights resulting from ordering according to this criteria will be
called change weights.

Algebraically, the classical distance is given by d f'\JE(;;:Z;f?m
where y and Z are the two points of interest., The weighted distance is
given by dw =p\{};;z};-iI§51 where wy, Wz, .., W, are the weights assigned
to the dimensions. '

The actual choice of the weights cah be based on several possible
criteria. The underlying premise {s that the weights reflect the relative
fmportance of the dimensicns. As mentioned above, i1t is possible to rank

order the 14 dimensions of the 500 according to their correlation, pairwise,

with éome productivity criterion., One such criterion 1s total variable




T e e TR

expense (TVE), measured s a percentage, which reflects actual costs
compared Lo a standard. Data are available on the correlations between
work group SO0 scores and (VE, for a largs number of work groups in &
variety of organizations. These correlations, " (between the ith index
& TVE) can be used as weights according to Wy f%. where ¢ is a constant
chosen so that 2w1=1.

Considerable research has been done_on changing organfzations, with
speci fic measurement of that change by the SO0 (Bowers & Hausser, i977;
Bowers, 1973; Franklin, 1976). As a consequence 0f the work done 1n
these past 1nvestigat16ns, we are able to obtain change scores on each of
the 14 SI0 1ndexes over a iarge number ui wurk gioups without much
additinnai work. Let these change scores be represented by ¢,, 92, ..., 91s-
Define wifgiic. again where ¢ is chosen so that %:‘wi-l. These then will
be the change welights.

The procedure to compare the classification techniques will he as
follows:

1. Establish a set of performance waights and a set of change weights.

2. Compute vectors of average values for each set assigned to eack

type by each classification procedure.

3. Cowpute the weighted distance, dw' for each set of weights,

between the average for the type and the type vector,

4. Sum the weighted distance across the 17 types, fqr each pro-

CEUUIY, @i ju Luth sots of vl nhbe :
[t is noted that this procedure 138 similar to that sugﬁested under the

heading, Reproduce the Typology.
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Z2¢ m0-Ong_Cownt
In assigning a work group to a single type withi: the typology,
two different patterns of work group scores may lead to tha same distance

from the type. Consider the following example, simplified to reflect

only four dimens{ons.

type (2,2,2,1) ;
work group 1 (4,4,4,3) distance = § .
work group 2 (2,2,2,5) distance = 4

One approach to overcoming the above situation is to use the weighted
dimensional distances described earlier. An altemative approach 1s to
cownt the number of dimensions for which the assigned aroup is significantily
different from the type. If we define significantly different as being
greater than or equal to two in the above example, the counts wnuld be

four for work group 1 and one for the seconld viork group. Matheaatically,

this counting can he represented as the sum of the values Cy»

jl iV, -X, |28
%
\0 if ]Y -, | <s.
Here s is the value defining significantly different, and Y and X are the
vactors representing the poir ts of interest. We will let C= 2c1. Then

C may be comuted for each work group assigned to a particular type, and .
{
either an average computed for each type, or summed across all work groups

0 W Wy Lalled OV, The whlod ©F 0 MIUME Ro Rarad an coma mesanee of
relative magnitude or theoratical aryument. For the pre.ent siudy, we
prop e s be chosen as a measure of the average variability of the S00
indexes. Letting EJ be the varia  within types of the ith index

r g

averaged across types. Then let \] TTh i where a nay take on the
: : §=3° '
La 1.

~atees 1, 1.5, and 2.0. .
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Thus, CT could serve as a criterfon for ﬁwnlunﬂng the accuracy of
classification. The procedure involved would be:

1. MAssign a value tc s, the significanv di fference.

2. For .ea'ch procedure, compute C for each work group.

3. Compute C1 for each procedure. |
Alternatives could irclude examining different valwes of <, or even
different values for each dimension, say 84 This latter possibility

has the potential for weighting the dimensions.

Sevarity of Meolawsificatlon

Une dargumeni dygains i tie we v Uik Caasical Troguangy of correct
classifications is that it treats all misclussifications as equal. That
is, there is no distinction between migclassifying @ {:_m-r,im.\ar!uor* group
into any of the k-1 incornect types in & typology of k types. 1t is not
wiusual, however, for the cost of misclassification to be widely different
across the k-1 incorrect types, a5 well as being contingent on the cormct\_
type. For example, incorrectly disgnosing an 'hi.dﬂ vidual with a severely
sprained ankle as having & broken unkle or hayfxng Teukemia has different
costs; additionally, incerrectiy diagnosing ar erncephalitis casa as a
broken ankle or le kemia has yet di “ferent costs.

f.n altemative to the straight proportion of correct clhassification

criterion of accuracy 1s one which allows for diffemntiﬂ‘ costs of

120l0sni™estion, In particulav | wa neannca bwe Al ffapent costing madels

inhuh—inuvﬁ RN R

for misclassification for inclusion in the prejsnt study.
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1. That a cost of O dbe assigned to any misclassi fication of a
work group into a category which calls for {a) treatment
1f so does the correct category, or (b) non-treatment if
so does the correct category; otherwise the cost fs 1. '

2. That a cost of 0 be assigned to any misclassification of

work group into a category which calls for a treatment which

o

is known to have a positive effect on the corvect category, '
and a cost of | if the incoerrectly selected category cails
for a treatment which is known to have no effect, or a negative
effect, on the correct category.

These are only two models of a vast number of possibilities for costing

misclasslhcation. Heowaver, they are reflective of the primary concerns

of misclassification -- the application of inappropriate or harmful

treatments.

Bowers and Hausser (1977) examined the effects of di ffereni change
strategies on each of the 17 groups of the typology. They rated the
effects either as negative, neutral, or positive., For number 1 above,
1t 15 possible to define a work gvoup calling for treatment. Otherwise,
the work group calls for no treatment. The results of Bowers and Hausser

(1977) can also be used to establish the appropriate pattern of costs for |
\

number 2 above. §

DT T A e A I S S e o - T r g

Notationally, the above procedures can be generalized as- foliows:
let the cypology contain k types. Let (_:” represent the cost of diagnosing
type 1 into category J. Then C1 'I'O' but we need not have (:1 i equal. The

cost matric 18 then a k x k matrix, given by:
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row represents true state
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column vepresan. s
classified state
Ciy Cia G o v v C‘k'

Cey Cga Cay . . . . Cay

ST T TR O

The traditional m:i:uracy criterion of ¥frequency of correct classification

h&s cost matrix

L T Y

111 ...

» 0

For procedure 1 above, assume 'that; the first t types call for

treatment, and that the last k-t types indicate 1o treatment. (We may

consider treatment as a major intervention into the 1{fe of the work

group.) Then the cost matrix for prooedure 1 is gtven by

00
; ! 000

~
’
=

or

L0090 .
171 ..

P ]
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S T '

e 00101 .
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.10 0...0

17...10 0...0
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If we let £, be the frequency (relative) of classi€ying true type !

as type j, the accuracy index A is given by which one
- o A= Gy iy
wishes Lo miniwize, , S

For the classical procedure, A 1s just the total frequency of misciassi-

fication.

A second variation 1n the cost of misclassification is naturally
aveilipble using a Bayes classtification procedure. When using such a
procedure, the result is a set of k (posterior) probabilities that the
work group is of type_1, i=1,2, ...,k. The generally accepted process
is to classify the work ygroup 1n£o the type for which the probability
{c the Taraest  However. {t is possible to say that, with much higher
probability, tha .he work group bclongs to nne of the three, say, types
with th: three largest probabilities. (Clearly the selection of three is
arbitrary.)

Notgtiona}1y. the above can be developed sequentially from the earlier
model. Let bnij be the cost of classifying £he nth work group, wh{ch is
actually of type i, into type }. (Note that we don‘t have bn12 and

b ;s Out only bnij for one pai - of values 1, j.) 1n effect, bnijzciJ.

ni
Then we have
f work groups

ﬁ-l bnij

™

C, 4F, ¢«
1. RAY
If one wants to consider the two most Tikely groups of classificationm,

then, nolutionally, let

- U, .+,
. bn‘Jk "_j_l‘______"‘_k~i J’i
' 2 kK
" 0, otherwise,
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and the three most likely groups procedure has the following notation:

C..+ C,, +C

3 ke
194
u 0 otherwise

Here bnijkl represents the cost for actually having classified the nth
work group, which 1s of type 1, as type j or k or 1. The cost is zero
i€ any of j, k, or'1 are correct. C(learly one is interested in minimizing

# work groups
B L by

n=}
While the Bayes approach lends {tself naturally to classifying a work group
as being one of a set of three types (rather than a single type), it is
possible to do this with other classification procedures as well, For
exanple, with the distance statistic, which assigns a work group to the type
to which 1t is closest, it 1s possible to define a set of three types by
choosing the three types to which it {s closest.

In that the approach by definition gives the right answer, it is
appropriave to ask why classify inte ¢ set of three types. However, as
discussed elsewhere in this report, other factors such as reduced data
sets, ease of computation, etc. lead to continued consideration of using
the distance procedure in this way.

We then define a third cnst of misclassification procedure as

1 : 3. That 4 cost of O be a sigoued to any classification of a work

graup into a set of three types where one o7 the unree 15 uw

correct type, and otherwise, the cost is 1.

e i, Pl = @
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Non-Accuracy Based Criteria

Informgtion Required to Make a Decision

One criterion by which one can compare diagnostic techniques is the .
information required to reach a diagnouis. If two techniques perform
equally well when the full sét of indexes is used in the diagncsis, then
ft wil] be to the diagnostician's advantage to u ¢ the one which requires '
lnss information to reach a decision. Collecting and processing information
is costly, in terms of money, time, and complexity of pfocessing. For
instance, 1f one can obtain vesults using three pleces of information
that are as good as the rosults using five pieces of information, 1t will
clearly be advantageous tc use only three plieces of Infurmation.

The most obvious way of reducing the amount of required information
is to find an appropriate way to reduce the number of indexes that are
used in the diagnostic process. There are two ways of reducing the number

of indexes. The first 1s to discard or eliminate indexes that have been

shown tu be unnecessary for the diagnosis. The second {1: to combine

several indexes into "super-indexes." For instance, 1t might be possible

to combine the four peer leadership indexes into & single index.

Firsf. consider reducing information by deleting selectad jndexes.
In order to test ine feasibility of reducing the infermation required to

reach a diagnosis in that way, the folluwing steps are proposed, usinyg the

defining sample from the data sef.:




ot
Rl

-

-l

L ="

T e TR, TR T ,ﬂ«-:'?-:—:wp? .

=
HE

S g g e

i

78

For the Multiple Discriminant Function, set a criterfon cut-off-
point for the weights of the variables. Eliminate from the
diagnostic equation those indexes whose weights are beluw the
cut-of . point. Classify the defining sample groups Lased on the
abbreviated equation. Compare the H-GROUP results and the complete
equation MDF results, using proportion of correct classification

as the criterion. If time and resources allow, this could be -

a stap-wise procedure, in which the indexes are deleted one

at a time, until a propertion~of-correct-classitication cut-off

has been passed.

For thc Bayesian method, the indexes to be eliminated would

be those that discriminate least among profile types, i.e., those
whose likelihoods do not vary greatly among profile types.

Each 1index has associated with it a distribution of likelihoods
for every profiie type. The current study proroses to determine
those likelihoods not from the relative frequencies of cases in
the cells, but by deriving the assumed underlying distributions
characterized by the mean and standard deviation of the work
group scores in cach prefile {ype. This means, for instance,
that Indek A has associated with it 2 mean and standard deviation
of group scores for each of profile one, profile two, profile
three, etc. One measure of the dejree of dissimilarity among

the proariies 1s the standard errur oi Uwe mean, ur 19 oder

words , the standard deviation of the mean scores accoss profiles.
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The rule for eliminaticn of indexes would be to select a critervion
scole, and‘ to discard all indexa: whose standard error falls |
B below that cut-off, |
As was suggested for MDF, the criterion would be the - k.
proportion of correct classifications using the degraded -
equation. The procedure could also be applied step-wise, if , i i
resources should permit. \
3. For the Decision Tree technique, the selection of easily L R

deletable indexes should be apparent as the tree is constructed.

Again, one would select those indexes which least accurately
discriminate among the profile types. The degraded decision
tree would be tested using the proportion-of-corvect classification '
criterion. This will be discussed more fully in the technical B e

g report on the decision tree.

The second wethod of index reduction is the combining of indexes. ' h,y,

In order to test the feasibility of combining indexes, one wou'ld need

to go back to the data set and perform some clustering procedures,
With new ciusters, one would again perform H-GROUP to derive a new set
of classification equations. Since this would be a very large study in

1

Ttself, we plan not to jook at information reduction of this type in

this project.




Amount of Data Required to Develop the Diagnostic Process

Of interest to the researcher is not only the amount of data that must
be processed to dbtain a diagnosis, but also the amount of data required
to generate accurate diagnostic processes.

A1l of the techniques to be tested require some kind of historical
data base, from which the diagnostic process {s generated. In all
instances, larger data bases should provide more accuracy than smaller
ones. If one technique can be generated quite accurately from a smaller
data base than ancther, that technique would be preferable, since it would
be more cost effective.

In order to test the reletive strength of each technique on this
criterion, we propose to draw a random sample (25%) from the defining
sample, developing the MDF, Bayes, and Decision Tree meodels from {t.

We will then compare the models against the broader based models to test

relative efficliency.
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Ease_of Calewlation.

_ Tne ideal diagnosis technique is net only accurate, but relatively
simple to perform. In the organizational diagnosis situation, the
diagnostician may very well be a change agent who must make treatment
recommendations while on site or otherwi out of contact with computer
facilities.

Three ense-of-calculation Ffactors are:

1. Can be calculated on-site ver\'sus in a central

" Yocation.

re

Can be done with a hand calculator or by hand versus -
requiring EDP faclilitles.

3. Few things to be calculated versus many things to be calcuiatled.

While not identical, these three factors are obviously not completely
independent of one another,

The cowparison of diagnostic techniques on these factqrs will be a
matter of subjective judgment. It is proposed that after the optfmal
solutions have been determined for each diagnosis technique, the researchers
create a table indicating their assessment of each technique on the ease
of calculation factors. The diagnostician will then be able to select
among the techniques when ease of calculation is an important aspect ot

a project,
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SUMMARY

- This report both introdyces the topit of vesearch on organizational
diagnosis and discusses the methodological issues involved in 1t.
It. then describes the analyses to be reported in sybsequent technical -
reports in the series.

Any objective review of t"e literature of organizational development
and change revea’s that organizational diagnosis is less than a consummate
skill in profes tonal practice. Fi.«dings from the general field of
assessment and lassification indicals that an acceptable procedure
for organizational diagnosis ought be siitistical, rather than clinical
or judgmental.

Dingnoses ure really probability statawnents comparing a sequence
of obsaerved symptoms or characteristics with hypothesized symptom
sequences derived from past research,

The Survey of Organizations data L-ank provides a ready resource for

systematically examining difterent statistical methods of organizational
diagnosis. To its approximately 5,600 civilian work groups, representing
a broad array of industrial and governmantal settings and levels, are
added 520 military:work groups drawn in past studies from the Navy and
Army . |

Four methods of diagnestic classification are to be examined:

distance function, multiple discriminant function, Bayesian, and decis{on

tree.
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Succeeding technical reports in the series cover the following
analyses: |

1. Assignment of all 6,119 groups to one of the 17 types in

the Bowers and Hausser typo]ogy by a distance function method.
: This procedure will constitute the "expert diagnosis® §

criterion. | | _

2. Calculation of discriminant function weights from a developmental
random half-sample of 3,000 (approximately) groups.

3. Development of tikelihood functions to use in Bayas's Theorem,
under the following conditions:
(a) Independence of index measures:
(1) Assuming an underlying normal distribution.
(11) Assuming an underlying beta distribution.
(b} Non-independence of index measures.
4. Assignment by a decistun tree procedure.

5. Comparison of the techniques in terms of accuracy-based

criteria: _
(a) Proportion of correct classification for MUF, Bayes,
and DT methods compared to a distance function ciiterion.
(b) , Reproduction of the typology.
(c) Weighted dimensional Jdistances.

{d) Zero-one count.




8. Comparison of the techniquas in terms of ease of cxlclation.

Comparison of the techniques in tarms of sawerity of mhs-
classt fication, defined as costs msociated with inappropriate
traatment ncmmmdni.ms.‘ |

Comparisan of the techniques in mm of information required
hy (a) eliminating indexas, (b) collmsing indawes, and

(c) sampling of respondents. | :
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