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ABSTRACT  
The evolution of network service usage can be considered as being in three stages, constituting a usage life cycle. The first stage (inception) is that of initial low level usage. The second (expansion) is characterized by rapid growth in usage and is often unstable and uncontrolled. The third stage (stability) is a reaction to the second stage and imposes order on usage. Decision making, data collection, and measurement considerations are examined for this framework.  
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1. Introduction

The usage of computer network and commercial time-sharing systems has grown rapidly in recent years (see for example [2], [5], [17]). Coincident with this growth has been a rise in concerns expressed about selection and usage of applications on network services. Security, privacy, and social problems have been cited by Enslow [8], [9]. Economic issues for the user's point of view has begun to be examined (e.g., Lientz [13]). A number of papers have addressed security issues (see for examples, Lientz and Weiss [10], [15]). Selection and evaluation has been considered in Lientz and Arnold [14]. Very little research has been directed toward the patterns of user behavior with respect to network usage. It has been cited, however, as a major area of inquiry [1], [5]).

The purpose here is to analyze usage of network services from the viewpoint of a user community within an organization. In section 2 a methodology and framework is developed for the evolution of network usage within three stages. This is similar to an approach by Nolan [16] in defining stages of evolution in information systems. Data collection and measurement are discussed. Section 3 considers the problems and possible actions in moving between two of the stages.
2. Model of Network Service Usage

In the past, network usage has frequently been viewed as an uncontrollable, environmental factor to the network itself ([1], [8]). Usage is given. Then models attempt to optimize performance. It is important to note that such models do not consider the behavior from the user's point of view.

Consider a typical user group. Usage begins with one user beginning to use a particular service for a particular problem area. Vendors have developed thousands of such applications (see Datapro [2] or Association of Time Sharing Users [3]). We will refer to this initial period as stage one.

Stage one begins after the user has become aware of a network service. A selection process has occurred. The usage has frequently been cost justified on some grounds and approval has been obtained from legal, purchasing, and other relevant groups. In some organizations this is a difficult process. Network services are external, direct costs as opposed to internal computing services. Internal computer centers may resist attempts to go outside. Countering this are the availability of specialized software and data bases. These cannot be cost-effectively obtained and maintained internally. Some of the characteristics of stage one (inception) that often appear are:

- initial tight control
- usage based on original cost justification
- high visibility of usage due to review and approval process
- vendor personnel supply substantial user support
- scrutiny by management and potential users
Two modes of behavior have been observed. The first is a stabilization in usage. Controls continue and other potential users lose interest and do not become users.

The second mode in stage one is that usage grows. In this mode the user group moves into stage two (expansion). Several factors can contribute to this behavior including some or all of the following:

- Relaxation of controls (with little on-going cost justification) due to achievement of some benefits
- Growth in number of users of software due to ease of use of package
- Growth in number of users and/or usage of databases
- Growth in number and type of applications
- Increased or continued vendor support to encourage more usage

It might be thought that cost considerations outweigh these factors. However, that is frequently not the case. As part of this research, a survey of users in four major organizations was conducted. It revealed that response time, ease of use, availability of services, and range of services were rated as more important than cost.

Charges for network services can increase by the nature of the charging procedure. Most timesharing networks charge on the basis of storage usage, processing time, and connect time. Storage usage tends to increase unless controls are exercised. The number of programs builds. The amount of data stores for later analysis increases. In two organizations it was observed that storage charges constituted over 50% of the total bill. Processing time reflects CPU and I/O usage. This can increase due to the volume of
data being handled and the number and extent of reports. Connect time increases with the amount of output as well.

The growth in the expansion stage (stage two) can be characterized by increases in some or all of the following:

- number of users for the same applications
- number and type of applications
- processing cost in some applications due to volume

It has been observed that some applications can be very efficient for low volume work and yet lose efficiency rapidly as volume increases.

To some this phenomena may seem appalling. After all, how could supposedly well managed organizations tolerate this behavior? There are several possible answers. Some are:

- The second stage of network usage occurs very rapidly. Costs escalate by a multiple over only a few months.
- Accounting procedures are weak. Costs are charged to a variety of centers with no aggregation.
- Management is convinced of the importance of the application despite rising costs.

To highlight the first point in one financial application, costs rose by a factor of 7 in one month from a base of $2500 per month.

The expansion stage (stage two) can be seen as unstable and rapidly growing. There is a point at which this becomes a management concern. Efforts are
then made to change the situation. The third stage occurs as controls and methods make usage more stable. Usage may still increase, but at a slower more controlled rate.

There are several ways to traverse from stage two-- expansion to stage three--stability. Some vendors recognize this problem. This is one of the reasons for vendor discounting based on volume usage. Some network service vendors also offer discounts for deferred or delayed processing. However, these vendor options can serve to merely mask the underlying problems.

The problem areas characterizing the latter part of the expansion stage can include:

- lack of monitoring and control
- absence of measurement and evaluation of usage
- use of network services for nonorganizational purposes
- overuse of network services for organizational purposes of peripheral interest

The available options faced by management are many. Several are:

- acquisition of a user controlled minicomputer
- migration of work to large internal computer center
- migration of work to another network service
- reduction in usage and use of deferred processing and volume discounts
Of these, the usual response is one of the last three. The acquisition of a minicomputer can be a major capital investment. Many more resources may be needed than with a network service. However, the other migration options can involve conversion and startup costs. The problem often occurs that there is insufficient time and manning for decision making. The next section (section 3) addresses measurement and decision making to alleviate this problem.

The third stage, stability, is characterized by the following:

- measurement tools in place
- management control and requirements for at least informal cost-justification
- reduction in costs through more efficient applications and management procedures to reduce storage costs
- heightened awareness of costs

In this stage, the number of users and type of applications are relatively constant. There still may be some growth in costs. However, it is due to increased vendor charges and modification of user demands.

To summarize, a model has been presented for the usage life cycle for network services. The model is composed of three stages:

1. inception - few applications, tight control
2. expansion - multiple applications and users, lack of control
3. stability - slow growth or stability in usage, control reimposed
The measurement and decision making during the second stage is of particular interest and is examined in section 3.

In the remainder of this section we present some examples of situations their behavior during the usage life cycle.

Example 1: A financial group began using a network service. The services included a financial planning "language". The systems used could be categorized as decision-support in nature. Costs rose in six months from less than a thousand dollars per month to seven thousand per month. The group decided to replace the network service with a desktop minicomputer. Development and conversion costs of the transfer were paid back in less than a year.

Example 2: An accounting group was using service X. In a four month period usage and costs had more than tripled to over $5000 per month. An investigation revealed that storage usage could not be substantially reduced. Storage costs consumed over 65% of the monthly charges. The group whose software was written in BASIC migrated to another service Y with a much lower storage cost.

Example 3: A mathematical modeling group was accustomed to using a network service organization. The services of the internal computer center were rejected due to difficulty in use for nonprofessional programmers, lack of availability, and response time. The group hired a junior programmer who was familiar with the internal time-sharing system. Since all requests were channeled through the programmer, the group was almost indifferent to the service used. The programmer migrated the applications to the internal computer center.
Example 4: A personnel department used a time-sharing network to handle reporting from a large data base. Reorganization occurred at the same time stage two costs were increasing. The use of the service was stopped completely.

The four examples, drawn from three companies, demonstrate the range of responses to the problems occurring in stage two. In all but one case there was no measurement and decision-making instrument in place. In these cases the crisis in cost-awareness and cost escalation caused major dislocations in the user groups. In the one case where a migration to an internal minicomputer was foreseen, the measurement and decision-making process was oriented to the timing of the migration and scheduling of applications to be converted. The methods presented in section 3 were employed in this case.
3. Trade-off Analysis in State Two

This section considers the problems associated with moving from stage two to three. The feasible alternatives for a given situation depend on a variety of organizational and system factors. The range of alternatives could include the following:

- acquire minicomputer and transfer systems
- transfer to an internal large/medium computer
- transfer to another network service
- reduce and/or change usage, but continue with the same network service

These alternatives are quite different in terms of costs, implications on system conversion, and other factors. This points up the need for trade-off analysis.

The definition and measurement questions involve identifying early in stage two (or one) the reasonable alternatives. This frequently is part of a feasibility study to justify the use of network services. Cost information is available. Estimates can be made on system performance and later conversion costs.

During the first two stages the following information can be obtained and recorded:

- cost schedule of currently used service
- usage in each monthly period by user identification and type of use for processing time, connect time, and storage of programs and data
- performance of the system in terms of response time, personnel and training support, and other factors
- support costs for terminals and telecommunications

The next step is to develop and apply a method for using this information for decision-support. The method we develop here is first posed as a stochastic process with an objective of analyzing first passage time and obtaining optimal stopping rules. This can be localized to Markov chains.

For convenience we define the following variables:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>time period (usually a month)</td>
</tr>
<tr>
<td>$j$</td>
<td>index of alternative available</td>
</tr>
<tr>
<td>$i$</td>
<td>index denoting a single application (this can be localized to a particular user group for a single application)</td>
</tr>
<tr>
<td>$u_{ijt}$</td>
<td>usage of applications $i$ on service $j$ on period $t$</td>
</tr>
<tr>
<td>$C(u_{ijt}) = C_{ijt}(u)$</td>
<td>cost of using application $i$, service $j$ during time $t$ with usage $u_{ijt}$</td>
</tr>
<tr>
<td>$T_{ijkt}$</td>
<td>period amortized transfer cost for application $i$ from service $j$ to service $k$ during time period $t$</td>
</tr>
</tbody>
</table>

As discussed earlier these quantities can be collected and accumulated from actual use or estimated using the earlier analysis and benchmark comparisons.
It can be seen that usage in a given period is a random variable with an unknown distribution. However, the distribution can be estimated using past patterns of usage and time series analysis. It can also be observed that the time intervals are discrete. Define $N_{it}(u)$ by

$$N_{it}(u) = k_0$$

where $k_0$ gives the minimum of

$$\sum_{s \geq t \wedge j} C(u) + \sum_{s \geq t \wedge k} TC_{ijkt}$$

where $j$ is the service in use at $t-1$. Intuitively, this is the service which gives the smallest future cost from time $t$ onward.

**Proposition 1:** \{N_{it}\} is a Markov chain.

**Proof:** It has been observed that the time intervals are discrete. It follows from the independence of usage between periods that the summations inside the infimum function are Markovian. The proposition then follows from Cinlar [4] and Doob [6].

Stopping rules can be developed for this process. This will be a sufficient measure for a single application or in the case where one application is dominant over all others.

For multiple applications we can define

$$M_{t}(u) = k_0$$

where $k_0$ is index minimizing

$$\sum_{s \geq t \wedge k} C_{kjs}(u) + \sum_{s \geq t \wedge j} C_{ijk}(u) + TC_{ijkt}$$

where $u$ is a vector $(u_1, \ldots, u_m)$ with $m$ applications and $u_i$ is the usage of application $i(u_i = u_{ij} = u_{ik})$. In this case $M_{t}(u)$ is the service which minimizes total future costs from time $t$ onward.
Proposition 2: \( (M_t) \) is a Markov chain.

The proof is analogous to that for proposition 1 and is omitted.

The second definition for \( M_t \) is needed since functions of \( N_{1t} \) are not meaningful unless all applications are approximately of the same usage and usage characteristics.

Alternative formulations which were considered and rejected included counting functions based on preference in a given period. The problem here is that the decision to move to alternative services must be based on cumulative usage and estimated cost.

For either Markov chain we can consider the classification of states. In the cases examples mentioned early data was collected and supported the hypothesis that the transition probabilities \( \{P_{ij}\} \) for each chain were time independent.

By considering only feasible alternatives, we insure that there are no absorbing states, and that each state is recurrent and non-null. For periodicity we have

**Proposition 3:** If usage patterns are periodic, the processes \( (N_{1t}) \) and \( (M_t) \) are periodic

**Proof:** This follows from the relationship between usage, the transformation to obtain the transition probability matrix, and the definition of the processes \( (N_{1t}) \) and \( (M_t) \).
This case will, however, occur infrequently. The only observed case involved a financial planning model used four times per year heavily and very little during other months.

Having classified the states we can develop several stopping rules. Two that have been applied are 1) stop using j and use k if the conditional expectation of the end cumulative cost of j given current cumulative costs of j exceeds that of k given the current cumulative cost of j by a certain margin, 2) stop using j and use k if the expected number of visits of the processes to k exceeds that to j by a specified margin. It is easy to show that these give rise to stopping rules in the sense of Doob [6].

To conclude this section, we can discuss the implementation and results of using the procedures in the cases cited in section 2. Data collection and setting up of the models have been examined.

In applying the procedure for one organization, a beta distribution was employed for the distribution of usage in a given time interval and system. This was generalized to a Dirichlet distribution for usage of multiple systems. Standard and Bayesian approaches were employed. The Bayesian procedure was developed using Dickey and Lientz [6]. The Bayesian procedure was most useful when usage in stage two was accelerating. Non Bayesian methods can be used for steady usage and periodic behavior in stages one and three.

The results in using above stopping rules are of interest. In all cases transfer occurred under the second stopping rule first. In one case with
periodic use at high levels, the first stopping rule provided better information and was more sensitive to costs. The reason is that at times of low usage the number of visits to states which represent optimal low usage services are visits during periods of correspondingly low costs.
4. Conclusions and Remarks

A model for network usage and its evolution has been presented. This model serves as a usage life cycle. Usage of productivity aids available from network service suppliers can substantially compress the time duration of the first stage. The second stage of expansion is seen as dynamic, only partially controlled growth in network usage. The third stage of stability represents a period of tighter user control and maturity. The model applies to time-sharing vendors as well as services offered by different vendors through a network. Data collection and measurement problems have been discussed. A mathematical approach has been formulated for the problem of moving between stages two and three. Much more remains to be done. Controls must be developed earlier in stage two. Providers of network services should consider means of helping users gain tighter control over their usage and perform trade-off analysis. The realization of the life cycle should be embedded in the evaluation of such application such as decision support systems.
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