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THE EXISTENCE OF EIGENVALUES EMBEDDED IN THE CONTINUOUS SPECTRUM OF ORDINARY DIFFERENTIAL OPERATORS

M. S. P. Eastham and J. B. McLeod

1. Introduction

The purpose of this paper is to answer two questions raised by W. N. Everitt concerning the spectrum $\sigma_\alpha$ associated with the differential equation

$$y''(x) + (\lambda - q(x)) y(x) = 0 \quad (0 < x < \infty)$$

(1.1)

and the boundary condition

$$y(0) \cos \alpha + y'(0) \sin \alpha = 0,$$

(1.2)

where $q(x)$ is real-valued and continuous and $\alpha$ is a real constant. We introduce the usual division of $\sigma_\alpha$ into the point, continuous, and point-continuous spectrum:

$$\sigma_\alpha = \sigma_\alpha^p \cup \sigma_\alpha^c \cup \sigma_\alpha^{pc},$$

[1, section 43; 4], and since $\sigma_\alpha^{pc}$ is our concern in this paper, we repeat the definition that $\sigma_\alpha^{pc}$ consists of those eigenvalues in $\sigma_\alpha$ which are not isolated points of $\sigma_\alpha$.

If $q \in L^p(0, \infty)$ for some $p \geq 1$, it is well-known that

$$\sigma_\alpha^c \cup \sigma_\alpha^{pc} = [0, \infty)$$

[10, p. 112, Theorem 25] and that $\sigma_\alpha^{pc}$ is empty if $p = 1$ (see [8] for references). Specific examples have been constructed which show that
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PCα is not necessarily empty when p > 1 and these are described later in this section. The questions raised by Everitt [8, section 1, remark 7] are whether PCα can contain a countably infinite number of points and whether PCα is bounded above when p > 1. We answer these questions in the following theorem.

**THEOREM.** Let \( \{\lambda_n\} \) (n = 1, 2, ...) be any sequence of positive real numbers. Then, given p > 1, there exists a real number \( \alpha \) and a real-valued continuous function \( q \in L^p(0, \infty) \) such that PCα for (1.1) - (1.2) is precisely \( \{\lambda_n\} \) (n = 1, 2, ...).

Here \( \{\lambda_n\} \) is permitted to be either bounded or unbounded. Despite the doubts expressed in [8, section 1] about the applicability of the inverse spectral theory of Gelfand and Levitan [9], we shall nevertheless use this theory in the simplified form of Levitan and Gasymov [11] to establish our theorem. We state the results that we need from [11] in section 2 below and we prove the theorem in section 3.

The first general result on the nature of PCα was obtained by Wallach [14] as follows.

Let

\[
\limsup_{x \to \infty} x |q(x)| < \infty
\]

and denote the value of the \( \limsup \) by \( k \). Then PCα is bounded above by \( k^2 \) for all \( \alpha \).

Complementing this result, there are specific examples of \( q(x) \) satisfying (1.3), constructed by different methods, for which PCα consists
of a single point \( \mu \) in \((0, k^2)\) for some \( \alpha \). Any \( q(x) \) satisfying (1.3) is of course in \( L^p(0, \infty) \) \((p > 1)\). The first examples were given by von Neumann and Wigner [13] and Wallach [14], the idea here being to construct a differential equation (1.1), with \( \lambda = \mu \), by calculating \( y''(x)/y(x) \) for a suitable square-integrable \( y(x) \). The asymptotic theory of Atkinson [2;8] and the use of certain step-functions for \( q(x) \) [6; ?] provide further examples. The inverse spectral theory of [9] was first used to produce a single point \( \mu \) in \( PC_\alpha \) by Moses and Tuan [12] and again by Chaudhuri and Everitt [4;8]. We refer to [5] and the references therein for further related work on \( PC_\alpha \).

It should be mentioned that none of the above examples produces a value of \( \mu \) arbitrarily near to \( k^2 \) in any sense, the best being a value near to \( 4\pi^{-2}k^2 \) [6]. This leads to the following open question.

\((*)\) Let \( \epsilon > 0 \) be given. Is there a \( q(x) \) such that

\[
\limsup_{x \to \infty} x|q(x)| = k < \infty
\]

and, for some \( \alpha \), \( PC_\alpha \) contains a point \( \mu \) satisfying \( \mu > (1-\epsilon)k^2 \)?

(The related result of Borg [3] should be noted, that if (1.3) is replaced by the condition that

\[
\int_0^x |q(t)|dt \leq k \log x
\]

for all sufficiently large \( x \), then \( PC_\alpha \) is bounded above by \( k^2 \), and the result is best possible. However, the proof that the result is best possible does not answer \((*)\).)
There is a second open question which arises out of the work in this paper. It is not clear whether or not the \( q(x) \) which we construct to prove our theorem satisfies (1.3). However, as we shall point out in section 3, the estimate (3.15) suggests that our \( q(x) \) does not satisfy (1.3). We therefore pose the following question.

\[ (** \) Is \( PC_f \) necessarily a finite set of points when (1.3) holds? \]
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2. Inverse spectral theory

We state here the theorem from [11] that we use.

**Inverse Spectral Theorem.** Let \( \rho(\lambda) \) be an increasing function of \( \lambda \) in \((-\infty, \infty)\). Let the following conditions (a) and (b) hold.

(a) If \( f \in L^2(0, \infty) \) has compact support and if

\[
\int_{-\infty}^{\infty} E^2(\lambda) \, d\rho(\lambda) = 0 ,
\]

where

\[
E(\lambda) = \int_{0}^{\infty} f(x) \cos(x\sqrt{\lambda}) \, dx ,
\]

then \( f = 0 \) p.p.

(b) If
\[ \sigma(\lambda) = \begin{cases} 
\rho(\lambda) & (\lambda < 0), \\
\rho(\lambda) - 2\pi^{-1}\sqrt{\lambda} & (\lambda \geq 0), 
\end{cases} \quad (2.1) \]

then the function
\[ \int_{-\infty}^{\Lambda} \cos(x\sqrt{\lambda}) \, d\sigma(\lambda) = \Phi_{\Lambda}(x) \]

converges boundedly to \( \Phi(x) \) in any compact \( x \)-interval as \( \Lambda \to \infty \), where \( \Phi(x) \) has \( M + 1 \) locally integrable derivatives.

Then there is a number \( \alpha \) and a function \( q(x) \) with \( M \) locally integrable derivatives such that \( \rho(\lambda) \) is the spectral function of (1.1)-(1.2) with this \( \alpha \) and \( q(x) \).

The formulae in [11] from which \( \alpha \) and \( q(x) \) may be determined are as follows. Let
\[ F(x, t) = \lim_{\Lambda \to \infty} \int_{-\infty}^{\Lambda} \cos(x\sqrt{\lambda}) \cos(t\sqrt{\lambda}) \, d\sigma(\lambda) \quad (2.2) \]

and let \( K(x, t) \) be the unique solution of the integral equation
\[ F(x, t) + K(x, t) + \int_{0}^{x} K(x, s) F(s, t) \, ds = 0 \quad (0 \leq t \leq x). \quad (2.3) \]

Then
\[ q(x) = 2 \frac{d}{dx} K(x, x) \quad (2.4) \]

and \( \alpha \) is determined by
\[ \cot \alpha = -K(0, 0). \]

The relationship between \( \rho(\lambda) \) and \( \sigma_\alpha \), for the particular \( \alpha \) and \( q(x) \) given by the inverse spectral theorem, is, we recall, that \( \sigma_\alpha \) consists of those points in any neighbourhood of which \( \rho(\lambda) \) is not constant.
Also, $PC_\sigma^\alpha$ consists of those points of discontinuity of $\rho(\lambda)$ which are not isolated points of $\sigma_\alpha$.

In our construction, we choose $\rho(\lambda)$ to have the form

$$\rho(\lambda) = \begin{cases} 0 & (\lambda \leq 0) \\ \frac{1}{\pi} \sqrt{\lambda} + \sum_{\lambda_n < \lambda} a_n H(\lambda - \lambda_n) & (\lambda > 0) \end{cases} \quad (2.5)$$

where

$$H(\lambda) = \begin{cases} 0 & (\lambda \leq 0) \\ 1 & (\lambda > 0) \end{cases} \quad (2.6)$$

and the $a_n$ are positive numbers yet to be chosen. Here the $\lambda_n$ are as in the statement of our theorem in section 1, and the $PC_\sigma^\alpha$ corresponding to this $\rho(\lambda)$ is certainly precisely $\{\lambda_n\}$. We aim to show that, given $p > 1$, the $a_n$ can be chosen sufficiently small to ensure that $q(x)$, as given by (2.4), is $L^p(0, \infty)$. At this point we make the standing assumptions that

$$a_n < 1 \text{ for all } n \quad (2.7)$$

and

$$\sum_{1}^{\infty} a_n < \infty, \quad \sum_{1}^{\infty} a_n \sqrt{\lambda_n} < \infty. \quad (2.8), (2.9)$$

Already (2.8) is required for (2.5) to make sense when $\{\lambda_n\}$ is unbounded.

We have to check that conditions (a) and (b) in the inverse spectral theorem are satisfied. Since $a_n > 0$ in (2.5), it is clear that in (a) we have $E(\lambda) \equiv 0$ in $(0, \infty)$, whence $f \equiv 0$ p.p. Also, by (2.1) and (2.5), (b) is certainly satisfied with $M = 0$ since (2.9) is assumed.
3. The construction of \( q(x) \)

By (2.1), (2.2), (2.5) and (2.8), we have

\[
F(x, t) = \sum_{n=1}^{\infty} a_n \cos(x \sqrt{\lambda_n}) \cos(t \sqrt{\lambda_n}) .
\]  

(3.1)

To solve (2.3), at least formally, we try

\[
K(x, t) = \sum_{n=1}^{\infty} A_n(x) \cos(t \sqrt{\lambda_n}) .
\]  

(3.2)

(We note that it would also be possible to use the more explicit form

\[
K(x, t) = \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} A_{m,n}(x) \cos(x \sqrt{\lambda_m}) \cos(t \sqrt{\lambda_n}) ,
\]

but there appears to be no advantage to be gained by doing this.) On substituting (3.1) and (3.2) into (2.3) and setting the coefficient of \( \cos(t \sqrt{\lambda_n}) \) equal to zero, we obtain

\[
a_n \cos(x \sqrt{\lambda_n}) + A_n(x) + a_n \sum_{j=1}^{\infty} A_j(x) I_{j,n}(x) = 0 ,
\]

that is,

\[
A_n(x) \{a_n^{-1} + I_{n,n}(x)\} = - \sum_{j=1}^{\infty} A_j(x) I_{j,n}(x) - \cos(x \sqrt{\lambda_n})
\]

(3.3)

\[\text{(n = 1, 2, \ldots)}\]

where

\[
I_{j,n}(x) = \int_{0}^{x} \cos(s \sqrt{\lambda_j}) \cos(s \sqrt{\lambda_n}) ds .
\]  

(3.4)

The equations (3.3) form an infinite set of equations which are to determine the \( A_n(x) \).
To justify working with an infinite set of equations, we first consider the truncated set of equations obtained by setting \( A_n = 0 \) \((n = N+1, N+2, \ldots)\) in the first \( N \) equations and treating these \( N \) equations as equations for \( A_1, \ldots, A_N \). This truncated set has a unique solution, since it is standard that the integral equation (2.3) has a unique solution when we take

\[
F(x, t) = \sum_{n=1}^{N} a_n \cos(x \sqrt{\lambda_n}) \cos(t \sqrt{\lambda_n}),
\]

and we denote this solution by \( A^{(N)}_n \) \((n = 1, \ldots, N)\). (The \( A^{(N)}_n \) are of course functions of \( x \).)

By (3.4), we have, for \( j \neq n \),

\[
|I_{j, n}(x)| = \left| \frac{1}{2} \int_0^x \left[ \cos(s(\sqrt{\lambda_n} + \sqrt{\lambda_j})) + \cos(s(\sqrt{\lambda_n} - \sqrt{\lambda_j})) \right] ds \right|
\leq |\sqrt{\lambda_n} - \sqrt{\lambda_j}|^{-1},
\]

and so

\[
|I_{j, n}(x)| \leq \gamma_n (1 \leq j < \infty, j \neq n),
\]

where

\[
\gamma_n = \sup_{j \neq n} |\sqrt{\lambda_n} - \sqrt{\lambda_j}|^{-1}.
\]

Now we can deduce from the equations for \( A^{(N)}_n \) the inequalities

\[
|A^{(N)}_n| \leq (a_n^{-1} + I_{n, n})^{-1} (\gamma_n \|A^{(N)}\| + 1) \quad (n = 1, \ldots, N),
\]
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where
\[ \|A^{(N)}\| = \sum_{j=1}^{N} |A_j^{(N)}| . \]

Summing (3.6) over \( N \) we have
\[ \|A^{(N)}\| \leq \left( \sum_{n=1}^{N} a_n \gamma_n \right) \|A^{(N)}\| + \sum_{n=1}^{N} a_n , \]
and if we assume, as we may, that the \( a_n \) are chosen so that
\[ \sum_{n=1}^{\infty} a_n \gamma_n \leq \frac{1}{2} , \quad (3.7) \]
we have
\[ \|A^{(N)}\| \leq 2 \sum_{n=1}^{\infty} a_n = C , \quad (3.8) \]
say, where \( C \) is finite by (2.8) and, of course, \( C \) is independent of \( N \) and \( x \). Substituting back into (3.6), we obtain
\[ |A_n^{(N)}| \leq (a_n^{-1} + I_{n,n})^{-1} (C \gamma_n + 1) . \quad (3.9) \]

If we now let \( N \to \infty \), for fixed \( n \) and \( x \), the Bolzano-Weierstrass theorem assures us that, at least through some subsequence of \( N \),
\[ A_n^{(N)}(x) \to A_n(x) , \quad (3.10) \]
say, and that \( A_n \) also satisfies the inequality (3.9). By the usual diagonal process, we can choose the subsequence of \( N \) so that, as \( N \to \infty \), (3.10) holds for all \( n \), and we can now show that the \( A_n \) satisfy the equations (3.3). First, the infinite series in (3.3) converges by virtue
of (3.9) (with \( A_n \) in place of \( A_n^{(N)} \), (3.5), (2.8) and (3.7). Thus (3.3) makes sense. Next, given \( \varepsilon > 0 \), we can, by (3.9), (2.8) and (3.7), find \( R \) sufficiently large that, for all \( N \geq R \),

\[
\sum_{j=R}^{N} |A_j^{(N)}| < \frac{1}{2} \varepsilon, \quad \sum_{j=R}^{\infty} |A_j| < \frac{1}{2} \varepsilon.
\]

Thus, taking specifically the \( n \)-th equation in (3.3) and using (3.5), we see that the difference between the right-hand sides of the equation and its truncated form does not exceed

\[
\gamma_n \sum_{j=1}^{R} |A_j^{(N)} - A_j| + \gamma_n \varepsilon < 2 \gamma_n \varepsilon
\]

if \( N \) is sufficiently large. Hence the \( n \)-th equation in (3.3) holds as the limit of its truncated form as \( N \to \infty \). Thus we have proved that the \( A_n' \), as defined by (3.10), satisfy the equations (3.3).

With \( K(x, t) \) now defined by (3.2), the convergence of the series is assumed by (3.9) (with \( A_n \) in place of \( A_n^{(N)} \)), as are the formal manipulations leading to (3.3). Thus \( K(x, t) \) is indeed the (unique) solution of (2.3).

It remains to show that \( \frac{d}{dx} K(x, x) \in L^p(0, \infty) \), at least if the \( a_n \) are chosen suitably. By (3.2), we have formally

\[
\frac{d}{dx} K(x, x) = \sum_{n=1}^{\infty} \left\{ A_n'(x) \cos(x \sqrt{\lambda_n}) - A_n(x) \sqrt{\lambda_n} \sin(x \sqrt{\lambda_n}) \right\}.
\]

It is therefore necessary to obtain bounds on \( A_n'(x) \).
If we differentiate the truncated form of (3.3), satisfied by the 

\[ A_n^{(N)} \]

we obtain easily, bearing in mind (3.4) and (3.8), that

\[
\left| \{ a_n^{-1} + I_{n',n}(x) \} \frac{d}{dx} A_n^{(N)}(x) + \sum_{j=1, j\neq n}^N I_{j,n}(x) \frac{d}{dx} A_j^{(N)}(x) \right| \leq \sqrt{\lambda_n} + C . 
\]  

(3.12)

Since (2.9) is assumed, the same type of argument that was used for \( A_n^{(N)} \) now establishes that, for fixed \( n \) and \( x \), \( \frac{d}{dx} A_n^{(N)} \) converges through a subsequence of \( N \) which can be taken to be the same as before. If we assume further that the \( a_n \) are such that

\[
\sum_{1}^{\infty} a_n \lambda_n < \infty \quad \text{and} \quad \sum_{1}^{\infty} a_n \gamma_n \sqrt{\lambda_n} < \infty ,
\]

(3.13)

then the same type of argument can also be applied to \( \frac{d^2}{dx^2} A_n^{(N)} \) with a bound (which we do not need to specify) corresponding to (3.9) and which is independent of \( N \) and \( x \). In passing, we note that, by part (b) of the inverse spectral theorem in section 2, the convergence of the first series in (3.13) implies that our \( q(x) \) is absolutely continuous in \([0, \infty)\).

It can be readily verified that the bound corresponding to (3.9) which we obtain for \( \frac{d}{dx} A_n^{(N)}(x) \) from (3.12) is

\[
\left| \frac{d}{dx} A_n^{(N)}(x) \right| \leq \{ a_n^{-1} + I_{n',n}(x) \}^{-1} \{ (C_1 + C^2) \gamma_n + \sqrt{\lambda_n} + C \} .
\]

(3.14)

where \( \frac{1}{2} C_1 \) is the sum of the series (2.9). Thus, for any fixed \( n \), the sequence \( \{ \frac{d}{dx} A_n^{(N)}(x) \} \) is, as \( N \to \infty \), uniformly bounded and
equicontinuous for $x$ in $[0, \infty)$, and so the sequence (or at least a subsequence) converges uniformly as $N \to \infty$ for $x$ in any compact interval. It follows that

$$\frac{d}{dx} A_n^{(N)}(x) = \frac{d}{dx} A_n(x)$$

and that the estimate (3.14) holds for $A'_n(x)$.

Now that (3.11) holds, we have, by (3.9) and (3.14) (for $A'_n(x)$),

$$\left| \frac{d}{dx} K(x, x) \right| \leq C' \sum_{n=1}^{\infty} \left( a_n^{-1} + I_{n, n}(x) \right)^{-1} \left( \gamma_n + \sqrt{\lambda_n} + \gamma_n \sqrt{\lambda_n} + 1 \right),$$

(3.15)

where $C'$ is a constant. Also,

$$a_n^{-1} + I_{n, n}(x) = a_n^{-1} + \int_0^x \cos^2(s \sqrt{\lambda_n}) ds$$

$$= a_n^{-1} + \frac{1}{2} x + \frac{1}{4} \lambda_n^{-1/2} \sin(2x \sqrt{\lambda_n})$$

$$\geq a_n^{-1} - \frac{1}{4} \lambda_n^{-1/2} + \frac{1}{2} x$$

$$\geq \frac{1}{2} (a_n^{-1} + x),$$

(3.16)

provided that $a_n \leq 2\sqrt{\lambda_n}$, this being a further restriction on the $a_n$

only if $\lim \inf \lambda_n = 0$. In (3.16), we use Young's inequality

$$ab \leq a^{r/r} + b^{s/s},$$

where $a > 0$, $b > 0$, $r > 1$, $s > 1$, and $r^{-1} + s^{-1} = 1$. This gives
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Then, by (2.4) and (3.15), \( q(x) \) is in \( L^p(0, \infty) \) if

\[
\int_0^\infty x^{-p/s} \left( \sum_{n=1}^\infty a_n \left( \gamma_n + \sqrt{\lambda_n} + \gamma_n \sqrt{\lambda_n} + 1 \right) \right)^p dx < \infty, \tag{3.18}
\]

and this can be arranged by choosing, as we may, \( s \) so that \( 1 < s < p \) and \( \{a_n\} \) sufficiently small that the infinite series in (3.18) converges.

This completes the proof of our theorem.

In section 1 we raised the question of whether or not our \( q(x) \) satisfies (1.3). That it may not do so is suggested by (3.15) and (3.16).

When \( x = a_{N-1}^{-1} \) for a particular \( N \), the term with \( n = N \) in the series in (3.15) is, by (3.16), roughly of the size

\[
x^{-1} \left( \gamma_N + \sqrt{\lambda_N} + \gamma_N \sqrt{\lambda_N} + 1 \right) \tag{3.19}
\]

for large \( N \). The factor multiplying \( x^{-1} \) in (3.19) is certainly unbounded if \( \{\lambda_n\} \) is unbounded, and it is also unbounded if \( \{\gamma_n\} \) is bounded because then \( \{\gamma_n\} \) is unbounded by (3.5A).

On the other hand, granted the convergence of the series in (3.18), it is clear from (3.15) and (3.17) that \( q(x) = O(x^{-1/s}) \) as \( x \to \infty \). Thus, given \( c < 1 \), we can arrange that \( q(x) = O(x^{-c}) \) as \( x \to \infty \).
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