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FOREWORD

This interim report has the ultimate objective of identifying
and alleviating the causes of solid propellant rocket motor deton-
ations, and covers the period from Jan, 1, 1975 through June 30,
1976, The study was sponsored by the Air Force Office of Scientific

"Research (AFOSR), Directorate of Aerospace Sciences, United States

Air Force under contract number F44620-75-C-0059. The program was

monitored initially by Capt. L.R. Lawrence and presenily by Major
T. Meir of AFOSR.

IIT Research Institute (IITRI) personnel who contributed to
this research are H.S, Napadensky, A.N. Takata and A.H. Wiedermann.
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ABSTRACT

This study is directed at the problem of identifying the
processes involved in causing deflagrating propellants to deton-
ate, and use the results to devise means for minimizing rocket
motor detonations consistent with optimal motor performance and
reliability. Of primary concern to this study are rapid pressure
riges within cracks, flaws or debonds within propellant grains
that could initiate detonation,

This report covers the formulation of a computerized model
with which to study the consequence of sudden exposure of cracks
to gas at higher pressures and temperatures than those initially
existing within the crack. Simple one-dimensional formulations
were developed to predict the transient gas flows and propellant
regression rates within cracks of variable shapes with the down-
stream end of the crack open or closed. Provisions were also
made for predicting the consequence of reflected stress waves upon
the crack thicknesses.

The most important finding of this study is that stress waves
reflected from stiff motor cases can cause cracks to contract at
sufficient rates to produce appreciable pressure rises. Unfor-
tunately the maximum pressures and pressure rises could not be
quantified due to computational difficulties in the gas dynamic
calculations created by highly variable crack thicknesses produced
during the final stages of crack contraction. Questions regarding
possible impact of burning crack surfaces remain to be resolved.
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1. INTRODUCTION

During recent years high-energy propellants have been devel-
oped containing HMX in order to improve the performance of rocket
motors. During the course of this development two explosions have
occurred. The first was the Hercules plant in Bacchus, Utah in
May 1974, the second was at the Naval Weapons Center in China Lake,
California., Experimental evidence (1,2,3) indicates that a first
necessary condition for detonation is a rapid pressure rise, For
this reason, this report is concerned with identifying the condi- ;
tions by which burning within cracks, flaws or debonds will result !
in pronounced pressure rises. ‘

Deflagration to detonation (DDT) can occur as a result of a .
number of stimuli such as heat and impact (1,4-6). Such stimuli
can cause a burning reaction that rapidly accelerates under suit-
able conditions causing shock/stress wave formation and subsequent
detonation, The existing detonation theories describe the initia-
tion of propellants and explosives by strong shock waves reasonably
well, However, detonation can occur as a result of low-amplitude
shocks that arc well below those predicted by hydrodynamic theories
of detonation. Equally important as high-order detonations 1s
the class of chemical decompositions referred to as subdetonation
reactions, While such reactions are not as destructive as high- ?
order detonations, they can destroy rocket motors.
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In view of the complex nature of this problem, a combined
theoretical/experimental investigation is called for. Analytical
studies reveal parameters whose role or significance is frequently
lost or not measurable in expuriments; while experiments serve
. to validate the accuracy of analytical models and to resolve any
: untractable features of the problem.

Recognizing the importance of putting the problem into per-
spective, we have focused our attention upon the development of
simple analytical models with which to gain a better appreciation
of the importance of various parameters in causing the initiation
of high-energy propellants. Through such studies a clearer pic-
ture will be gained by which to identify the kinds of analysis
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and experiments needed to compliment and guide model development,
and to speed the resolution of this complex problem,

Important aspects of the problem requiring consideration are
transient heating and burning of the propellant, gas dynamics,
crack propagation, and positive and negative deformations of cracks
that retard or speed burning. For this purpose computer routines
have been developed using a number of simplifying assumptions and
datum estimates -- none of which is believed will compromise iden=-
tification of the essential features of the problem. Particular
attention was given to structuring the computerized model so it
can be readily upgraded -- serving as it does as a research tool.

The most important findings of this study are twofold. The
first is the consequence of sensible heat deposited in the propel-
lant during the relatively long times prior to appreciable pressure
rises. Such heat will speed burning over and above quasi-steady
state values if and when thermal fluxes increase due to rising gas
pressures, velocities and/or temperatures.

0f equal or greater importance is closure of cracks by stress
waves reflected from motor cases or generated by other cracks.
Under suitable conditions, i.e. stiff case and sudden exposure
of cracks to high pressure gas, cracks will contract causing !
pronounced pressure rises.

One other possibility, which has not been explored in this
study, is the fragmentation of the propellant by multiple crack-
ing resulting in burning fragments being propelled against one
another. In this regard high explosives can be fragmented during
high-pressure burning. Evidence of this is shown in Fig. 1 from
Ref. 8.

Fragments shown in Fig. 1 were recovered from a closed bomb
containing a burning cylinder of Composition B following separa-
tion of the closed bomb. Failure was caused by abnormal in-
creases of pressure, which i{n other similar tests lead to detona-
tion (1). 1In this test, burning was extinguished by the sudden
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Figure 1 COMPOSITION B FRAGMENTS FOUND IN CHAMBER

FOLLOWING SUDDEN PRESSURE DROP
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drop in pressure. Ir was concluded that all surfaces of all
Composition B fragments were in the process of burning as evi-
denced by a "frozen" foam layer over all surfaces. In other
similar tests (1) it was observed that ionization probes located
at various depths within the explosive fired in a random fashion
with respect to depth. Random firing occurred during the period
of abnormal pressure rises starting at about 1000 psi, and fre-
quently was followed by detonation. One possible explanation

of the random firing is multiple cracking such as indicated by
Fig. 1.

In the remainder of this report we shall discuss analyses
used in developing the model and results produced thereby. At
the conclusion we shall indicate which of the many areas of un-
certainties are in greatest need of study.
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2. MODEL DEVELOPMENT

Before commencing model development, the literature was re-
viewed for information and data to assist in describing various
aspects of the DDT process, and to guide the conduct of the pro-
gram, In this regard, considerable information was found describ-
ing specific aspects of the problem. This includes

e Experimental ignition of propellants and

explosives by shocks, radiation , hot
wires and hot gases (9-11)

e Experiments describing the spread of
burning or flame over surfaces or into
pores or cracks (12-14)

e Combustion, ignition and detonation
theories and/or experiments (15-30)

e Studies of crack initiation and propaga-
tion (1,31,32)

Unfortunately no comprehensive treatment of the problem of crack

. deformation and burning was found with which to put the problem

into perspective. This is not at all surprising in view of the
many complex interdependent phenomena involved.

Based upon this finding a dynamic model was developed using
a number of simplifications to gain a better appreciation of the
problem. In this model provisions were made for

e Single crack within monopropellant of variable
dimensions, shape and end conditions

e Sudden flow of hot high-pressure gases (with
friction) into crack

e Crack or flaw propagation (at present intro-
duced artificially)

e Crack deformations ~- positive and negative
. == induced by pressure environment and case
response to stress waves
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e Convective (turbulent) and internal heating of
propellant

@ Propellant regression rates due to one of two
idealized situations namely

- gas evolution assuming molten propellant
remains in place

- immediate discharge of molten ropellant
into gas stream '
At present, gas flow is treated as one-dimensiona: /sith friction,
assuming that the gas behaves as a perfect gas and that reactions
occur instantaneouasly. Propellant temperatures are calculated
on a transient basis and used to predict regression rates at vari-
ous crack locations for either one of the two idealized cases
cited above. The consequences of transient pressures upon crack
deformation is modeled sssuming the propellant behaves as a simple
linear isotropic visco-elastic material. Yield or failure of
surrounding propellant is not considered, and the dependence of
property data upon temperature and pressure is neglected. More-
over, no provisioneg have been made for heat feedback from the
burning propellant other than through the effect of burning upon
the bulk pressures, temperatures and velocities of the gases.

Figure 2 illustrates provisions made regarding the crack
and flow conditions. The crack was subdivided into uniformly
long elements. -The width of the crack is considered sufficient
to accomodate a one-dimensional treatment of the gas flow. Means
were provided for variable crack thicknesses from element to
element. In addition provisions were provided for altering the

e Initial pressure and temperature within the crack
e End conditions of crack -- open or closed

e Gas pressure and temperature in cavity at the
upstream end of the crack

e Length of crack as a function of time (crack
propagation)
In the rsmainder of this section we shall discuss how each
of the principal phenomena has been modeles and pertinent results
obtained thereby. Topics covered are gas dynamics, mechanical

response of cracks and tnanlion%,rogrolnidn velocities of propellant.
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2.1 Gas Dynamics

2.1.1 Gas Dynamic Model

One essential aspect of the problem is the transfer of gas-
eous products and heat along the length of the crack. To achieve
high convective heating and strong stress-waves, we have chosen
to consider the problem of suddenly exposing a crack to a high
pressure gas cavity,

Even though the gas dynamic model includes a variety of im-
portant flow features, it represents a preliminary version subject
to modification. These modifications will be identified and in~-
corporated in the course of treating various aspects of the problem,

The gas dynamic model is based upon an Eulerian representa-
tion of the flow region and is limited to a one-dimensional treat-
ment, The selection of the Kulerian representation permits a
simple identification with locations along the crack and allows
for mixing of freshly burnt reaction gas. It is also convenient
for large movements experienced by some of the gas.

The one-dimensional treatment is appropriate because the
width and length of cracks are usually large compared to their
thickness, Thus the most significant flow gradients and move-
ments will occur along the length of the crack. Since flow
gradients will exist across the thickness of the crack, the
values of the variables used in the one-dimensional treatment
represent average cross-sectional values.

> ity S AT AAL it W L e RS 1?2l e T

The model treats a crezk of some specified thickness varia-
tion at zero time. The gas in the crack at zero time is con-
sidered to have the same composition as the reaction products,
and to exist in a rest state (no flow) at some specified pres-
sure and temperature, Thé crack is then suddenly connected to a
cavity filled with gaseous reaction products at high temperature
and pressure. The cavity state is treated as a constant with
respect to time due to thc'rclacivnly‘ahort duration of the avents
occurring within the crack.




The downstream end of the crack cun either be closed or con-
nected to another cavity held at a specified low pressure. The
low-pressure cavity could be a large debonded region. For open-
ended cracks, the crack length is held constant, 1If the closed
crack condition is selected, the crack may be allowed to grow
in length in some arbtitrary fashion. At present the growth fea-
ture is not based upon any physically plausible crack propagation
mechanism. The incorporation of such a criterion together with

crack branching represents one of the ultimate goals for improving
the model.

2.1.2 Gas Dynamic Results

A computer program was developed to implement the gas dynamic
model, This computer program exists
(1) in the form of a main program with which to
examine some aspects of the gas dynamic phen-

omena and to serve as a vehicle for further
development, and

(2) in the form of a subroutine of the overall
Dynamic Model of Crack Burning.
These codes were programmed in FORTRAN IV user-oriented source
language and have been successfully executed on a UNIVAC 1108,
& large scientific computer,

This section presents the computed results of a reference
problem to acquaint the reader with the adequacy of the model and
with a typical response of the gas dynamic system in the absence
of a reacting propellant. The reference problem was selected
for the validation of the code and the subsequent evaluation of
various effects. The problem configuration is that of a constant
thickness crack, which is 10 cm long with the downstream end
closed. This crack is connected at the upstream end to a cavity
filled with air at a pressure of 60 bars and a temperature of
2000°C. Air is also in the crack or flow channel, but is at a
preslufe of 1 Bar and a temperature of 20°C. The thickness of
the crack will not be a factor until certain physical effects
such a friction are introduced. The initial validation examines

9
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the inertial effects of the flow. The influence of the various
other effects, such as friction, area variation, etc. have been
examined, but are not discussed herein.

At time equal to zero a shock wave will be generated at the
cavity end of the flow channel and propagate downstream compres-
sing the gas which was originally in the crack to a pressure of
20.4 Bars. The cavity gas will expand to a sonic state at the
inlet region of the crack and then undergo a further (nonsteady)
expansion within the crack until the pressure drops to 20.4 Bars.
Thus & centered rarefaction wave system will also be generated
at the inlet and propagate downstream. The corresponding wave
diagram is presented in Figure 3. An interface moving along
with the fluid separates the two masses of gas. Region A is
the undisturbed region; Region B is the compressed gas state re-
glon; Region C is the fully expanded cavity gas region; and Region
D is the nonsteady expansion region. Regions A, B, and C are
uniform state .rggions.

The shock wave is travelling at a velocity of 139.8 cm/ms
and accelerates the rest gas to a velocity of 109.9 cm/ms. The
fully expanded cavity gas is also accelerated to this velocity.
These two uniform regions are at the same pressure and flow velo-
city conditions; however, their entropy is different. The tem-
perature of the compressed gas i1s 1007°C corresponding to a sound
velocity of 69.6 cm/ms. The cavity gas sound velocity 1s 92.7
cm/ms in the cavity, 84.6 cm/ms at the sonic inlet state and 79.6
cm/ms in the fully expanded state (Region C). The gas pressure
at the sonic inlet state is 31.7 Bars. This initial flow field
is self-similar in nature for a short period of time in that all
the variables are constant along rays passing through the origin.
This period of time terminates when the initial shock wave re-
flects from the closed end of the flow channel and creates a
uniform high pressure rest region, Region E. The reflected shock"
wave propagates back upstream and interacts with the interface.

M T i i S e s s
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This shock-interface interaction generates additional disturbances
and a more complex flow environment is established.

The initial self-similar flow field can be used to evaluate
the fidelity of the computer flows during the entry phase. The
lengthwise or distance resolution will depend upon the number of
cells, MT, used to define the flow channel. In general 20 cells
have been used to define the 10 cm long crack, although in some
d preliminary calculations only 10 cells have been used. Thus, for

the former case the cells are 0.5 cm long. For a glven crack
length the number of calculation units required to obtain a solu-
} tion for a given period of time will be proportional to MT2 since
L MT effects both the distance and time increments.

s e e 5 ae o SRR S L

Ml et e

The pressure and velocity distribution within the crack are
l presented in Figure 4, The dotted line represents the theoretical

solution at the corresponding time. These results are for Time

‘ Step 20 and corresponds to a time of 0.044 ms. Approximately 12
of the 20 cells have been engulfed by the shock wave at this time,
[' hence this comparison represents a rather severe test of the
I
1
|
I
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fidelity of the calculations. Notice that the shock discontinuity
(located at a distance of 6.2 cm) is smeared over some small dis-
tance. Similar results of the pressure distribution in the vicinity
of the shock front are shown in the inset for the case where 40

cells have been used to define the crack. These latter results

are better at the shock front and support the known fact that

shock waves will be smeared out over three to four cells when

this type of numerical method is used. There is also some over-
shoot in the vicinity of the shock front. The degree of overshoot
varies with the flow variables. The front (downstream edge) of

; [{ the centered rarefaction wave is located at a distance of 1.3 em.
; The computed results for this flow feature are more diffuse than
B e the theoretical solution, however this should be expected since
} | iﬁ only several ceirls are used to define this wave system detaill at

this early time,
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The pressure and particle velocity are correspondingly equal
in Regions B and C; however, the other variables such as tempera-
ture, dencity, etc. are discontinuous at the interface. The in-
terface at this time is located at 4.8 cm. The numerical results
reproduce these discontinuities with about the same fidelity as
they reproduced the shock discontinuity.
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The reflected shock wave propagates back up toward the high
pressure cavity end of the crack and interacts with both the
interface and the centered rarefaction wave. The gross effect
of this reflection process is to decelerate the gas to essentially
a rest state and to increase the pressure to approximately7105
Bars. This strong disturbance will interact with the upstream
end of the crack and create a more diffuse rarefaction wave system
which will then propagate downstream initiating another cycle of
the transient flow. This second cvcle, however represents a
pressure drop as compared to the pressure rise (shock wave) of
the first cycle. The primary disturbance will continue to rever-
berate within the crack producing alternate cycles of compression
waves and rarefaction waves of decreasing magnitude until a ques-
cent or rest state is achieved which is in pressure equilibrium

~ with the high pressure cavity. Temperature and density gradients
will exist within the crack due to the nonuniform entropy produc-
tion, however these variations will be rather small. The time
history of the pressure, particle velocity and temperature at the
two ends of the crack are presented in Figures 5, 6, and 7 res-
pectively. The particle velocity at the closed end is ideﬁtically
zero and is therefore not shown.
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- i 2.2 Mechanical Response of Cracks (Lateral) i

2.2,1 Mechanical Response Model ;

The flow of high pressure gases into cracks within and adja~
cent ot the propellant mass and any subsequent burning of these
propellant surfaces will create a time varying pressure environ-
ment with the cracks. Tha surrounding propellant mass, which
was originally in mechanical equilibrium with a low pressure dis-
tribution with the crack will respond to these new mechanical loads. .
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Two mechanical response models have been developed and are
used in conjunction with the gas dynamic mode. One response model
treats the early phases of the mechanical response when stress
waves radiate away from the crack and the crack is in a growth
phase., The second model treats, in a simple fashion, the inter-
action of these radiating waves with the confining shell structure
and their subsequent interaction with the crack. Under these con-
ditions the crack growth may be arrested and lead to partial or
complete crack collapse,

2,2,2 Mechanical Response Results

The mechanical response of the propellant mass to the pres-
sure environment within the crack 1s very complex due to the
multiplicity of stress wave types present and the variety and
complexity of the overall geometry of the system, 1.e., the crack,
the propellant mass, and the case configuration and location.

The stress wave system in the propellant mass during the initial
transient is illustrated in Figure 8. The primary motion of

the propellant will be in a direction normal to the crack and
will be roughly one of plane strain. For this reason a simple
local plane strain representation for the transient stress field
was adopted as a model of the mechanical response of the propel-
lant mass in the absence of remote boundary effects such as the
case response, In this manner the crack thickness growth feature
could be coupled directly into the gas dynamic model and the

.coupled response determined., This initial response model is

valid until the stress waves which radiate away from the crack
interact with the remc-e boundaries of the propellant mass and
its confining system, and propagate back to the crack locations.
This process is very complex and varied.

A simple shell response model was selected as an initial
version of the remote boundary effect, The model treats :the
shell as a simple single degree-of-freedom lumped mass which
is position restrained and which responds to the mean radiative
stress field. The response generates a reflected stress wave
system which arrives back at the crack after some specified

18
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delay period corresponding to the mean distance to the remote
boundary. This model is fllustrated in Figure 9, Two typlcal
crack thickness histories are shown in Figure 10 for a cell
near the midpoint of the crack for (1) a cased propellant mass
and (2) one where the remote boundary is very far away (i.e.,
a very large propellant mass) from the crack.

2.3 Dynamic Burn Model

2.3.1 Problem Definition

Before discussing the dynamic model it is desirable to ex-
amine two features of the problem having to do with crack sur-
faces. The first concerns the amount of exposed surface area,
and the second the limitations of a one-dimensional treatment.

Exposed Surface Area

Crack surfaces are, of course, highly irregular and will
present greater areas than that of a planar surface. To appre-.
ciate the extent by which crack areas exceed planar areas, we
shall consider the two crack surfaces to contain a number of spher-
ical particles of various radii r. The particles shall have half
or less of their area exposed. In that the exposed area is propor-
tional to the height x of the particle above base plane associated
with the crack, the exposed particle area is given by 2urx
for either crack surface. On the other hand the cross-sectional
area of particles of radius r in the base plane is given by
n(er-xz). Since all x values from 0 to r are equally likely,
the average areas associated with each particle can be found by
integrating each of the above expressions with respect to x and
dividing by r, The ratio of the average areas of the exposed area
to that of the cross-sections is given by

«-—-2-"2 = 1.5 (1)
2nr©)3
Since the abova result is independent of particle radius,
the exposed surface is about 1,5 times greater than that of a
planar surface. Provisions have beesn made in the code for ac-
commodating such a correction.
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Limitations of One-Dimensional Heat Transfer Analvsis

The presence of surface irregularities raises a question as
to the accuracy of treating heat-transfer into the propellant
as one-dimensional. Of particular concern is whether or not the
irregularities are commensurate with the depths to which appre-
ciable heat is transferred into the propellant and the depths
of material evolved during critical periode of burning.

Depths of appreciable heat penetration will be greatest just
prior to ignition and can be crudely estimated using the expres-
sion /at, where o represents the thermal diffusivity of the pro-
pellant and t represents the period over which the heat is being
transferred. Since o is in the vicinity of 0.002 cmzlaec for
non-metallic ingredients, and the heating periods can be as small
as 0,25 msec (see Section 3), it is concluded that the depths of
appreciable heat penetration are of the order of 7u or more for
the class of problems treated in this study. Depths of propellant
evolved during burning are of similar magnitude,

Unfortunately the depths of appreciable heat'penétration
are not always small compared to particle dimensions, Only with
large particles of the order of 100u or greater will one-dimensional
analysis represent an adequate approximation. With particles of
the order of 10y or less, one-dimensional analysis will appreci-
ably underpredict the velocities. However, until the significance
of such errors on detonation is established, it is premature to
embark upon a two-dimensional analysis.

2.3,2 Rates of Heat Transfer to Propellant

In this study we have considered the convective heating of
crack surfaces caused by the flow of hot high-velocity high-
pressure gas. Also allowance was made for internal heating as-
suming it remains constant per unit mass of propailunc evolved.
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Because of uncertainties in the thermal gradients within the gas,
heat feedback from burning propellant was not considered other
than through the effect of burning upon the bulk temperatures,
pressures and velocities of the gases,

Heat fluxes q are evaluated as follows:

q = h(Tg(t)-T(t)) +Q 0V ' (2)

where h = convective.heat-transfer coefficien
(see Eq. 3) :

Tg(t),T(c) = gas and propellant temperatures at time t

Q_ = net internal heating (reactions plus phase
changes) per unit mass of evolved propellant

V,p = propellant velocity and density

In that the thiclness of the layer in which internal heating
occurs is very small (1) compared to the depth of heat penetra-
tion, the net internal heating is assumed to occur at the pro-
pellant's surface,

Net Internal Heating

Indirect determinatione (1) of the magnitude of the net in-
ternal heating suggest it can be appreciable for some secondary
high explosive materials during steady burning. The above study
suggeets values as high as 130 cal/gm for HMX during low-pressure
burning. Values estimated by other investigators for other pro-

zllants are of similar magnitude (11,28,31). Rates of pressure
rise have important implications in this regard through their
effect upon the residence times of reacting Rases.

Convective Heat-Trahsggg

Convective heat-transfer coefficients are known for estab-
lished flow conditions over given surfaces. Cracks, of courss,
present highly irregular surfaces to the gas flow, The result
is large uncertainties in the flow conditions which in turn af-
fect the heat-transfer cosfficient h. These uncertainties would.
be greatest during the final stages of crack collapse wherein
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the problem becomes most complex and is best dealt with by
experimental means.

As a starting point, we shall neglect local variations of
the heat-transfer coefficient, and use the conventional formu-
lation for the heat transfer coefficient h for turbulent flow
given by McAdams (34) and presented below.

C Up C

CE . E_EE) | (3

where K_ = thermal conductivity of gas
C, = crack thickness '

m

g = gas velocity
Pg = gas density
CSE = gpecific heat of gas at constant pressure
C = dimensionless constant generally taken as 0,025

The constant T is inputted into the code to allow for future sen-

sitivity studies to establish the importance of flux uncertainties.

2.3.3 Burn Model

An important consideration in modeling burning is that one
must account for highly transient temperatures within the propel-
lant involving orders of magnitude differences of time for'igni-
tion and accelerated burning. To expedite the calculations, it
was necessary to develop a novel technique for predicting the
transient temperatures and burning rates. This involved modify-
ing an existing solution of the temperatures produced in a semi-
infinite body by a constant flux to account for a moving boundary
subject to transient fluxes. Rates at which gases evolve from
the propellant were made by applying a first-order Arrenhius re-
lationship to the propellant temperatures as a function of depth.
The result is an efficient means for approximnting the transient
burning rates. -

, :?5. 
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Two versions of this routine were compiled -- one for exam-
ining the consequences of arbitrarily chosen time-dependent fluxes
upon the burning rates, and one for determining regression veloc-
ities at various locations within a crack.

Means for Predicting Transient Propellant Temperatures

Predictions of transient regression rates require a knowledge
of the transient temperatures produced within the propellant. Be-
cause of rapid changes in the heating, quasi-steady state analysis
will not suffice, For this purpose we have developed an approxi-
mate solution of Lheproblem involving one-dimensional heat trans-
fer into the propellant with a regressing surface. Means for
predicting velocities of the regressing surface are discussed in
Appendix D. In this section we shall briefly discuss means for
predicting the transient temperature rises and refer the reader
to Appendix D for further details,

The most common method used to treat thermal problems involv-
ing regressing surfaces employs finite-difference techniques.
Unfortunately such techniques require an unacceptably large num-
ber of spacial and temporal elements to follow highly dynamic
burning rates, Moreover no closed-form solution of the problem
exists,

Hence it was decided to develop an alternative method for
predicting the propellant temperatures. Thie method is predicated
upon constant thermal properties, and starts with the solution of
the problem of a semi-infinite slab exposed to a constant heat
flux. Modifications are then made to treat the problem of a
regressing surface exposed to tiﬁn-dapcnd.nt fluxes. In doing
so the coordinate system is fixed,and the regresaing surface
moves with respect to the fixed coordinates. Incremental time
intervals are used during each of which the incident fluxes are
considered constant,

Essential to this method is the use of Duhamel's principle -
to determine the conductive fluxes produced by sach incident flux
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at particular depths and times within the semi-infinite body.
These depths represent given depths of the boundary during each
of the time intervals., Negative fluxes are introduced to elimin-
ate conductive fluxes negated by the loss of material. By doing
80, one arrives at a number of constant fluxes at the given
depths with which to approximate the heating of the underlying
propellant over time, These constant fluxes are maintained only
over the time interval associated with the particular mean depth.

The result is a number of asimple independent heat-conduction
problems for each of the constant fluxes. Solutions of these
problems are acquired using Duhamel's principle to account for
differences in the depths and times at which the various fluxes
are applied, Summing the various temperature contributions one
arrives at an approximation of the temperature rise of the bound-
ary at appropriate times caused by heat conduction., Here it is
only necessary to compute surface temperatures to predict regres-
sion rates, even though the method could have just as easily pre-
dicted indepth temperatures.

Validation of Means for Predicting Propellant Temperatures

To check the above procedure for predicting transient tem-
peratures, we have applied it to a problem involving a moving -

boundary having an analytical solution. This problem is presented
below:

2

3°T VAT _ 1 aT .

;;-z-a-—a-i'-‘a'a—'t' 0, x>0_,t>0 (4)
T =T, x>0, t =0 - Co : (5)
o7 . - | 6
5% = BT, x =0 __ o (6
VeV,t>0 o | (7

- ot

where T = temperature at time t at depth x
beneath moving bqundqry_at‘x‘u-o

o = thermal diffusivity
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i. = heat transfer ~ocfficlent divided
" hy thermal conductivity

Vo = velocity of moving beundary at x = 0

The above ecuations describe the consequence of conduction within
a semi-infinite body at a uniform initial temperature with a moving
boundary that loses heat convectively to a zero temperature environ-
ment., The body is considered to move at a velocity V° with respect
to a fixed coordinate system in such a way that the moving boundary
is always located at x = 0, Solution of the above problem is pre-
sented on page 389 of Ref. 35 as

x-Vot of x+V°t:
T=T,-0.5 T, (erfe - exp V x/a erfe )
2/ot aE-Vo 2/at

| (8)
P V_(2aB-V ) +(2ah-V )¢t '
- + o 07 exp (hx-ht(v_-ah)) erfec (2 o)
2(aH-V°) ° 2/at

Constants used were:

a = ,0018 cmz/sec
R =277/cm

T, = 100°C

Vo=1, 3 and 5 cm/sec
A comparison of the temperatures predicted by the two methods is
. i1, presented in Figs., 11, 12 and 13 for the velocities cited above.
" ’ It may be observed that the temperatures predicted by the approxi-
mate solution of Appendix D are in good agreement with those prc-
dicted by the exact solution presented by Eq. 8 for all three of
, the velocities considered. Thirty time intervals were used for
't k_ each of the approximate solutions -- each of which was intention- ;
| ally kept large to -cvcrcly test the lpproximutc method.

The reason for thc dilcteplncicl being larger at the moving
'boundary is due to the fact that errors in the atepwine approximations ;
of the incident fluxes having . thoit grittoit impac: upon ths sur- : g
4

-

face temperatures, Errors in the changes of surface temperature

A 1 a - runga from 1.4 to 4.0 p-rcone with tha highaot values occurrlng
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at the early times wherein only five time intervals are used.
Thereafter the errors decrease progressively with time to values
ranging from 1 to 2 percent.

Beneath the boundary the temperatures are in good agreement,
In this regard errors associated with the losu of heat content
are less than one percent for each of the three cases presented
in Figs. 11, 12 and 13,

Tabular results assocliated with the three figures are pre-
sented in Appendix D. Included in this appendix 1s the consequence
of varying the time intervals and depths at which the fluxes are
applied within the boundary displacements.

Several observations may be gained by examining the tabular
results, The first is that the errors decrease in a less than
linear fashion with the time intervals. The second is that the
errors are minimal when the fluxes are applied at depths corres-~
ponding to approximately three tenths of the displacements of
the boundary. Finally, the errors are relatively insensitive to
the velocity, and as with any numerical method can be held to any
desired value by appropriate selection of the tine intervals.
Means for determining the time intervals are presented in Appen-
dix D in terms of the velocity at which the propellants' surfaces
regresses; accuracy is maintained by decreasing the time intervals
as the velocity increased.

Means for Predicting Regression Rates

There are two ways that propellants can regress into the gas
stream, namely by the discharge of moltenmaterial and/or by the
evolution of gas. To appreciate the significance of each phenom-
enon, provisions have been made in the codes to treat each of

these ideal situations separately, and will be discussed in this
section,

Rates at which gases evolve from propellants depend primarily
upon the temperature distribution within the propellant, and to a

32




lesser extent upon the pressure to which the propellant is sub-
jected. Here we shall neglect the effects of pressure apart from
their effect in increasing the flux, Selection of the most appro-
priate means for predicting regression rates depends upon whether
the mass of critically heated propellant remains constant or
changes in an inverse fashion with the flux, For situations in
which the mass of critically heated propellant remains essentially
constant the following expression provides a valid approximation
and is commonly used: '

V=oa exp-(E/(T(O)+T°)) (9)

where a = constant
E = activation energy divided by gas constant
T(0) = temperature rise of surface of propellant

T, = initial absolﬁte temperature of propellant

For situations in which the mass of critically heated pro-
pellant decreases in an inverse fashion with flux, it is more
appropriate to integrate the Arrenhius relationship over depth x
to arrive at the following expression. '

o * \
vz [ exp-(E/(T)4T,))dx (10)
o
where Z = frequency constant

Means for approximating the above integral are described in Ap-
pendix A. In Appendix A we have taken advantage of the fact that
most of the gas evolves from shallow depths compared to the depths
of heated.propellant, Temperature rises near the surface are as-
sumed to decrease exponentially with depth as follows

T(x) = T(0) exp-(Cx) (L)

Using the abqve temperature profile in conjunction with the
thermal gradient at the surface, the integral of Eq. 10 is approx-
imated as follows:

VaKZ exp-(E/(T(0)+T,)) (T(0)4T )2/ (qE) (12)

where K = thermal conductivity of propellant
q ~ effective thcrmal_flux (incident plus internal)

33




2
R 4

.

S ST MR . s

e

S RN snee mEat @

gy

-1

The advantage of Eq. 12 over Eq. 10 is in eliminating the need
to calculate temperatures below the surface.

For situations in which the surface regresses due to the
discharge of molten propellant, the surface temperature is main-
tained at the melt temperature as long as melting occurs. Pro-
visions for achieving this end are discussed in Appendix A.

_ In both of these highly idealized situations, displacements
of the moving boundary are found by trial and error methods.
These methods are discussed in Section 3 of Appendix A,

2.3.4 Model Results for Arbitrary Thermal Fluxes

Here we shall consider the effects of sudden flux increases
upon the rate of surface regression. Figure 14 presents the
calculated results for HMX propellant, while Fig. 15 presents

similar results for a propellant with a lower activation energy E.

In both cases, the propellant is considered to be initially
exposed to a constant flux of 500 cal/cmz-sec which is maintained
until near steady velocities are achieved. This flux is similar
in value to convective fluxes produced by hot high-velocity high-
pressure gases in cracks. Then the flux is abruptly increased
by an arbitrary factor of 5 and maintained at its new value for
all future times. Values of the constants for HMX were acquired
from Ref. 36 and are considered as independent of temperature.

It may be observed that the consequence of the sudden flux
increase is a rapid acceleration of the velocity to high values
followed by a gradual decrease to values approaching steady-state
velocities. The overshoot is caused by the sensible heaf: within
the propellant being greater than that required for steady burn-
ing at the higher flux, Velocities will continue to exceed their
quasi-steady state counterparts as long as the flux continues to
rise. If the flux remains constant, the excess sensible heat
will be consumed by the burning &nd the velocity will decrease
agsymptotically tosteady-state values as shown in Figs. 14 and 15.
If the flux decreases appreclably, the velocities will drop below
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thelr quasi-steady-state values and could extinguish further
burning. This, of course, 18 the reason for the recovery of the
explosive fragments shown in Fig. 1.

It may be observed that the overshoots are most pronounced
with the higher E/R value. For example, the peak velocity of
Fig. 14 is about 3 times greater than their quasi-steady-state
counterpart while Fig. 15 indicates a factor of about 2.

In addition to dampening any velocity increases, lower E/R
values also delay the occurrence of the peak velocities. This
could have important implications in the problem of crack burning
since the delay times are of similar magnitude as the time in-
volved in the final stages of crack collapse wherein high pressures
are expected. '

Each of the above effects is not at all surprising in that
propellants with higher E/R values are more sensitive to tem-
perature charges. The primary factor here is differences in
the temperature rises necessary to achieve specific veloclity
changes. These temperature rises are less with propellants having
higher E/R values.

Another possibly important factor in accentuating the veloc-
ities is internal heating. Exothermic heating over and above that
needed for sublimation will accentuate each of the above effects ==
namely more rapid and pronounced velocity increases. However, .
until more is known regarding the internal heating produced during
extremely transient high-pressure burning, one cannot quantify
this effect. ' '

ol




3. DYNAMIC MODEL OF CRACK BURNING

This model assesses the transient burning rates and pressures
caused by the sudden exposure of a crack (within a monopropellant)
to a cavity of hot gases held at a constant pressure and temperature.
The initial pressure and temperature of the gas within this crack
is considered much lower than that of the cavity in order to accen-
tuate the burning and crack deformations, and in turn the possi-
bilities for pronounced pressure buildup within the crack.

Major assumptions used to expedite development of the model
were

e One-dimensional gas flow with friction

o Perfect gas

xp' o Instantancous reaction of evolved propellant

e Propellant behaves as a simple isotropic visco-
elastic material

¢ Fully established turbulent gas flow
o One-dimensional heating of propellant surfaces
: o Constant gas and propellant properties

3.1 Computer Code

This code has been designed primarily as a research tool to
assist in identifying the essential features of DDT. As & con-
sequence it is subject to periodic revisions as key aspects of
the problem are identified. For this reason we shall limit this
discussion to the principal features of the code, Specific tach-
niques used to treat various aspects of the problem are discussed
elsewhere in this report. Functions psriormed by various portions
of the code are described by Fig. 16. :

o

The main program and hach of the subroutines are used once
during each time interval. These 1nt:-rva1- are comput:-d in the
main progrnm using’ critcria tnvolvtng :hc ‘ :
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MAIN

Computes:
¢ Time intervals

¢ Propellant tem
associated wit

® Rates of energ
stream

¢ Changes in cra
to burning

® Arrays needed
propagation

PROGRAM

geratures/velocities
each crack element
y/mass flows to gas
ck thicknesses due

to consider crack

SUBROUTINE GHEAT

Computes:

o Rates of heat transfer to
each crack element due to
convection

e Rates of heat transfer
to each crack element due

SUBROUTINE GASDYN

| Computes:

e Gas pressures, temperatures
and velocities associated
- with various crack elements

o Negative and positive defor-
mations of crack

to internal heating

Figure 16 PRINCIPAL ?EATURES OF DYNAMIC MODEL
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e Propellant regression rates along with thermal
fluxes (see Appendix A) '

e Gas and sound velocities (see Appendix B)

e Crack thicknesses and deformation velocities
(see Appendix C)

These criteria are applied to each of the crack elements to find

the smallest time interval required. In this regard, the user

has the option of using somewhat larger time intervals than needed -
by the gas dynamic calculations whenever the consequénce upon the
propellant is small., Time intervals decrease as the velocities
associated with the gas, propellant, and crack deformations increase.

Following the selection of the time interval, subroutine
Gasdyn is called to compute the gas pressures, velocities and
temperatures associated with each crack element. This subroutine
also calculates the mechanical deformations of the crack,

Subroutine Gheat then uses the predicted gas pressures, tem-
peratures and velocities to compute the convective fluxes entering
the propellant at each crack element. These fluxes are then added
to the net internal heating to arrive at the total flux. Finally
the main program is reentered to compute the propellant tempera-
tures/velocities. Before commencing the next time interval, the
rates of erniargy and mass discharge from_tho'propellant are cal-
culated along with changes in crack thickness due to propellant
regression for subsequent use by subroutine Gasdyn.

As mentioned previously, pfovinions have been made in the
code for investigating the consequence of various aspects of the
problem. These include

e Variable crack shapes, lengths, thicknesses and
end conditions

o Crack propagation (at present induced arbitrarily)

@ Double or single propillantllurflcan-to distinguish
between propellant crack from motor case dsbonds

s

e e —————— e




fUN NN pay e  GEn

p—

® Choice of one of two idealized situations in which
molten propellant

- remains in place
- is immediately swept into gas stream
upon formation

3.2 Results from Dynamic Model

In this section we shall present some of the more pertinent
findings obtained from dynamic model. In view of various simpli-
fications and uncertainties in the data, the results are of a
preliminary nature and sre primarily intended to identify essen-
tial features of the problem requiring more detailed considera- :
tion and study. In e2ch of the cases treated, the propellant
surfaces are assumed to regress by the evolution of gas.

Tables 1 and 2 indicate the effects of cavity pressure, and
crack thicknesses and end condition upon the spread of burning
and upon the mechanical deformation of cracks. In each of these
tables the downatream end of open cracks is considered connected
to a constant-pressure resarvoir held at ambient pressure. Burn-
ing is arbitrarily defined as occurring when the regression veloc-
ities cxceed 0.1 cm/sgec.

Tables 1 and 2 indicate that the effect of cavity pressure
upon the spread of burning 1s much more than linear. Also it
may be observed that high upstream pressures tend to opeﬁ the up-
stream end of the crack and close the downstream end of the crack.
The degree to which various portions of a crack open or close de-
pends upon the gas pressures within the crack and the intensity
of the reflected stress wave. In this regard, stiff motor cases
in closa proximity to the crack are most conducive to crack clolure

Over the range of parameters considered, Tables 1 and 2 in-
dicate that crack thickness affects the spread of burning less
than the cavity pressure. This may not be true at lower gas
pressures and crack thicknesses. Also it may be observed that
with long eracks of the order .of feat in length that the down-
stream end condition has a nn;liglblo effect upon the initial
spread of bugning, In this regard cxpcrimnntql_ltudiol (14)
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Table 1

SPREAD OF BURNING FROM CAVITY INTO CRACKS
AS FUNCTION OF CAVITY PRESSURE*

Q.6 ma

Cavity Depths of Burning as Function of Time, cm
?rg::gre. . 0.3 ms 0.4 ms 0.5 ms 0.7 ms

= - - T W Y
‘ (.33-.30) (.34-.29) (.34-.29) (.34-.28) (.34-.27)
100 8.0 16.0 20.5 22.0 26.5
(.36-.30) (.37-.29) (.38-.28) (.28-.26) (.39-.22)
200 28.0 34.0 . 38.0 40.0 . 40,5
(.42-.20) (.45-.28) (.47-.26) (.49-.22) (.50-.18)

W Cavii:y gas at 2300°K; uniform cracks 0.30 cm wide, 60 cm long,
¢pen en : _

** Numbers in parenthesis refer to crack thicknesses in cm at
front and rear of crack as influenced by gas pressures and
reflected stress waves (case stiffness and distance of motor
case assumed as 5,000 Bars/cm and 5. cm, respectively)

Table 2

SPREAD OF BURNING FROM CAVITY INTO CRACKS
AS FUNCTION OF INITIAL CRACK THICKNESS*

Igiti;l Depths of Burning as Function of Time, cm
rac
Width, e¢m 0.3 ms 0.4 ms 0.5 ms 0.6 ma 0.7 ms
Wbt et | S £ AR TR RIS e <o TR _
0.05 7.0 8.5 9.5 10.5 11.5
(open) (.11-.05) (.12-,04) (.14-.03) (.1l6-.ULl) (.17-0)
0.12 7.5 12.0 15.0 16.0 17.0
(open) (.36-.30) (.37-.29) (.38-.28) (.38-.26) <(.39-.22)
0.30 8.0 16.0 20.5 22,0 26.5
(open) (.36-.30) (.37-.29) (.38-,28) (.38-,26) (.39-.22)
0.30 8,0 . 16.0 . 20.5 21.5 25.5
(closed) Jg('36"29) (.37-.29) (.38-.29)' (.38-.30) (.38~.32)

* Cavity gas at 200 Bars, 2300°K; uniform cracks, 60 cm lon

** Numbers in parenthesis refer to crack thicknesses in cm at
front and rear of crack as influericed by gas pressures and
reflected stress waveas (case stiffness and distance of motor
case assumed as 35,000 Bars/cm and 5. cm, respectively)




with short cracks of the order of inches in length show that the i
end condition has a very important effect upon the spread of burn-
ing under essentially uniform pressures. ’

Finally it should be observed that the downstream end of
closed-ended cracks tend to contract less than cracks connected

to a low-pressure reservoir., In none of the above cases did the
pressure,

J

?

gas pressurcs within the crack rise appreciably above the cavity i
' 3

{

In order to produce pronounced pressure rises within the
crack we chose a long crack with an inverted taper to yield more
. uniform crack thicknesses following contraction. An inverted
taper was chosen in that cracks tend to open at the upstream end
and close at the downstream end. The upstream end of the crack i
was considered connected to a cavity held at a pressure of 200 ]

- Bars whila the downstream end was considered closed. To accen- i
tuate the reflected stress wave we chose a very stiff motor case !
b of 10,000 Bars/cm located at a distance of 5 cm from the crack. .

| l‘ : Crack deformations, and gas pressure and velocities are ... ' i
R gshown in Fig. 17, The crack deformations are scaled independ-
ently of the crack length. Extent of burning is indicated by

the dashed lines using an arbitrary burn criterion of 0.1 cm/sec,
Gas velocities and pressures within the crack are presented along
yo the length of the arack. Pressure and velocity predictiono sre

L : not presented at 0,73 ms due to unaccountable energy losses from

! E the gas. It is believed that the computaticnal errcr is due to
T order of magnitude variations in the crack thicknessas during

i U the final stages of crack collapse. Throughout the ruh, mass was
‘ congervad., In spite of large energy losses vory rapld and pro-

{ nounced pressura rises were predicted within the crack at 0,73 ms.
. However, tha magnitude of these pressures cannot bs defined until

, [; the code is revised to treat pronounced variaticas in the crack
g' thicknesses. . - =

] ﬁ From Fig. 17 it may be seen that ﬁhq'gan prersures are .

' © generally low up to 0,50 ms exccpt. at the closed end of the crack.

5 a3




Cavity: 200 Bars, 2300°K
Crack 45.cm long, 0.20-0.29 cm thick

200 Bars 200 Bars
0 cm/sec 1 Bar 70,700 cm/;;;% 120 Bars
0 1 74,100 100
0 1 81,800 77
0 1 95,700 é 59
0 1 112,000 1 48
0 1 126,000 41
0 1 137,000 37
0 1 144,000 1 3
0 1 144,000 } 32
0 1 119,000 | 39
' Time=0 : . Time=,25 ms
200 Bars . - 200 Bars
45,200 cm/sec 162 Bars

45,400 152

47,300 137

49,800 119

53,100 - 99

57,600 82

58,200 66

57,300 83

-3,600 - 94

-1,590 194 . .
Time=50ms - . times, 73 o

Figur. 17 SPREAD OF BURNING; CRAGK DEFORMATIONS;
: o AND GAS PllBIUREB AND VELOOITIES :
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The elevated pressure 1s caused by the reflected shock. Up to
this time high velocity gas flow is the prime cause of preasure
changes rather than burning. The reverse would be expected if
the crack contracts sufficiently. Important considerations in
this regard are the extent to which a crack is able to contract
in view of its highly irregular surfaces, and the consequences
of possible impact. In the example cited by Fig. 17, the minimum

crack thickness was achieved at 0.73 ms and subsequently increased.:
However, in view of the computational error cited earlier, it was .

not possible to quantify how close the propellant surfaces came

to impacting.

Depths of propellant evolved were quite small -- ranging
from a few microns to a few tens of microns. The greatest loss
occurred at the upstream end of the crack due to higher heat-
transfer rates and longer burning times. At the region of mini-
mum crack thickness at 0.73 ms, only 2 microns of propellant
were evolved. This suggests that crack surfaces may not be ap-
preciably altered by the burning prior to any impact. Leaving
much of the more sensitive propellant components at the surface
could have important effects upon the consequences of crack
closure/impact. This subject will be returned to in the next
section,




)

4. SUMMARY, CONCLUSIONS AND FUTURE NEEDS

In this section we shall summarize conclusions derived from
this study. Following this we shall present our views regarding
future studies to resolve this most complex problem.

4.1 Summary and Conclusions

Several phenomena have been identified as playing an impor-
tant role in causing rapid pressure rises within cracks. The
first is pressure-induced deformations of cracks,

During period§ of gas filling, cracks will expand in a non-
uniform fashion as high-pressure gas flows into the crack. Crack

surfaces can displace outward at rates as high as 100 to 200 cm/sec.

Since the period of gas filling is of the order of milliseconds
(depending upon crack dimensions), cracks can expand by as much
as tenths of a centimeter.

" Cracks will continue to expand at least until arrival of
strass waves. These stress waves could arise from other cracks
and/or by reflection from tha motor case. In this study con-
sideration was given only to reflected stress waves. With mul-
tiple cracks, the problem becomes highly statistical. Quanti-
fication of the conditions (cracks, motor case, and propellant
composition) necessary to produce rapid closure of cracks
has yet to be accomplished,

Another possibly important factor in causing rapid pressure
rises is that burning velocities can achieve values at least 2
to 3 times larger than their quasi-steady-state counterparts as

‘a consequence of rapid increases of heating, In this regard,

increased gas pressures, temperatures and velocities produced
during the final stages of crack collapse could have important
implications in accelerating gas burning.

At least two aspects of propellants can play an important
role in accentuating the propellant burning rates. . The first
is their activation energy.' The higher the activation energy,
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the less the temperature rise needs to be to increase the velocity
by a given amount. Thus propellants with higher activation ener-
gles will exhibit more rapid and pronounced velocity responses

to changing thermal fluxes. In this regard HMX is particularly
hazardous, in that its activation energy is almost twice that

of conventional propellant ingredients.

The second factor is internal heating. During the course
of this study we have found that positive net internal heating
will cause greater overshoots of the velocities than those in-
dicated previously for zero net internal heating (see Figs. 14
and 15). The problem here is the lack of information describing
internal heating during highly dynamie burning. Using steady-
state values, while questionable, is the best alternative at
the present time,

During the final stages of crack collapse the problem be-
comes more and more conjectural involving large uncertainties
in the

@ Consequence of possible impact

o Gas flow

e Amounts of heat feedback from burning propellant
e Internal heating

® Reaction kinetics

At some point during crack collapse, analysis will not suf-
fice and one must resort to experiments. Model predictions will
still be needed, however, to establish the experimental conditions.
In the next section we shall briefly discuss the type of experi-
ments needed to assess the consequence of crack collapse,

4.2 Future Needs

Several important provisions need to be incorporated into
the code. These are '

e Equation of state

o Variable-length crack slements to expedite calculations

a7
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e Means for approximating heat feedback from burning
rropellant

o Means for accomodating highly variable crack
thicknesses in the gas dynamic calculations

o Crack propagation criterion

¢ Provisions for branching cracks

e Time-dependent conditions at open ends of cracks
e Detonation criterion

0f paramount importance i: knowledge regarding the consequence of
impacting burning surface at elevated pressures. As noted earlier,
such knowledge is best acquired experimentally. These experiments
should involve impacting burning propellant surfaces ar various
ambient pressures, In such experiments csre needs to be exercised
to achieve realistic closure spceds, as well as crack surfaces
and burning conditions.

The ultimate objective of such experiments should be the
identification of the threshold conditions (closure speeds, burn-
ing conditions and pressures) required to initiate det.nation.
Once these threshold conditions have been established, the code
shall be in a position to explore various means by which the
threshold conditions may be avoided through changes in high-energy
propellants, operational pressures, and motor design.

e e e e e Sl
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APPENDIX A
MEANS FOR PREDICTING REGRESSION VELOCITIES

A.1 INTRODUCTION

During burning, propellants can evolve material into the
gas stream by the discharge of molten material and gas. These
effects arc not independent of each other in that molten mate-
rial from one of the propellant constituents can flow over other
constituents and affect the rates at which they evolve. Here
we shall discount such an effect and concentrate our attention
upon each of the two ideal situations cited above. The actual
situations undoubtedly lie somewhere in between.

A.2 CRITERIA FOR ASSESSING VELOCITIES
A.2.1 Gas Evolution

A common practice is to predict regression velocities V
using the surface temperature T(o)-l-'ro as follows

Vm=aexp- (E/(T(O)+T°) : (A-1)

where a = constant, cm/sec :
E = activation energy divided by gas constant

* Implicit in this expression is that there is a constant mass of

material at temperature T(0) + To. Here we refer to the presence
of a thin hot melt/solid layer from which much of the gas origin-
ates., Cartainly this assumption is reascnable for steady or
near-steady burning over a limited range of velocities.

in order to use Eq. A-1 it is first necessary to prediccl
the surface temperature TC(0). This is usually accomplished by
assuming :

o all heat transfer through &ny molten layer and
underlying propellant is conductive

e sll internal heating and latant-hont abnorption
occurs at the uurflco .

St




While neither of these assumptions are appealing they are pres-
ently necessary in lieu of adequate information and understand-
ing of the many complex processes taking place near the surface.

In the remainder of this appendix we shall present an altern-
ative to Eq. A-l, predicated upon changes of the mass from which
gas evolves during highly dynamic burning. Choice of most appro-
priate approach depends upon how the mass of critically heated
propellant changes during dynamic heating and burning. With Com-
position B,we have found the foam mass during steady burning to
increase slightly with pressure (1). On the other hand, PBX re-
sulted in decreases in mass as the pressure was elevated. Unfor-
tunately such steady-state experiments do not indicate how the mass }
will change under dynamic heating conditions. . 3

with solid particulates in such a fashion that one can treat
the heat transfer as conductive. All thermal properties are
assumed as constant, Integrating the Arrenhius relationship
over some depth § containing most of the heat yields

V= Z.[lixp (-E/(T(x)+To))dx (A=2)
o] R

where V = rate of surface regression
T(x) = temperature rise at depth x
Z = frequency factor
E = activation energy divided by universal gas constant.

;' ] T, = initial temperature, absolute

Because of the exponential term in Eq. A-2 the integration
needs to be performed only over shallow depths of propellant
having temperatures in the vicinity of the surface temperature.
Proceeding upon this fact, the near-surface temperatures T(x)
will be approximated using the following exponential relationship:

T(x) = T(0) exp-Cx o , (A-3)

where C is a constant which for'qclady-ltatu_burnihg oquglp the
velocity V divided by tha thermal diffusivity a. To determine

For this case weé shall assume that the melt is indispersed W
{
|
|

|
|
':
1
|
{
-;i




the appropriate expression for C for unsteady burning we shall
multiply Eq. A-3 by -K and differentiate with respact to x to
arrive at é&n effective flux q of .

X -%§§2|x_0 KT (0)C | (A-é)

where K = thermal conductivity. Solving Eq. A-4 for C yields

C = griey | (A-5)

Equation A-2 will now be approximated by first replacing
the variable x by the variable y given below.

y = T(0) exp (-Cx) + To _ . (A-6)

The result is Yo

Y1 °
where yp, = T(0) + T,
yp = T8 + T,

Expanding the integral of Eq. A-7 by parts yields

Yo . Yy b ]
exg-EE[x) - exg-QE{x!-xz . ex%-gﬁlzl'x
f by dy E(y-Tgp) | 2]; L (y=Tq) dy +

Y1 1 . | (A-8)
yzﬂxg-s [!22 Y
(y-T )

Here the two 1ntagraln on the right-hand side of Eq. A-8 are
small compared to the integral on the left-hand side and tend

to cancel each other out. Neglecting these terms,and the negli-
gibly small contribut:icna from the lower limit Y1 ylelds

Ve —E oxp(-!/('r(o)ﬂ‘ ) (T(O)+T )2/1(0) (A-9)

Using the appropriate cxpr.osion for C, this cquntion can be

applied to either steady or unsteady burning. qu_uqntccdy burn-

ing, the velocity from qu. A-5 and A-9 1is

3 § LR TR S N




A

v K exp (-E/ (T(0)+T,)) - (T(O)+T ) (A-10)

q

This equation presumes that the critical mass decreases in-
versely with the heat flux. Choice of Eq. A-1 or Eq. A-1 depends
upon whether or not this assumption 1s more valid than a constant
mass. Here we have arbitrarily chosen to use Eq. A-1 for HMX.
Future analyses needs to be conducted to establish the consequence
of the two assumptions upon detonation. If found important, ex-
perimental studies should be conducted to establish which of the
two approachea is more valid for each of the more sensitive pro-

. pellant ingredients.

A.2.2 Melt Evolution

To treat this ideal situation, the temperature of the regres-
sing surface must be maintained at its melt temperature. Incident
fluxes q' are discounted by the rate of heat absorption needed to
melt the propellant at the computed velocity. The result is repre-
sented by the effective flux q. Temperatures are calculated as
described by Appendix D.

In the next section we shall discuss how the required dis-
placements are calculated for each time interval.

A.3 COMPUTATIONAL SCHEMES FOR DETERMINING DISPLACEMENTS Axi

Displacemants Ax are determined for each time interval by
a trial and error method using the criteria discussed in Section
2 of this appendix. Hare the displacement or velocity are ap-
proximated by computing limits within which the correct value
lies -~ 0x; for the case of gas nvolutipn. of Vi for the case of
melt evolution. These limits are progressively narrowed following
each trial. Successive estimates are set close to the geometric
mean for the case of gas evolution, or equal to the arithmetic
mean for the case of melt loss.

A.3.1 i-glacgmento bx Gag Evg;gggg

For each trial the tompornturc at “i 1 + ax, is computed
using Eqw. D- 21 and D- 22 followcd by a dutnrminution of the
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‘*N : velocity V, using Eq. A-10. The estimated axy and the resultant

value for Kii = (V;_1#V )4t /2 are then used to narrow the Ax
limits. 1If Z§i>Axi, the lower limit is set egual to axy while
the upper limit is set equal to O.SAxi+0.6A§i.

PR S SIS T WD L Lt

1f Kii < ax, the upper limit is set equal to Axy and the !
lower limit is set equal to O.SAxi+0.4A§1.

The reason for setting the limits as described is due to
the fact that temperature dacreases with depth. The result is
non-linear decreases in the estimates of the velocity with in-
creases in depth such that

| 4%, -ax| > |ax-ax]| . (A-12)
where Ax, and Aii bracket the correct value AX.

o ' : If the limits agree to within 5 percent the computations
! ' are completed, Otherwise, a new trial A%y is taken close to
the geometric mean of the two limits and tha process repeated. '
P oy Generally 2 to 7 trials are needed. ’

A.3,2 Displacements by Melt Evolution

This situation is treated in a very similar fashion as
discussed in Section 3.1. The principal differences are in
: using velocity limits, and in using arithmetic means to upgrade
I g the velocity estimates.

For each trial velocity, the trial displacement is substi- i
~uted into Eqs. D-21 and D-22 to determine the surface temperature.

" Then the velocity limits are narrowed according to the calculated
: temperature Ti at the trial depth o%y . For the firs: trial, the |
upper velocity limit Vh is set equal to the highest value possible, ‘

namely - . i
Vst o (A-13) ’

where q = effective flux nllowing for molting (Soo Eq. 2) -
o= density -




‘-_-gmﬁ;

C = specific heat
T, = melt temperature above initial temperature

Initially the lower limit V, is set equal to 0. A trial velocity
V is then taken halfway between the two limits, and used to deter-
mine the temperature rise Ti corresponding to the resultant dis-

placement V'At. Here At represents the time interval previously
selected,

Limits are then adjusted according to whether or not Ti is
above or below Tm' Here we use the temperature gradient to esti-
mate the displacement and velocity changes necessary to yleld To
To prevent overcorrections, only half of the velocity changes are
used. The result is the new limiting velocity ¥ presented below

Vav + B%%T—m-)- (A-14)

If T, ls less than T, the upper limit Vh islset equal to the

minimum of its previous value and V. If T, exceeds T

m’ Vz is
set equal to the maximum of its previous value and V.

A new trial vulue is then computed for V based upon the
arithmetic mean of V, and Vy,. Once these limits agree to within
5 percent the computations are completed. Generally 2 to 7 trials
are necessary to approximate the velocity and assoclated displace-
ment Ax.
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APPENDIX B
GAS DYNAMIC MODEL

B.1 INTRODUCTION

One essential aspect of the initiation and burning of propel=-

lants in cracks is the transfer of the gaseous reaction products
(and the energy and momentum associated with this gas) along the
crack, Thus the establishment of a gas dynamic model which in-
cludes a variety of flow features which may be significant is a
basic requirement of this study. This gas dynamic model, when
properly coupled with the heat transfer, ignition, and burn models
will allow for the apprcpriate interaction of these physical events
to occur and permit an investigator to examine the severity and
sequence of the events which occur in this complex problem for a
variety of pacameter values or model variations or assumptions.

In this manner an insight into the occurrence of the accidental
detonation of high energy propellants can be developed as weall

as providing a rational basis for the design of experiments with
which to verify or evaluate the importance of some parameters

or effects. This appendix presents the development of the gas
dynamic model and its associated numerical representation for
computer application,

The gas dynamic modelwhich already includes a variety of
features and effects 1s still considered to be a preliminary
version subject to modifications, These modifications will be
indicated by initial results and/or the limited treatment of
some aspects  of the initial model. The gas dynamic model is
based upon an Eulerian representation of the flow region and
is limited to a one-dimensional treatment. The selection of
the Eulerian representation permits a simple identification with
propellant locations along the crack and allows for the mixing
of freshly burned reaction gas with gas from other gas movements.
It is also convienient for the large movementa oxpnrinnccd by
some of the gas. The one-dimensional treatment is appropriate .
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because of the extreme length of the crack when compared to its
thickness. It is recognized that flow gradients will exist

across the thickness of the crack, thus the value of the variables
used in the one-dimensional treatment are average cross-sectional
values. The width of the crack is assumed to be much wider than
the thickness and relatively uniform, Thus the most significant
flow gradients &and movements will occur in the direction along

the length of the crack.

The current model treats a crack of some specified thickness
variation at a reference time (defined as zero time). The gas in
this crack at this time is of the same composition as the reaction
products and exists in a rest state (no flow) at some low pressure
and temperature (say the ambient temperature of the propellant),
The crack 1is connected, at the upstream end, to the primary rocket
motor chamber which is filled with gaseous reaction products which
are at a high temperature and a high pressure. The chamber state
is treated as a constant state with respect to time because of
the relatively short duration of the events occurring within the
crack, This simple treatment can be readily modified to accomo-
date some other specified chamber state variation. The crack is
cornected instantaneously to the chamber and thus a rapid inflow
of hot gas occurs in the crack, This is the start of the process
which may lead to the ﬁnwaﬁted detonation of the high energy pro-
pellant., It would represent a situation in which an internal
crack propagates until it intercepts the primary chamber. A num-
ber of other starting conditions could be formulated, however it
is believed that the above stimuyli is somewaht representative and
should lead to conditions of intarest in identifying the mechanisms
and interactions which may lead to rhpid propellant burning within
the crack,

The downstream end of the crack can be represented by either
a closed end or a connection to a low pressure chamber. In the
latter case only gas outflow is permitted and the pressure in the
low pressure chamber 1; held cbnutpnt_at_the level of the initial
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pressure within the crack. This situation represents a possible
connection to a relatively large debonded region which is momen-
tarily isolated from the primary chamber. In this case the crack
length is constant., If the closed end crack condition is selected
it is possible to permit the length of the crack to grow in some
arbitrarily selected manner., This crack growth feature is not
based, as it ultimately should be, upon sotte physically plausible
crack propagation mechanism. The incorporation of such a criteria
together with the possibility of the branching of a single crack
to form a complex network of cracks represents some of the ulti-
mate goals for the improvement of the overall physical model.

B.2 BASIC EQUATIONS

The equations of fluid dynamics are written with respect to
the Eulerian frame of reference in which the independent variables
are the distance, x, along the crack and the time, t. These eq-
uations represent the conservation of mass, momentum, and energy.
The present gas dynamic model includes the effects of inertia,
wall friction, mechanical wall response, and mass and energy
addition. Heat transfer effects are incorporated into the
energy addition term, .Furthermore the incorporation of mech&ni-
cal wall response effects appear at this stage as wall movement
and flow area variations along the crack. The mechanical res-
ponse of the propellant to the imposed pressure enviroment is
treated in Appendix C.

The conservation laws can be developed by considering a ¥
control surface enclosing an element of volume of length, dx.
This control surface is illustrated in Figure B.1l, The conserv-
ation laws state that the time rate of change of the entity con- X
sidered, within the control volume must equal the net flux of
this entity through the control surface, plus any related bound-
ary contributiones such ae mass or energy addition, work done at
the boundary, or boundary forces. The ares of the flow channel,
A, is onc of dependent variables to be considered. However, in
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view of the fact that the crack is very wide compared to its
thickness or height, the width of the flow channel can be set equal
to unity and a corresponding variable, the crack height, h, can

be used. Thus

A= 1.h (B-1)

It should t2 noted that although this variable has the dimensions
of length, a dimensional check of the following equations will
imply that it should have the dimensionz of length squared. This
is the case when it represents the area of the flow channel.

The three conservation equations are:

Mass
3p , du . 3p . m _ pu 3h oh }
Eretum TR W B oot (B-2)

where p = gas density
u = gas velocity
m = mass addition per unit length per unit time

The wall motion (veloecity) is given by (dh/3t) (see Figure B-1)

Momentum
du , 3u_ 123p_ _ 2t _um .
ET A T IR T ) (8-3)

where T = wall shearing stress. The wall shearing stress can be
expressed in terms of the conventional pipe friction coefficient,
f, defined by

T

£= Ty (B-4)
Xpu

Furthermore this stress acts in a direction opposite to the fluid
motion. The momentum equsation can then be reformulated as:

Brudeslle --f-—Jh—-l- (B-5)

The coefficient £ 1is assumed to be constant at a nominal value

because its value and dependence are uncertain for this complex
flow environment.
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Energy
de de : e.m
T T u 5h sh T
T + U 4+ E 5§(Pu) é% - %ﬁ 3% ~ PR 3t - Bh (B-6)

where Q = energy addition per unit length per unit time
ep = specific total energy

The specific total energy is given by
ep ™ e + kuz (B-7)
where e = specific internal energy.

Equations (B-2), (B-5) and (B-6) have been arranged wo that
the terms which define the contributions of the special effects
are grouped on the right hand side of the equal sign. When the
sum of the terms of the right hand side are set equal to zero
the conventional gas dynamic equations for the nonsteady flow in
& constant are& channel are obtained. These reduced equations
will be used to establish the numerical method.

B.3 EQUATION OF STATE

The equation of state which has been selected initially for
the propellant reaction products is that of a perfect gas. This
equation of state is considered to be adequate for the initial
phases of the investigation, but eventually a better formulation
must be established.

The perfect gas representation is the following:
p =~ oRT (B-8)

where R = gas constant
T = absolute tempaerature of the gas,

Furthermore, the spacific heats at constant pressure and at con-
stant volume are both constant. The internal energy is given as

e = (75%;“ - (B-9)

where y = ratio of specific heats.
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! The sound velocity of the gas, c, is given as

\ N ¢ = V1B (B~10)

e e e e i

)

\ The values of the gas constant,'the two specific heats and the

: ratio of specific heats are subject to some uncertainty. The
\ following values have been selected for the gas constant and
the ratio of specific heats for the reaction products

R = 3228, (em®C) - ‘ | ?
y = 1.2 :

B.4 FLOW CONFIGURATIONS AND BOUNDARY CONDITIONS ' ’

. The solutions of the above field equations are subject to

the initial conditions within the crack and to boundary conditions

at both the upstream and downstream end of the flow channel. The

initial conditions are those of a gas at rest (u(x) =0) and at

gome pressure p, and temperature, To' The initial height, ho(x)

of the channel is also specified, however no initial wall motion

is permitted (i.e. (3h,/3t)=0). The propellant mass in the vicin~

ity of the crack is thus in mechanical equilibrium with the ini-

tial pressure field within the crack. j

«

|
l
|
! Two basic crack configurations are treated. These are illus-
l trated in Figure B-2. They consist of a high pressure cavity con-
nected to the upstream end (x=0) of a crack of length, L. together
l with one of two downstream end conditions. One configuration has
a simple closed end while the other configuration consists of a
l connection to a low pressure cavity. The high pressure cavity
l
|

conatine a gas at a pressure p, and temperature Tc. both of which

g2 held constant with respect to time. The gas pressure within

the low pressure cavity is held constant at the level of the initial
gas pressure within the crack (i.e. po) and only outflow is permitted.

The boundary conditions at the high pressure cavity end will
depend upon whether the gas flow_is into (inflow) or out of the
crack (outflow). These boundary conditions are illustrated in
the Hodograph plana of Figure B-3. The cavity State; 5., ( a rest
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state) is the appropriate reference state, When the pressure is
low relative to the cavity pressure at the downstream end of the
crack inflow may occur. 1If inflow does occur, the cavity gas will
flow into the crack after first expanding isentropically (at con-
stant energy) in the vicinity of the inlet. This expansion process
will accelerate the gas and lower both the pressure and the sound
velocity. The flow Mach number, M, (Mzu/e¢) will increase until it
reaches a state which is in equilibrium with the internal flow

at the boundary provided it does not exceed a value of unity. At
that critical point no further expansion can occur since, in effect,
no further information regarding any additional expansion can be
communicated back to the cavity. Any additional expansion, if

it can occur, will occur as a non-steady expansion within the
crack. The field equation will provide for the solution of this
additional expansion. Thus the permissible boundary conditions at
the downstream end of the crack under inflow conditions will be
those states associated with the energy line bounded by the cavity
State, §,, at one end and the sonic inflow Stafe Sgq at the other
end. The energy line is defined by

e 2 = c? + (Gh WP | (B-11)

1f subsonic outflow occurs the pressure at the upstream end
of the crack will be equal to the cavity pressure, p, (see Figure:
B-3). However, if the flow becomes sonic or supersonic then the
pressure can change to any value such that the boundary state
within the orack lies in the supersonic outflow reglon bounded
by the sonic outflow line. This region is illustrated in Figure B-3.

The same boundary conditions apply at the low praessure cavity
end of the crack when this configuration is used, however the
present model does not permit inflow to occur. Some model modi-
fications in this area may ultimately be made however, they will
be influenced by the physical model associated with this low
pressure cavity, such as for example a cavity filling process with

4 wubsequent buildup of pressure and temperature within the finite
volume cavity.. '
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The boundary condition for the closed end is a simple one of
no flow (i.e. u(Lc)EO). The current model does permit the crack
length to be extended arbitrarily whenever this configuration is
used. Whenever the crack is extended,the new portion is filled
with a rest gas at the initial pressure and temperature (po,To)
and the closed end boundary condition is applied to the new closed
end location. This crack extension is, in effect, an instantaneocus
crack extension.

B.5 NUMERICAL PROCEDURE.

The numerical solution technique employed in the gas dynamic
model of the present study is, in its reduced form, a rather con-
ventional Eulerian method of the FLIC (fluid in cell) type. This
method was originally developed at the Los Alamos Scientific
Laboratory.

The numerical solution of the foregoing equations proceeds
from the initial conditions specified in a forward stepping time
wise manner subject to the numerical solution of the field equa-
tions, auxilliary timewise inputs, and the appropriate boundary
conditions. An artificial viscous pressure term, q, is added to
the thermodynamic pressure during the computations when the flow is
subsonic and the compression rate is positive. This contributes
to the suppression of flow discontinuities and to the computational
stabllity in reglons of subsonic flow.

B.5.1 The Computing Mesh

A one-dimensional mesh of uniform length Ax, cells is estab-
lished. Each cell is identifiad by an indice, 1, corresponding to
its center. Thus the boundaries of the ith cell are at the loca-
tion i+%. Increasing i corresponds to increasing x. The selection
of uniform cell length is an initial convienience. 1If subsequent
results indicate that one portion of the crack requires substan-
tially greater resolution in the space variable, x, than do other
portions then variable length colll can be introducnd with little
additional complications.
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The values of the dependent variahles are associated with
the cell centers with the exception of the pseudoviscous terms
which are computed at t"e cell boundaries. Assuming that all
properties are known for each cell at some time t?, the computa-
tional procedure is to determine the state in each cell at a
later time tn+1 = t® 4+ At. The time step At is restricted in
[ magnitude by conditions required for stability of the computations.

The resulting space time grid network is illustrated in Figure B-4,

I - B.5.2 Stability Formulation

There are several stability type conditions that other inves-
tigators have found applicable with this type numerical technique.
One such restriction is that (umaxAt)/Ax <1l. If fluid particles
were explicitly ttreated in the computation, this criterion would
prevent a particle from crossing a complete cell during one time
step. In the pure Eulerian scheme the interpretation is made
‘ _ that the transport terms are calculated more accurately with cor-

] : ‘ responding improved averaging of the numerical fluctuatione. A

| ‘ second restriction is the familiar Courant condition, cAt/ax<l,
which limits the propagation of fluctuations in the subsonic

flow regions. Another source of instability is the computation of
negative internal energies in the cell due primarily to the treat-
ment of boundary conditions, but also from inherent numerical fluc-
. : tuationa. For a fluid obeying the ideal gas relation, the criterion
| f that prevents negative internal energles is that 4(y-1) umaxAt/Ax<l.
\ ' These stability criteria can be written as

| g at < Min (2% i). over i (B-12)
At < Min ( 2%y over i (E-13)

©y
At < .625 Min (ﬁ%}, over 1 (B-14)

In the last equation a value of 1.4 for vy was used. A simple
stability criteria which sltinfien all of the foregoing rcquiro-
monts and which s ulad in the culculationl is
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At = ¥ Min (g %ﬁi’cij)' over i (B-15)

where the factor % is chosen to reflect the typical severity with
which the inequalities (B~12) to (B-14) are generally applied.
The introduction of gpecial effects may have an impact upon the
stability of the calculations, therefore additional time step
criteria may have to be introduced.

B.5.3 Artificial Viscosity Term

Artificial viscous pressure terms are computed at time et
at those cell boundaries acrocs which a negative velocity compo-
nent gradient exists, provided that the local Mach number does
not exceed & prescribed value defined by a constant, A_. The
terms are proportional to the velocity component differences
between adjoining cells at the boundary where it 1s applied.
Specifically,

Uy = By, o (U274 (B-16)

provided U osuyy 0

2
i+ i+%
If either of the indicated flow conditions is not satisfied, the
viscosity term is set equal to zero. The values of Ag and B used
in the calculations wera 100 and 0.5 respectively. The subsonic
limit correspond to a Mach number of 0.1.

and Aquz - C <0

B.5.4 Intermediate Vg;uos of the Flow Variables

At this stage of the development of the numerical method only
the reduced form of the field equations will be treated. These
equations are rewritten in the following form.

%@ + {% (pu)

0 | (B-17)

B4+ udl - % . (B-18)
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and
n
de de q - Je, .
e LEEE TR -1

where intermediate values of the velocity and the internal energy
(denoted by the circumflex ~) are computed from their local rates
of change neglecting the transport terms in the field equations.
The gradient and divergence terms in the momentum and energy equa-
tions are calculated from numerical approximations to the equiv-
alent surface integrals of pressure and velocity over the cell
boundaries. The resulting difference equations are

wn - n - _At n - n -20
R N N
and
At
Sheel- n, [G?-i-!; (Plag * Gi4y) - Uiy (P + df y)
Py X

where the macrons used in Equation (B-21) represent the average
(u" + U")/2 at the indicated subscript. These forms provide
significant advantages in the development of numerical solution
algorithms,

An intermediate value of the total energy gT is computed
from its dafinition, Equation (B-7), using the .atermediate
values of internal energy and velocity just calculated.

B.5.5 New Values of the Flow Variables

n+l

Final values of the flow varizbles at the new time t
are calculated next for the call centers by Including the trans-
port effects. The procedure, in principle, is to associate with
the intermediate flow field a transport of mass, momentum and
total energy, defined in terms of'their intermediate values,
across the cell boundaries. The technique of donor cell dif-
ferencing is used in which thd_tran;pbxt of these qu@htitios is
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calculated from the donor cell, i.e., the cell from which the
fluid is flowing. This technique prevents cells: from developing
negative densities due to numerical fluctuations and provides
good stability properties in the far subsonic regions of the flow.

The mass flow terms are calculated from the numerical approx-
imation of the surface integral equivalent to the divergent term
appearing in Equation (5-2), resulting in

Dan

AM? +y _ (B-22)

iy~ (Piay)

The superscript D is used to indicate that the density is assigned
the value according to the donor cell requirement, which may be
written as:

of + Upay > O
(g4 = (B-23)
n nn
Pi41’ Ygpy < O
It is now appropriate to rewrite the momentum and energy
equations, Equations (B-17) to (B-19) as

e

u _ 38
ot

(B-24)

- u

R+
xg

t

and

n
where the reduced nonconvective equation, (Equations (B-17) to
(B-19)) that are used to define the intermediate flow variables that
have been used, The transport terms appearing in Equations (B-24)
and (B-25) are evalugted from numerical approximate to their
equivalent surface integral representations., Next, applying
first order finite-differences toall temporal derivatives, the
following general difference formulation of the reduced ficld
Equationl (B~17),(B-24) and (B 25) is obtained.
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n+l nt+l _ - 1 ND XD n
Py " Fy {9111 * Rix [ Fyoy OMy 3-Fioy AM1+a]} (B-26)

where the variable F is used to represent in turn the various
flow variables according to

F, = {l.ui.(eT)i} ' | (B-27)

The identity value of F can he interpreted as a mass flow which

transports only itself, thereby conserving mass and allowing

Equation (B-26) to be used in the calculations of the new cell
density p?+l. The donor cell requirement on F 1s given by

gn am

vooop_JFi v Yy >0 |
(Fypp) o (B-28)

Fier By <0
Substituting the mass flow equation (B-22) into Equation
(B-26) yields the following calculational form for which extremely
efficlent numerical solution algorithms may be developed:

n+l -n+l ® ae [ D ¥ o D I -

PL Ry {pipi ¥ Ki-[°i-% Fiog Yiog © Preg Fiey “1+*]} (B-29)
Once Equation (B-29) has been evaluated for the density,

velocity and total energy, the new values of internal energy,

pressure, sound velocity and temperature are readily calculated

from Equations (B-7), (B-9), (B-10), and (B-8), respectively.
B.5.6 Treatment of the Special Terms

The previous description of the numerical procedure dealt
with the reduced form of the basic equations (Equation (B-2),
(B-5) and (B-6)). The special terms of these equationsa can be
incorporated into the numerical procedure in a relatively simple
manner. First consider the. friction term of the momentum equation.
This term contributes to the local rate of change and can therefore

be incorporated into the calculation of 4. Thus Equation (B-19)
can be expanded as
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and changes Equation (B-20) to
fult [ u?
t
" - u? - ﬁ [(p+q)2+% - (p+q)i_k]- At-—nigﬁi— (B-31)
pybx 1

The mass and energy equationg can be rewritten in the form.
%0 4, 1 3 .o _ oW -
5t TR (Pu) <R - (B-32)

where W = 3h/3t = wall velocity and

de de : Y enm
T T, 1 3 - w1

e * Ut of 0 (Puh) .FJ%%H_EE- (B-33)
The intermediate value of the internal energy is now computed from:

2 '

& = - 2 & (puh) - B¥ _. (B-34)
Therefore Equation (B-21) becomes

wn oo .n 1 At |=n n n n

®1 7 %L 7 Topm {H | g Plax Pl + dLay)

it

-7 n n n -n,n , n n
- Ugly hi~¥ (Pi_% + qi-k) -y hi (qi+% - qi‘k)
+ atp] ‘}1‘,}} ' (B-35)

The final values of the flow variable at the new time tn+1 are
then calculated from considerations of the following expanded
equations for momentum and energy

U - 3?‘1 - au Lﬂi\ (5'36)
3% ~ 3t " Y3 " oh

B T TR S (8-37)
and Equation (B-32). '
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The general solution equation, Equation (B-29) is no longer appli-

cable because of the various special terms, Rather three, some-
what similar relations are needed. *hese are the following.

+1 1 {aclp
oy °1+F{I{ Ix |Pi-y Pi-y Uiy - ey Piey i+35]

n+l n+l _ o At D ¥ u D D «n
N A ™ (pi 5 Ti-x Uiy 7 Piy Fiey “1+A5}
st
™
i v (B-39)

_where ¥?+% i3 defined by Equations (B-27) and (B-28).

and

D

n+1 ntl _ At | D TN
(ep)y py(E)y + 3x {pi-s; Fix Yoy

D “D at [, N :
- 0i4y Froy Uggnt * h, [Qi - (eT)imi] (B-40)

B.5.7 Boundary Conditions

The boundary conditions imposed upon the two ends of the
flow channel are accommodated by the use of one dummy cell at
each end. The first upstream cell of the flow channel is desig-
nated by i=2 and the associated dummy cell is designated by i=1.
1f i cells are used to represent the flow channel then the last
real cell is designated by ib-1n+1. The downstream dummy cell
is designated ic-ib+1. Thus a total of ic cells are used,

The cell 1i=1 represents the houndary cell for the high pres-
sure cavity and somc values of the variable in this cell will
depend upon whether inflow or outflow conditions exist. 7This
condition is determined by examining the value of u, at any ¢t line
t®. For outflow P1 ™ Pe provided the flow ie subsonic, otherwise

Py ™ Pp- This latter relation provides better numerical uncoup-

ling from the cavity under sonic and supersonic outflow conditions.

B19
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For inflow Py is determined from the energy equation in the
following form

(y-1) u12 T
P = P [1. - ML -c—?] \ (B-41)
o4

where u, = uz‘provided that its value does not exceed the sonic
value, U This critical value is

R a2

The cavity sound velocity, Cus i3 determined from Equations
(B-8) and (B-10). The velocities 4 and U in cell 1 for both in-
flow and outflow are set equal to theilr corresponding values of
cell 2, viz.

i, =

Y 2

17 %

provided that they do not exceed the algebraic value of Uy
This limiting requirement can only be experienced during inflow.
The density P and total energy (eT)l are required for inflow.

They are given by the following reiations.

P 1
Py ™ Pe (-p-i-)v (B-44)
und
RTC
(eT)l ~ W (B-45)

The boundary conditions are the downstream end are dependent
upon the type of end condition being used. For the closed end
configuration the particle velocity at the end of the channel
must vanish. This is accomplished by setting the intermediate
values of the velocities U and T in cell ic equal to the negative
of the values of their corresponding values in cell iy viz,

B20
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“te T "Yip

In addition the required state variables of cell 1. are set equal
to the corresponding values of cell ib to, in effect, create a

plane of symmetry, specifically
~Pie ¥ Pip _
piC - pib (3'47)

The downstream boundary conditions for the low pressure cavity
are considerably simpler than those for the high pressure cavity
because only outflow i1s permitted to occur. The following values
are needed,

Pic ™ Pq if Mib < 0, otherwise Pic ™ Pyp

“te T Yib (B-48)
“1e " Yib

Where Po is the initial pressure of the gas within the. crack.
B.5.8 Calculation Method

The basic calculation procedure is to evaluate Equations
(B-16), (B-31), (B-35), (B-38), (B-39), (B-40), (B-9), (B-7),
(B-10), and (B-8) and the appropriate auxiliary equations for each
cell of the computing mesh (cells i=2 to ib) during each time step.
The numerical results computed at the end of any time step, together
with a new set of boundary conditions, then serve as the initial
conditions for the next time step, and in this manner the numerical
golution is advanced in time.

B2l
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B.6 CODE VERIFICATION

A computer program was developed to implement the preceding
gas dynamic model. This computer program exists (1) in the form
of a main program with which to examine some aspects of the gas
dynamic phenomena and to serve as a vehicle for further develop-
ment, and (2) in the form of a subroutine of the overall propel-
lant detonation computer model. These codes were programmed in
FORTRAN IV user~oriented source language and have been success-
fully executed on a UNIVAC 1108, a large scientific computer.

The gas dynamic code has been exercised to evaluate its ade-
quacy for the subject problem area. Current results indicate that
reasonable resolution can be obtained for a class of simple flow
problems if approximately 20 or more cells are used to define the
crack length. Comparisons have been made with a number of analy-
tic solutions for hoth transient and steady state (late time)
flows and indicate that the present form is adequate except for
the treatment of the variable area and thus moving wall features.
It is not clear at the present time whether the difficulty is due
to the limited number of cells used to define a large change in
area, a time step requirement, or to some other cewuse. The source
of the error must be examined in more detail and the gas dynamic
code will then be modified accordingly. This problem is not
considered to be a limiting problem,
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APPENDIX C
MECHANICAL RESPCNSE MODELS

C.1 INTRODUCTION

The flow of high pressure gases into cracks within and adja-
cent to the propellant mass and any subsequent burning of these
propellant surfaces will create a time varying pressure environ-
ment with the cracks. The surrounding propellant mass, which was
originally in mechanical equilibrium with a low pressure distribu-
tion within the crack will respond to these new mechanical loads.
It is the purpose of this appendix to describe several mechanical
response models which have Deen used in conjunction with the gas
dynamic model described in Appendix B, One response model treats
the early phases of the mechanical response when stress waves
radiate from the crack and the crack is in a growth phase. The
second model tests, in a simple fashion, the interaction of these
radiating waves with the confining shell structure and their sub-
sequent Interaction with the crack. Under these conditions the
crack growth will generally be arrested and may ultimately lead
to partial or complete crack collapse.

C.2 MECHANICAL PROPERTIES OF THE PROPELLANT

The propellant response to the transient pressure loads within
a crack will be that associated with the generation and propagsa-
tions of stress waves in the propellant mass. The mechanical
properties of most propellant materials are quite complex in that
they are generally nonlinear, rate sensitive, and hysteretic in
nature. Any simple mechanical response model cannot deal effec-
tively with these types of complex behavior characteristicse; however
their impact upon the subject problem is not considéred to be
important. Rather it should be sufficient to model in some simple
way the gross compressibility characteristics of the material.
Thus the material will be viewed initially as a simple linear iso-
tropic elastic material which does not yield or fail in any manner
under the imposed strasses.
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An elastic material will support two basic types of stress
waves, 1.e., dilatation and shear waves. These waves will pro-
pagate at the following speeds.

Dilatation Wave Speed, cy4

°q \/% /;%L(%ﬁ (¢-1)

Shear Wave Speed, cg

= .E- - "’—-'il -
eg \./ 5 \VITEY (C-2)
vhere E = Young's modulus

T = Poisson's ratio
p = density

The ratio of these two wave speeds is dependent only upon Poisson's
ratio, vis: ' ‘

c R T _ :

E-g- - 2%1-_'{:7 (G-3)
The influence of Poisson's ratio is not great until it exceeds a
value of about .45 and then it primarily affects the dilitation
wave speed. The effective wave speed c* = VE7p is the most signi-
ficant parameter. Since Poisson's ratio may be in the broad range
of from 0.2 to 0.4 the dilitation wave speed will be approximately
1.2 C* while and the shear wave speed will be approximately 0.6 c*,
Thus the wave speed ratio will be approximataly 0.5. The density
of the propellants are well known and a nominal value of 1.5 g/cm3
1s used in the mechanical response models. A nominal value of 250
cm/ms was selected for the effective wave speed. This corresponds
to a value of approximately 106 psi for Young's modulus and yields
dilitation and shear wave speeds of 300 cm/ms (approximately 10,000
fps) and 150 cm/ms respectively.
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C.3 INITIAL RESPONSE MODEL

' During the entry phase of the gas flow into the crack a shock
wave is generated which propagates at a speed (depending upon a
number of parameters) of approximately 150 cn/ms. The pressure
distribution behind this shock wave is relatively uniform. Weak
disturbances (i.e., sound waves) propagate at the local sound
speed relative to the gas. The sound speed is generally in the
approximate range of from 50 to 100 cm/ms while the particle veloc-
ity is in the range of from -50 to 100 ¢m/ms. Thus these disturb-
ances will propagate, on the average, at an absolute velocity of
about 100 em/ms, These considerations lead us to the following
approximate inequality,

| ute) | < Ude <ey (C-4)

where U = shock velocity in the gas
u = particle velocity of the gas
¢ = sound velocity of the gas

Thus the wave system illustrated in Figure 8 of the main text
should exist initially. While this wave system is quite complex
many of the waves should be weak and need not be considered. This
is especially true for the outrunning waves. The primary motion
of the propellant mass will be in a direction normal to the crack,
causing the crack height to increase locally. For this reason,

a very simple, one dimension wave propagation (plane strain) model
has heen selected with which to define the response of the propel-
lant adjacent to the crack. The momentum equation for this case
is of the form

At = (pey)au (C-5)
where A1 = change in stress at the crack boundary

- 4y = change in velocity at the crack boundary

The change in the stress at a given location along the crack is
identical to the change in the corresponding gas pressure. Thus
the wall velocity W used in the gas dynamic model is given for
the ith cell as ‘

\
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Wy = (peg) (P, =P ) (c-6)

where pcy = shock impedance (= 450 bars-ms/cm)
p; = gas pressure
P, = initial gas pressure

This expression was modified to include some contribution from
the adjacent cells (i-1, and i+l). In this manner some influence
of the spreading nature of the propagation within the propellant
mass was included, at least in a crude manner.

C.4 INFLUENCE OF RQMOTE BOUNDARIES

The stress wave which radiates away from the crack will
eventially react with the remote boundaries of the propellant
mass, reflect and return, in some modified form, to the crack.
These reflected waves will also influence the response crack walls,
This type of wave system is illustrated in Figure 9(a) of the
main text. The nature of reflected wave system will be very
complex and varied. For this reason a number of idealized re-
flection models will have to be established to define the con-
figurations and conditions of interest.

As an initial attempt to treat the influence of the remote
boundaries of the propellant mass one idealized model was estab-
lished. This model is illustrated in Figure 9(b). It 1s designed
to introduce the ultimate confining influence of a cased mass of
propellant. A radiative stress field, Apr, which is the integra-
ted or averaged value of the current local stress field along
the entire crack is defined and assumed to propagate, under the
conditions of plane strain, into. the propellant mass. These stress
waves interact with the remote boundary after a delay time corres-
ponding to a boundary/crack separation distance, Le‘ The case
is treated as a spring supported mass characterized by its inertia
(waeight per unit area) and stiffness (breathing mode of the case).
The reflected wave system, Ap, is evaluated from this case boundary
interaction and applied uniformly along the crack after the appropriate
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delay period. This reflected wave system then interacts locally
with the crack boundary such that the wall velocity changes ac-
cording to the following momentum consideration

aWy = -20p_/ (pe) (-7




A

T T T - - -

] m!,f“i!""? ] %, S

APPENDIX D
TECHNIQUE FOR PREDICTING PROPELLANT TEMPERATURES

D.1 INTRODUCTION

In this appendix we shall discuss the techniques used to
compute transiunt temperature rises within regressing propellants
produced by known time-dependent thermal fluxes. Topics covered
in order of presentation are '

e prediction of transient temperature rises
e selection of time steps
e means used to expedite computations
e validation of the technique by comparison
with an exact solution
Means for predicting the transient velocities of the regressing
boundary are discussed in Appendix A.

In essence the method involves a series of constant thermal
fluxes applied at various locations of a regressing boundary with-
in a semi-infinite body during selected time intervals. These
fluxes include incident fluxes along with appropriate combinations
of conductive fluxes produced at other depths and times by the
incident fluxes. The net result in a series of independent heat
conduction problems which are then solved and summed to arrive
at the temperature rises within the remaining propellant.

D1

S




L

D.2 PROPELLANT TEMPERATURES

Prediction of temperatures beneath accelerating boundaries
have been handled by a variety of techniques (37-39). Of all the
methods examined, finite-difference techniques are the most versa-
tile and appropriate. Unfortunately, finite-difference techniques
require considerable computer storage and execution times due to
the large number of spacial and temporal elements needed to accomo-
date rapid changes of velocities and temperatures. This is true
with implicit, explicit or implicit-explicit methods ~-- all of
which require very long computational times to treat highly dynamic
problems.

As a result a novel technique was developed by modifying a
closed-form solution of transient heat conduction within a semi-

infinite body with a stationary boundary exposed to a constant flux.

Here a fixed coordinate system is used within which the boundary
is allowed to regress in a discrete fashion during selected time
intervals. During each time interval, the incident flux is held
constant corresponding to a step-wise approximation of the time-
dependent flux q(t) at the propellant boundary. By determining
the rates of heat conduction occurring at various depths and times,
one arrives at a series of simple heat conduction problems from
which the temperatures rises within the moving propellant are .
closely approximated.

To illustrate the process the reader is referred to Fig. D-1.
In this figure the boundary 1is considered to commence to move
starting at ty ; and to arrive at x, at the end of the time in-
tarval At,. Incident fluxes and mean depths are represented by
q; and ii. ,

Once the boundary is displaced, fluxes J; lower than qi are
used to negate undesireable conductive fluxes arising in the com-
putational scheme from prior incident fluxes.
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The technique starts with the heat conduction equations for
temperature rises T(x,t) produced within a semi-infinite body
exposed to a constant flux qy applied at some depth Ei for times

t>ti g These equations are presented below.

2

oT -
T(x,t) = 0 , x2K, €<ty ¢ (D-3)
T(~,t) = 0, t2t, 4 (D-4)

where o,K are the thermal diffusivity and conductivity of the
propellant.

Agssumption of a semi-infinite body is a valid one since heat
penetration is relatively shallow compared to propellant depths.
Solution of the above problem with ii-ti_l-o is given in Ref. 36.
By simple transformation of this solution one arrives at the fol-
lowing solution of the above equations.

X=X
T(x,t) = C'qy VETE;_; lerfe 1 (D-5)
2 Vuzt"ti_ls

for xzi’i, t2ty

where C'=2/v/KpC and K,p,C represent the thermal conductivity, den-
sity and specific heat of the propellant, respectively.

D.2.1 Stationary Boundaries

For this case Ei is zero, In view of the boundary condition
of Eq. D=2, it is possible to compute the temperature rises pro-
duced by each q; at fi-o separntely, and sum the resultant temper-
atures. 1o demonstrate this fact we shall replace Eq. D-2 with
the following boundary conditions associated with each of a series
of fluxes 9 applied in a sequential manner.
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T q x;=0, t,_q<tst
i { i i 1-1""="1 (D-6)

-K -
% 0 :—ci-O , other t

Applying Duhamel's principal to Eq. D-5 to accommodate the boun-
dary conditions of Eq. D-6 for any single q4 yields

T,(x,t) =C'q, /E-t ierfc X , for t, ,<t<t
i i i-1 9 m i-1 i
-C' a4 (/E ierfc X - v’t:-ti lerfc —————JL———)
2 va(e=t;_p 2 /att-t))
for t>t, (D-7)

Assuming the temperature rises produced by each q are addi-
tive, then the temperature rises T(x,t) produced by the first k
fluxes 94, where k< j-1, 1is

T(x,t)= Zﬁ; T, (x,t) (D-8)

=-C' (/E- 1 lerfe —_— . /E-t, lerfc -————3‘—-—-—-)
2—: 2/G(E-t;_;) i 2/a(E-t,)

X
—~ , for t, _j<t<t
2/u(t-tk_1) k-1 k

To prove that Eq. D-8 satisfies the boundary conditions of
Eq. D-6, let us multiply Eq. D~8 by -K and differentiate with re-
spect to x to arrive at the flux given below.

S P
q (erfc R P 3 1 P . — ) +q, erfe ——m————r—
1-1 i Zdet ti 1) Zvu(t-ti> k Zva(t-tk_l)

(D-9)
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For the first time interval k=1, And since to=0, Eq. D-9
reduces to
q, erfe X _ . o<t<t ' (D-10)
1 2/aE 1

At x=0, it is clear that the flux is q; - During the second time
interval wherein k=2, Eq. D-9 reduces to

ql(erfc X . erfe -———31———9-+ q, erfc '_—-EL-——T (b-11)
2/ot 2/&Zt-c1) Z/G(t-tl)

for t1<t<t2
At x=0, the flux is q, during the above time interval.

By continuing the process for the first j-1 time intervals,
the boundary conditions cited by Eq. D-6 can be shown to be satis-
fied for each of the fluxes 9y - And since Eq. D-8 satisfies Eqs.
D-1, D-3, and D~4 on a term by term basis, it correctly describes
the temperature rises produced by the first j-1 fluxes q -

D.2,2 Moving Boundaries

Once the boundary starts to move, one must commence to dis-
count the most recent fluxes produced at the displaced boundary
by prior qq. To 1llustrate the procedure, we shall first treat
the problem following the initial displacement of the boundary
to x,. Then we shall generalize the results for multiple
dispiacements.

For the initial displacement we shall assume a solution of
Eqs. D-1, D-3, D-4 and D-6 of identical form as Eq. D-8, namely

D6

: j-1
.‘; I« —_ » x-i x‘i-i
4 T(x,t) =C' E Yt-t ierfe ~—————d— - /E-t, lerfc ———=—
i X=X
+C' /E-t,_, q, lerfe — , X2X,, t,_,<t<t (D-12)
T Y Y sty OB
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where ;i represents the effective depth at which the Ei are applied
and is given by

Within the summation sign of Eq. D-12, each of the X, are zero and
q;=q; (see Fig. D-1). For prior times, Eq. D-12 reduces to Eq. -8,

Here the fluxes qq are applied at given depths within the
displacements x, to which they are associated. This means that
the constant C, has a positive value less than 1. The consequence
of using various C, values is presented in Section 5 of this appen-
dix. In this regard it was found that a c, value of about 0.3
yields the most accurate approximations of the temperature profiles
and heat content within the receding material,

Equation D-12 obviously satisfies Eqs. D-1, D-3 and D-4. To
setisfy the boundary condition of Eq. D-6 associated with the most
recent time interval At,, we shall first multiply Eq. D-12 by =K
and then differentiate the result with respect to x. Sefting
t=ty and x-ij yields the following approximation for the flux ay:

-1 o L
qj o Z E[i (erfc xj Xy - erfe _E.L:L._).g. El—j (D-14)
1=1 2¢aztj-ti_15 2/a2tj1ti)

Here the approximate expression within the summation sign
represents relatively small undesirable conductive fluxes arising
in the computational scheme from prior q, at ij during Atj.
Recognizing that the undesirable fluxes depend upon time, a more
exact correction can be achieved by integrating the fluxes over
the most recent time interval t,-t, ,=At,. This can be accom-
plished by replacing each of the ith texms within the summation
sign of Eq. D-14 with

2/aTEy 18y 1700 | 2/a(tj_1-1'1+1)

At) %, X L
qy [[erfc 11 dt - _farfc A W d't] (D-15)
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Letting B equal the argument of either erfc function of

g Eq. D-15 and performing the integrations by parts yields

| b S

2
c VB -t VE -t

l CH zi—j [Y(B) LAl e I ] (D-16)
| Cy Cs
l l 'tj-ti-l :j_ti

X,-X '
[ where 03 -t _ ' (D-17)
i 2/0

| Y(B) = -erfc B (F5+2) + -2 exp-s%+2 (D-18)
P | B BYT
) [ Replacing the terms within the summation sign of Eq. D-14 by the

J . expression given by Eq. D-16 and solving for E& ylelds

: [ -1 ) _3 —_
: - - (x,-X,) By -t 5 vE,  -t,
-' B =y - ) Gty L Ly I 0-19)
' X=] e t— jye—

To speed computer execution time the function y(B8) may be
approximated by the following series

2 8
2, BB>1.5 © (D-20)

Here sufficient terms have heen taken in the series expansion
so that the above approximation agrees to within one percent of

o { =1.0013 | 2.2703 | 0577 4 .87898 - .146582, 8<1.5
Y (-3

e pgey ‘a L - T

o that presented by Eq. D-18. Errors introduced into the computed
. g lj temperature changes by the above approximation for y(8) are less |
v than one percent, ,
‘f 'E ' Substituting the expression for q, given by Eq. D-19 into
j Eq. D-12 yields the temperature rises following the initial dis-
,_: '} placement Ax, of the boundary. By continuing the procedure one

¥ arrives at the method for multiple dilplacomcntl givan in tho
t l‘ next section, o -
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D.2.3 Summary
In general, the temperature rises are given by

»
'. n-1

X-X
— i }
T(x,t_ )=C' }:: q, { /t_-t lerfc (D-21)
n i n i-1 2ElE <t )
i=] n i-1
BT terfe ——oik gt G/ET ters x %,
- - erfe . q vE =t ierfc
n i 2/a(E =) n’m n-1 2/aTE "t _])
for xgih. The term En is given by the following recursion formula:
) 2 _ Xam¥y
n- - -
I Sl . L P ey
. n n i 4G(tn~tn_l) % -%
. im] n i
) ' ValE=E—)
: | 2vq €amti1 (
. - - D-22
Xn~¥y )
2/a(t -t,)
-y | _ bt
Xn"X4
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D.3 SELECTION OF TIME INTERVALS

An important benefit of this method is its capability of using
relatively large time intervals compared to finite-difference
methods. There are no problems of instability. The principal
restriction on the time intervals is that they must be kept suffi-
clently small to accurately describe the incident thermal fluxes
and prevent flux variations across the displacements Axy from
becoming excessively large.

During the initial heating reriod before the boundary commences
to move, the time intervals are selected solely on the basis of
ylelding a reasonable step-wise approximation of the time-dependent
changes in the flux. Once the boundary commences to move, the
time intervals are computed as follows:

bty = a(Cyqy_ 3/ (Vg _1ay))° (D-23)

where o = thermal diffusivity in cmz/sec

4 ™ thermal flux in cal/cmz-sec during the time
interval Aty in sec

C; = constant usually equal to 0.3 or less
vi-l = previous velocity in cm/sec

This expression limits the most recent arguments of the ierfc and
erfc functions to values of about 01/2. Accuracy will increase

as the constant C, is decreased since such will lower the Ax; and

Aty values. Fluxes are included in Eq. D-23 along with the previous
velocity Vi for linearly approximating the new velocity Vi‘ In
eituations in which the dependence is not close to linear, it is
advisable to alter this dependence accordingly. The consequence

of using various Cq values is presented in Section 5 of this appendix.
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l. D.4 MINIMIZING COMPUTATION TIMES

‘ In that the computational times are proportional to the square

of the number of time intervals used, it is important to minimize
the number of time intervals used consistent with accurate predic-
tions. In this section we shall discuss means for minimizing the
number of time intervals.

D.4.1 Eliminaticn of Early Time Intervals

Two means were examined in this regavrd. The most obvious
possibility is to eliminate early qq wien they ceuse to be impor-
tant. Unfortunately this is not particularly fruitful in that
only rarely do the effects of the early Q4 become insignificant,

, A more practical technique is to consolidate groups of the early
"4 . } fluxes into single effective fluxes applied over some depth during
& some time interval. This approach has ylelded good results pro-
vided the incident fluxes occur at the same depth. However the
problem of consolidating fluxes applied at different depths .
remains to be completed (see¢ Section 6 of this Appendix).

D.4.2 Temporary Skipping of Temperature Calculations !

Another means used to minimize computational times is based
upon the fact that the burning can become highly variable over the
crack elements. In such situations, much smaller time steps are
needed at the crack locations involving rapid regression rates
{‘ than at other locations. In that a single time interval i1s used

for. all crack elements, there are instances wherein the changes
of the temperatures or regression ratea of some of the crack
: : elements becomes insignificant. This occurs when extremely small
: time intervals are applied to crack elements involving little or
no regression,

Whenever such situations arise, the temperature/velocity com-
putations at crack locations involving little or no regression are
temporarily suspended. The criterion used to make this decision
is that the time interval required to produce important changes
at the crack location exceed the time interval being used by a
factor of at least 10. Time intervals temporarily skipped are

pil




stored for future use. Temperature/velocity computations are
resumed when the number of skipped time intervals exceeds a
specified value -- generally three.

D.5 ACCURACY

In order to check the accuracy of *he method we have applied
it to a moving-boundary problem having the anaiytical solution
described by Eq. 8. This problem involves a constant-velocity
boundary that loses heat convectively to a constant-temperature
environment. Initially the body is considered to have a tempera-
ture 100°C above its environment. Convective heat fluxes are
computed using a heat-transfer coefficient of 0.5 cal/cmz-sec-°c.
Transient fluxes required by the approximate method were determined
by using the temperatures at the midpoints of the time intervals
provided by the analytical solution described by Eq. 8.

Decreases of temperature obtained by the two solutions are
given in Tubles D1, D2 and D3 for velocities of 1, 3 and 5 cm/sec,
respectively. These temperature decreases are equal to the dif-
ference between the initial temperature of 100°C minus the com-
puted temperatures within the body, and are presented since they
afford the most appropriate measure of the accuracy of the method.
Time intervals were constant for each of the three cases treated
and were determined using Eq. D-23withC, set equal to 0.3.

From the above tables it may be observerd that the agreement
with the exact temperature change:s is good at all depths, and
times for each of the velocities conasidered. Percentage errors
asgociated with these results are shown in Tables D4, D5 and D6.
On a percentage basis errors are generally largest at depths in-
curring small temperature changes of less than 1 C. This is due
to taking small differences between approximations of the erfc
and ierfc functions. Included, in the latter tables in the con-
sequance of using Cl values larger than 0,3, From Eq. D-23 it

- may be observed that the Cl value of 0.6 corresponds to time in-

tervals four times larger than those assoclated with a Cqy value

D12
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Table D-4

ERRORS IN COMPUTED DECREASES OF TEMPERATURE
AND HEAT CONTENT OF EXISTING MATERIAL USING A VELOCITY OF 1 CM/SEC

Total No. Mean Errors of Temperature Errors in Lost Heat
Elapsed of Time Decreases in Percent Content in Percent

OH* Time, Intervals for Various nN+ Values for Various nN Values
msec Used 0.2 0.3%* 0.5 0.2 0.3% 0.5
0.3%* .8 5 2.5 3.9 7.1 -2.1 -.5 2.8
1.6 10 3.0 4.2 7.1 -1.5 -.4 2.0
S 2.4 °15 2.9 3.7 6.5 -1.5 -.4 1.8
o 3.2 20 3.1 4.4 6.9 -.9 . 2.0
4.0 25 3.4 3.9 5.5 -.8 .1 2.0

4.8 30 3.0 3.4 5.4 -.8 .1 1.9
0.6 3.2 5 3.7 7.1 17.4 -4.4 -.3 8.0

6.4 10 3.8 4.7 12.4 -4.1 -.5 6.8

0.9 7.2 5 6.6 7.2 24.5 -10.7 -3.5 12.3

* Constant that established the size of the time intervals, see Eq. D-23

+ Constant that establishes the depths at which the fluxes mw are applied within each
displacement Axy, depths = nN>Nw

#** Recommended values for nH and nN
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of 0.3 while the C; value of 0.9 increases the time intervals by

a factor of nine. As one would expect, increased C, values usually
increase the errors. Also it should be cobserved that the effect

of varying C2 is most pronounced with the larger Cl values. This

is not at all surprising in that lower C, values yleld smaller dis-
placements 4x;. The result is a lessening of the thermal resistance
across the displacements, and hence of the importance of where the
source fluxes ﬁi are located within ax,.

In view of the abovg results, it is advisable to use Cl values
of 0.3 or less depending upon the accuracy desired., Here one should
be particularly cognizant of trade~offs between accuracy and com-
puter execution times in that the execution times associated with
a given period of time are roughly proportional to l/C?. Means
for speeding the execution times are discussed in the next section.
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D.6 SUMMARY

In summary, the time-dependent flux is approximated by a
series of constant fluxes 94 applied during various time inter-
vals Ati. In order to use solutions for a stationary semi-infinite
body, it is necessary to account for two facts. The first is that
there should be no fluxes conducted across the displaced boundary
from previous fluxes. The second is that in.depth heating caused
by prior fluxes must be maintained. To achieve these objectives,
an additional flux is introduced to cancel the undesirable heat
conducted across a given depth from earlier fluxes during the most
recent time interval. This depth corresponds to where the next
constant flux is to be applied and will be discussed in the next
paragraph. The result is a flux Ei lower than q by the mean con-
ductive flux arising from prior qi

S v A . - L G A A e L e e B - A i

Next it is necessary ‘to approximare the heat conducted across
the depth at which the boundary ultimately arrives at the end of
the time interval. This is accomplished by selecting sufficiently
small time intervals of C1 values so that the thermal resistance
across displacement ax 4 is small, By doing so the variations of
the conductive fluxes across the displacements are also kept
small. Fluxes q; are then located at an effective depth within
the small displacements according to the value assigned the :
constant G, . |

Finally Duhamel's principle is used to account for the fact
that each of the fluxes Ei exist only over glven time intervals
at, . By this technique one arrives at a series of constant fluxes
Ei applied at various depths ii and time intervals At1 with which
to determine the temperature changes of the regressing propellant.

The adventage of this mathod over finite-difference techniques
is threefold. The first is that temperature predictions require
less stored information than needed by finite-difference methods.
This is important in treating numerous crack elamenta. Secondly,
the method provides reasonably accurate predictions of the temperatures
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using relatively large time intervals. Finally, the method does
not require periodic refinements of the spacial grid to accomo-
date pronounced changes in the thermal gradients with depth as
the burning accelerates.

The most undesirable feature of the method is that the compu-
ter execution times increase approximately linearly with the num-
ber of time intervals involved in each set of computations. Means
have been formulated for limiting the number of time intervals by

recent depth ii during each time interval. Then the time-dependent

heat conduction 1s approximated by a series of constant fluxes over

one or more time intervals. During early times, wherein the fluxes

are least important, the time intervals are consolidated yielding

a courser approximation of the flux at the early times. Prelim-
~-w~  ~iDALY. computer runs suggest it is possible to limit the number

of time intervals being used to about 30 without introducing errors

of more than one percent in the temperature rises. However, cri-

teria for approximating the fluxes at early times in terms of

varlous dynamic burn conditions has yet to be established.
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