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INTRODUCTION 

The primary mission of  the Air Force Aerospace 
Medical Research Laboratory, Systems Research 
Branch (AMRL/HEB), is to d&vulop quantitative 
techniques, methods and model» of operator perform- 
ance and man/machine systems to  specify system 
design criteria and effectiveness. The major 
thrust of this development hat been through the 
use of the Hunan Engineering Systems Simulator 
(HESS)—composed of an IBM 370 (Model 153) 
computer with attached IBM 2250 graphic display 
units and extensive software developed by AMXL 
and the IBM Corporation. 

posüble simu 
cUviU«\ such 

The HESS haa made poslit&e simulation of 
relatively complex *cjtviU«\ such a» RUU1~ 
operator remotely-piloted vehicle (RPV) mlaslons, 
using live subjects as operators. Another area 
under investIgation has been the assessment of 
performance in the operation of a multi-function 
keyboard (MFK) within a digital avionics framework. 
See Hoffman (1973) for a more detailed description 
of the Digital A/lonlcs Information System (DAIS). 

Although man-In-the-loop r«al-time simulations 
are a necessary part of this research, they can 
be time-consuming and expeoBlvs--espe£laUy when 
a large nuaber of variables 4re of interest and 
numerous experimental runs are required.  A 
potential solution to this prohlesi hau been the 
development of sleuiation ttihniques wh|th model 
the ojieratar a« well a» the «ystrm pfece»ties and 
parameter«. One of these technique», called 
SAINT (System». Analysis ol integrated Networks of 
Taskc). will be used to this paper. 

The objective« of this paper are twofold. 
First, it is intended 4^ a dvmontitratton of how 
SAINT can be used to Model psychological theory. 
One«  a hasir model i« «.instructed, candidate 
processes rjn he added or deleted and parameters 
«MV be varied hy simply adding t»r altering cards 
in the basic input deck.  In this way test and 
developnent of theory can proceed quickly with 
ninisMim cost,  the second objective is to serve 
a« an initial investtgation of performance assess- 
ment metrics.  The process to be modeled here is 
Wing »tvplir^ by AMJU- «» 4 swthud of ■»•■urine 
ihr interaction between a priaary i«4k and »ome 
e^fondarv loadine task.  Successful modeling of 
llMfi« tasks and the cognitive processes underlying 
them «ould greatly facilitate the development of 
such performance metrtcs*« specifically in tarmm 

of estimating the operator's reserve capacity in 
a complex task environment. 

SYSTEMS ANALYSIS OF INTEGRATED 
NETWORKS OF TASKS (SAINT) 

The SAINT modeling technique and computer 
program were developed to aid in the design and 
performance evaluation of complex man/machine 
systems. Systems are created as graphical networks 
of task activities with which one or more operators 
Interact. Each task In a network is described as 
to how Its performance affects the overall system 
and how it is related to nther'taak« within the 
system. The graphical operator/task analysis 
system dewcription la entered into the SAINT 
conputer program for automated performance 
assessment. Employlr>R Monte Carlo techniques, 
SAINT permits the Klmulation of probabilistic and 
conditional task performance descriptions and 
precedence relationships.  It also permits the 
collection of statistlial estimates of system 
performance. The SAINT program is capable of 
simulating continuous or discrete svstem state 
variables and their response to discrete control 
task execution. Another major capability of the 
program is the nodlfication of operator and 
system characteristics in response to system- 
internal or external simulated "events.** SAINT 
lit Is used in this demonstration (see Seifert. 
197S). 

THE ITEM RECOailTlOK PARAÄICM 

Much of thr rarlier research into assessing 
pilot pertorm^ncf has been accomplished by means 
of various secondary psychomotor tracking tasks. 
While aoter perforatance is extremely important, 
the fact remains that a great deal of the pilot's 
wotkload is composed of internal, higher-level, 
cognitive process«>: he has a v^st amount of 
Intonwtton to prute»* ^nd «< t upon In the course 
of a mission whi^h has an impact un flight 
performance,  the probUa has been:  How van the 
effects of mental work upon the primary flight 
t^ak be mea^'ired 1-» the laboratory* The »olutton 
to this proble« mu^t also deal with the objection 
often he-*rd regitdi'tg secondary tasks used as 
metrics; i.e.. unlrss stringent prioritization of 
task and metric I*.  iMiniained. «.onfounding will 
result. The me-trutraent technique, therefore, 
should not disnpr performmnce on the primary 
task. 

3^ 
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One postlbl« approach has been adopted for 
investigation by AHRL; this is the use of an iteu 
recognition paradigm. Sternberg of Bell Telephone 
Labs extended this methodology in the late sixties; 
since then well over a hundred experiments have 
been done using the technique.  Basically, the 
procedure consists of presenting to the subject a 
short list of items to be remembered. This is 
called the positive or memory or—-as we prefer to 
label it at AMRL—the critical set. After 
presentation of the critical set a single test 
stimulus is presented; the subject must decide as 
quickly as possible whether the test Item is or 
is not a member of the critical set. He then 
depresses one of two response keys which have 

been designated in advance as •Vritical" or "non- 
critical." The dependent measure Is the total 
reaction time (RT) from onset of the test probe 
to the activation of one of the keys. The critical 
set can be presented in one of two procedures, 
fixed«or varied-set. The fixed-set procedure 
involves presentation of the critical set for 
memorisation just once; the subject learns the 
Items and they are used over a long series of 
trials. The varied-set procedure, conversely, 
changes the critical aet stimuli on every trial. 
Theoretically, the fixed-set atimuli arc thought 
to be stored in Ic^g-term memory, while the 
varied-set items must be accessed within a few 
seconds after presentation and are therefore 
thought to be located In short-term memory. 

The subject is encouraged, sometimes by means 
of a pay-off scheme, to respond as quickly ss 
possible while still maintaining a high level of 
accuracy. Typically, the error rate is in the 
range of 3-SX, depending upon the nature of the 
stimuli. The Item recognition paradigm is rather 
unique in this respect; most other methods el 
examining memory and information procentttng have 
<:svd accuracy as the primary meaiiure—that is. 
they have studied the I allure to remember. Since 
it is dlfn>-Ut to discern in which part of the 
meswry storage and retrieval operatiooe the 
failure has occurred, little insight Into the 
memory process can be gained. By »tudying 
cognitive processes under a condition in which 
memory Is functioning »uccessfully. the item 
rerogr.ition technique ean induce some of th< 
mechanisms at work to r«veal themselves by 
»tudying the time they require to operate. 

iT's yielded by application of the item 
recognition technique .*fe decampoeed and enalyxed 
by assuring the tot*i KT to conMist of separate, 
non-overl4ppin« staaes. Theme hypothetical 
»tage« have been utied by Smith iltbt)  a« a frame- 
work for his review of the choice Rf literature 
and were used #* 4 guide in this demonetration. 
Briefly, the »t4ie» are:  U) the tent stimulua 
ie sensed and then preproce»*ed (encoded) in some 
manner to put it in *  euitable format lor tfomparl- 
aon with the critical »t*t items already in «hort 
term o? active memury; (U) the reprebentation of 
the test item is compared to the critical set 
representatioe.c, on« at a time; the output of 
this stage Is either -match" or "no-match**; 
(SU) based on the otitput ot Stage U a binary 
"yes** or "no" Uritirai or nun-rrttic«*) uviuUn 
is made and the -nv* (»Uir "leit-hanj" or 

"right-hand" signal is produced; and (IV) the 
actual motor Yesponse occurs. These events are 
shown in Figure 1. 

STAGE I STAGE n 

STIMULUS STIMULUS 

ENCODING 

ENCODED MEMORY 
SEARCH RrPRESEN- 

TATION 

i 
STAGE St STAGE 12 

"MATCH*«» RESPONSE "RIGHT HANqr RESPONSE 

" NO- MATCH"1 SELECTION OR         * 
\in HAND* 

EXECUTION 

Fig. 1. Theoretical Stages of a Choice 
Reaction Time Task (after Smith, 
1968) 

It should b« noted here that not all investi- 
gators agree with the assumption of non-overlapping 
stages; however, a discussion of this controversy 
is beyond the scope of this paper. Suffice it to 
say, a great amount of evidence has been sccumulaicd 
supporting the additive-stage model and it will 
be the approach adopted for the development of 
this demonstration. 

Typically. Sternberg obtains the following 
results. Uhen RT U plotted as a function of 
critical set else (designated M), curves similar 
to those in Figure 2 sre the result. RT's are a 
iinear function of H. with the functiont; for 
critical and non-critical reuponses being parallel 
to, and ieparated from each other by a constant 
AO milliseconds (ms); critical RT'* are faster. 
(Sternberg (1975) has noted that this difference 
dUappears when a critical test stimulus occurs 
with a probability of approsinately O.JS.) Some 
investigatcrs have obtained a logarithmic RT 
function (e.g.. Briggs and Blaha, i%9) in which 
linear functions result only when N is »tated ae 
log) of the critical »et Mire, in the manner ot 
the Hc information meaeure established by Shannon 
«nd Wea r (I9b2). Kri»toffer^on (197)) ha* 
shown these discrepantie» to be a function of the 
nature ot the po»iiive »et (e.g., whether the 
itv-m in H»l ia 4lt>o i"ünl4iRrd as one oi   the two 

item» in M«3--i.e.. "nesleJ") and the amount of 
practice with the taak. 

The RT functions are Interpreted as follow». 
The y-intereept of the curve contain» the total 
time for Stagea 1. 1U. .«nd IV a» 4e»cribed 
above. The »lape ot the line (in m»/lfem) is 
thoueht to be an indicator of central proce»aing 
(memory scanning) rate in Stage U. Stc-rnberg 
interprets the data as evidence that memory 
»canning is a aerial, esh4u»tiv« »earch.  It is 
serial (i.e.. item» in B«H»ory are checked one-at- 
a'time) rather than parallel tall items examined 
»imult*neou»ly), since the critical ana nen> 
critical Rt function» woula have bren of »ero 
slope, parallel to the »•4*1». if the latter were 
l»ue.  Tb* «C4S 1» ex*i*n»livr h«-tau»e thr twu 
tuncltens are of the «ame »lope.  It the «eafch 
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RT 

NON-CRITICAL 

CRITICAL 

NUMBER  Of CLEMENTS   IN 
CRITICAL MEMORY   SET {M). 

ri|. 2. Theoretical RT-Functlon; 
Serlel-Exheusttve Search 

had been cclf^tenilnaclnt, the critical curve 
•lope would have been 1/2 the slope of the non- 
critical curve, since, on the averas«, the scan 
could be terminated half-way through the Beaory 
•et on critical trials. 

THE ITEM RECOCNITION PAAAD1GM AS A 
SECOKDAEY TASK 

Under contract to ANitt, Eriggs and his associates 
(Briggs, Fisher. Greenburg. Lyons. Peters, and 
Shinar. 1971) pv/feraed the first eaperlaents in 
which the its« recognition technique was used as 
a nethod for aeasurlng workload.  It is based on 
the widely~accepted aseuaption that central 
processing capacity is finite. Furthenwre. 
whenever a priaary, first priority task is being 
performed sisniltaneously with some aecordery 
task, the measured performance en the second taak 
will «tart to deteriorate as the primary task 
becomes more difficult, thus indicating greater 
demand on central processint space and time. 
That is. this methodology enables one to measure 
rfserve capacity. 

The ability to assets cägnitive workload is of 
real importance as man/m4ehin« syittema, such as 
increasingly sophisticated aircraft, place 
greater and greater demand« upon the operator. 
Yhe item recognition secondary task tachni^ue ta 
being applied preaenUy in th$ BASS manned 
simulation; future plans tell for it« incorpora- 
tion into a SAIKT simulation of generalised 
mas/machine task«. 

APFEÜACH TO MdOEtlltG TttE ITEM 
ftFXS^tlTION PAUOIGM 

Task tKiratlons 

The four «tat« representation of a choice 
reaction time task provides what is e««enitally a 
flow diagram of a cognitive/psychomotor process. 
Each of these stages must then be represented in 

the SAINT network. (The stages are: (I) Stimulus 
Encoding; (11) Memory Search; (III) Reaponne 
Selection; and (IV) Response Execution.) The 
basic equation to be modeled la 

RT • I ♦ I1(M) ♦ III(PC) •♦• IV 

RT • total time from atimulua ooiet eo 
response execution 

I - duration of Stage I 

II • duration/Iteration product for Stage II 

M •■ number of critical elements In memory set 

III • duration of Stage III (depends on both 
the criticality of a atimulu« sad the 
ratio of crltical-to-total atlmulationa, 
PC) 

PC - ratio of ctitical-to-tocal •timulaLiona 

IV ■ duration of Stage IV 

Table I presents a suaaary of the data and 
their respective aources which were exploited in 
developing the SAINT network. The moat directly 
applicable data were provided by Sternberg (196b). 
He gave values for II snd for (RT - II). These 
values are: II is equal to 38 ms per critical 
element in the memory set and (RT - II) is equal 
to 370 ma. Rriatofferson (1975) employed both 
one'» and two-choice RT design« in implementing 
the Sternberg paradigm. The aingle-cholce RT 
data are apparently unique1 and afforded ua an 
opportunity to estimate the duration of Stage III 
by inference. Ue arbitrarily (lacking any other 

t<    •> U •. 

''One-ehoie«** h«tr does not rrfer to a simple 
RT praveduftf. th* enprrimeniiiJ f>r•**'*':♦"'•■ we» ih« 
atandard ttvm recognition paradigm, but the subject 
bed a single rvspon«# koy and depressed it only if 
the test sttmMlu* was critical. Noo-critical 
st'mull required no response. 

IT* 
BE 



guidance) chose to take the aean of the Intercepts 
of the critical and non-critical double-response 
cases and compared that valuo to the intercept 
for the single-response case. This produced an 
eatiMte for III of approxisMtely 50 ma. Sternberg 
(1975) pointed out that for equally probable 
critical and non-critical stimulations« the non- 
critical response times exceed the critical 
responses by approximately 40 ma. Based on the 
definition of the procea« represented by Stag« 
III, this time difference must be represented in 
this response selection phase. Since this 
artifact dof.i not manifest Itself for unequal 
probabllltlea of critical and non-critical 
stimuli, two distinct representations of Stage 
III are required in the network. For the equal 
probability case» these representations (tasks) 
will have a mean duration of bO ms for a critical 
stimulation and 90 ms for a non-critical stimula- 
tion: if the probabilities are sufficiently 
unequal» the duration will be 50 ms Independent 
of the stimulub. This Interpretation differs 
from Sternberg (1975). but Is consistent with the 
binary decielün pföü« • reptvsantad V/ Stage III. 

Uoodworth and Schlosberg (1954) provided the 
data used for estlaatlng the duration (and 
distribution) of Srsge IV, Under our definition. 
Stage IV encompasses both nerve conduction and 
the resultant muscle novemnt. Dat« from ta»«» 
requiring simple response i,o visual stimulation 
suggest that the range of 45 to 55 ma la reasonable 
for thla stage. 

The mean duration of Stage I ia estimated by 
attraction. Using the estimates presented 
above, we have 

I • J70-UI- IV • 370-50-50 - 270 ms 

The values developed from the literature are 
used in the network a« arithaetic means. The 
diatributions of stage durations are estimated; 
Stages I and II are normally distributed» Stage 
111 is weighted by a Caama distribution to 
reflect Che «kewneaa typically found in psyrtu.- 
phyitieal reaction tiae data.  Stafe IV, esaentially 
phystoiecieal, ia uniformly distributed. Similarly, 
■iniaa. maaima. and standard deviations are 
estimated, table 2  pre»ents a suamary of tit* 
stages and their respective time diatributt^a«. 
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SYSTEM ATTRIBUTES 

In deriving the time estimates representative 
of the item recognition paradigm, a total of six 
logical blocks were found to be required to 
correspond to the four »tagea. Additionally, it 
was implicitly noted that the model muat take the 
alt«» of the critical memory aet, whether the teat 
la critical or non-critical, and the probability 
of a critical stimulation into account. These 
are modeled aü system Attributes of  rjie network. 
(For actual execution of the SAINT computer 
model. 9  fourth system attribute, a counter or 
the number of times Task 2 la realised during an 
iteration, aust be Introduced.) Table 3 presett» 
the syatem attributes of the SAINT/Item recognition 
paradigm model. 

TABLE 3.  SYSTEM ATTRIBUTES 

Attribute     Meaning 

1 M. the number of elements in 
the set of critical stimuli 

2 PC. the probability of a 
critical stimulus 

}        Counter on execution of 
of Teak 2 

4 Index of crltlcality en 
current stimulus 

THE SAINT NETVORK 

In order to create a SAIKT network model, the 
matheaatlcal model of the item recognition 
paradig«, developed above, is translated into 
SAIKT aymbolegy.  The basii- SAIMT entity is the 
task, which is a goal directed activity, consuming 
a finite amount of flae. Tasks aay have special 
connotation».   source task serves to initiate a 
cequence of related activitlea. A syeeessor task 
to an activity is one for tthich logical en 
aathematlcal relationships have been satisfied. 
These relationships define the inter-task branching 
of the SAIVT network. 

A loglesl sequenee of tasks is laplicit *s the 
tour state model of (he itee recognition paradigm. 
The duratio« of eaet« ta«m and the branching 
between task« also follow from this aodel. as do 
the syaeea attributes.  fee additional taxka, 
both source ta>>ks, eeaplete the «odel.  On* ia 
used to generate the «timuli and the second 
facilitates the colle>.tldo of statistics on the 
lath  corresponding to Stimulus Encoding (Stage 
I). The cotspltted network Is presented la 
FiMufe V 

la  automating ;hr n^tvork. t las dlsfribuilon 
data sets are detlnvd, system attribute* are 
specified and Inttlalürd, and tasks are described 
as to thetr chattftertst U», Inf^taaMon aaaifa- 
aonix. end successor laeks and branching procedure. 
t'se of the atxjei i- ^.v iUtated In ihat oalv two 
Independent variables need b* »»ecltled:  the 
»l:e of the critical a«r «ad tha pro^abiUty of a 
critical stimulus. 



TABLE 4. DETAILED OUfFUT FOR SINGLE ITERATIONS 

V',PLLJ - HERD »' »" *"t • *x<»um. •« cuMf*» i»«*«»  .„,,.,., „„a 
N-'      M'«r '»j't » to OP mo»»»-* t»«»wn'*i 

■i r 
«a « 

™- mWrmB- 
«*<««.»« <MHt   ttaM I «WM ■ ' -'i«^««.' 

Fig. 3.  SAINT Network for Sternberg 
Paradigm 

OUTPUT OF THE 
SAINT/ITEM RECOCNITION MODEL 

Although ths network used in  the automated 
»Imuli'tlon i*  >at:her simple» the true power of 
thlf modeling approach resides In the capabllitv 
to rapidly perform and analyse large numbers of 
Iterations. An Iteration, In a very strong 
sens«, corresponds to a single trUl In an experi- 
ment employing live subjects. Ml model runs 
executed In performing the effort reported on in 
this paper employed 500 iterations. 

The SAINT model permits the collection and 
analysis of timing data at the individual task 
level.  Figure 4 Is an example ef the graphic 
output for all Iterations of Task 2 (Memory 
Search). Both hintographlc and emulative 
representations are output.  !; xhould be noted 
that 2000 samples of this task are treated. This 
occurs becauMc the example w<t» drawn from the 
Iteration of a cane in vHch there were four 
critical stimuli possible and. therefore, task 2 
was cycled four times In each Iteration. 

(a) Detailed Output 
(M-4, PC-.Sty) 
Non-Crlttcil 

(b) Detailed Output 
(M-4, PC-.50) 
Critical 

Task      Duration Task Duration 

1 272 
2 39 
2              36 
2              33 
2 38 
3 87 
4 54 

275 
38 
47 
45 
41 
49 
48 

559 

(c) Detailed Output 
(M-4, PC«.25) 
Non-Crltlcai 

Task  Duration 

543 

(d) Detailed Output 
(M-4, PC-1.25) 
Critical 

273 
41 
40 
35 
32 
47 
46 

Hk Duration 

275 

Slh 549 

Summary ststlstics, ovrr all  iuratlons, arc 
also provided for eaeh task.    Table 5 presents 
thrse data fur both probabilities of critical 
stimulus ocrurrenre.     Note that   these data are 
independent of  the number of  elrments  in the 
rriticat  set.     ThU effect   is shown in the number 
of samples used in estimating the duration for 
Task 2. 

TABLE  5.     SUWURY  RESULTS  KtV*  SUO  ITERATIONS 
(PC •  .25) PC • .50 

task 

I 

Stafie 

Stiautu*   fttroding 

Mean 

(2 m) 210 

N 

(500)500 
2 Mraory  Hearth (JIOIK (*ooo):ooo 
3 

(«taO'trrli itai) 
(49)9: (374)250 

4 keäponse  Kkt-cutton 
(Kotier it if al) 

(50)50 O?4)250 

S Kc-»{H*tt!>c-   Selerl tan 
(Critical) 

I SO)50 (n*)250 

6 &£4pt>ni>e  Ixeeution 
(crlUeal) 

(50)50 (12*):50 

It«.  4.     StatUtiea Histogram tot  Task t  <H * 4) 

üctailrd «*u{p*Jt   data arr alsa pfevl4»d   tt* 
Ktrc-<ir4>   for   Individual   itr(aii<ms of   ttM« befw^fk. 
t«ble 4^ through ä pfcttcHta üueh data,     to thi* 
.ä»i*t  the  ä|se of   the tfitica)  set   U h*ld <^u4l 
to   ttrai   #i*fi#ail=   W£tile   Iw-l ti   crfifltaS   aad   tu*t>- 
rrllieai   &||Uk»ii  ate   »tudic^   ac   two  pfobabillUe* 
Wt    £*<■!;■ uMcrtiiC tfi    11> 1 a    Icrmal.    lb«    6«-^W*«'-<c*    vt 
task  relraac-e   U  raplt^Hly  fecotdoil  «ad  the 
distteie duratlo« far eath task release sample i« 
also pfovta«d. 

figuf«-   S  ptcaeniü   ihr most   gc-Rctal   stat«1««?«! 
M    tUc   btmuiatlO«   ftrauita.       St    la    äh<>W<R   as>   a 
lineal   funftio« ei   th«-  si^c ef   the  rfitua) 
4(lmilua   Set.       the   taae   Jrpltfcd   la.   Ü'»   ti    e^usl 
ta  0.S0.     TW   Ifcast   d^uarrd   fit   far   the •can 
rtitteat  stimulMe  ^4ia  1=  elvr« h»   i»w rquati»« 
It  ♦   i«»(«>   •   1?S •*   a«4  tar   U«- Aan^cr it ita| 
sUfculi bv kt  *   um)  *  415 m*.     lt.r«# equations 
are  t« agrea«rni  %i!h th« d4ta {♦tad»»vcd by 
SternWrg   U«**»l 19?5>.     (tW  «-«tu^ilani*   *or  both 
fritteal   anJ ttati*«*! tt it al   «timulatia««   al   **C  * 
0.:S «re ealittear with th* rriiiral  stimuiua  line 
far  PC * 0.50, which «s  t« agreett^nt with Siermberg 
11975).) 

■*m 
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Fig.  5. Reaction Time (RT) 
of Set Size (M) 

as a Function 

CONCLUSIONS 

1. The two objective« of this SAINT application 
were «aiisfied.  The use o! SAINT Btodelins 
technique« in the context ot pvychological 
theory was denon«trateU.  Speciflc«lly. a 
choice reaction tiae aetflc was» «iaulated with 
dose atrecaenc to the available literature. 

2. Tö create a network whfiti r^preüented the 
luisic and interrelat ionxhip« t*f the Iteti 
recocnition paradisn. it wan ne<e««arv to aake 
a»«unptions which offer proftisins opportunities 
for experimental conf trauat l^n or refutation. 

J. Because of the powci afforded bv the iterative 
capability of the node!, it apprar« posaible 
to study subtl« variations of the paradiga 
which Slight have tonttHtndlng effects if 
applied in the laboratory. 

4. bvt 4UIM? of the Modular sjtruT'ture of the SAINT 
network, nev data and interpret at ions can be 
readily inturptfrdte^ Int«^ the aodol to lupfove 
its accuracy and sensitivity. 
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