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I. PROGRESS OVERVIEWS

A. Acoustic-Phonetic Recognition

Most of this past quarter has been spent in developing
a flexible method for computing accurate label scores. 1In
the current version of the Acoustic-Phonetic Recognition
(APR) program, the score used by the word matcher when
aligning a dictionary phoneme with & 1lattice segment 1is
based on the probability of the particular confusion. As
described in earlier reports [Schwartz and Zue, 1976], we
would 1like to modify the probabilities for the more likely
phonemes, based on the parti_ular values of the acoustic

parameters observed within the seqment concerned.

In order to be abla te do this, we have made the
fcllowing additions to the Acoustic-Phonetic Experiment

Facility (APEF) {[Schwartz, 1976].

1) Display Filters

Once the user has specified a phonetic context and a
set of acoustic features, and has scanned the data base, he
can choose to display a smaller subset of the data by
defining a filter. For instance, though the phonetic
context for an experiment might include all plosives, he
might want to display the labial plosives separately from
the others. The filter allows this to be done without

having to do the experiment twice.
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2) Multi-Dimensional Distributions

é

The APEF now has the capability to compute
non-parametric, multi-dimensional probability densities of
3 up to 6 features. Given the names of the features and the

segment of the phonetic context which is to be

T

distinguished, the APEF automatically determines what the
classes are and gathers a separate distribution for each

class. Then it can test each sample point against each of

the class distributions and compute the probability for each
class. The APEF correctly eliminates the contribution of
- the test sample in the training set in order to ensure
unbiased results. 1In this way, our entire data base can be

used as both training and test sets while being able to

T T

estimate performance on new data.

3) APR lgterfagg

Once a desirable set of features has been specified,
the APEF can write all the necessary information on a file.
There is also a funct.on which the APR can call to read in
the same file 1in order to wuse the probability density

functions in scoring different labeling choices.

The APEF reports the results of the experiment 1in
several ways., First, if the top scoring class is the wrong
one, it writes the data and probabilities on a file, along

with information about the e:iact time and vutterance
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involved. It rec~vds the ratio of the highest probability
returned to the 2nd highest probability (if the highest was
correct) or to the prcoability assigned to the correct class
(if the highest was wrong). The logarithms of thecse ratios
are computed, and two separate sums are maintained (correct
and incorrect). We feel that these two sums are a much
better measure of lak:ling performance than merely recording
the percent correct decisions. The APEF also computes the
average log of the retios. This number is usually lower for
incorrect decisions than for correct ones, indicating that
the algorithm is rarely very sure of the result when it 1is
wrong., Of course the number correct and incorrect are also

reported.

We presented two papers on acoustic-phonetics at the
ICASSP-IEEE conference held 1in Philadelphia, 12-14 April
1976, These were: "Acoustic-Phonetic Experiment Facility
for the Study of Continuous Speech" [Schwartz, 1976, and
"Acoustic-Phonetic Recognition in BBN SPEECHLIS" (Schwartz

and Zue, 1576].

While preparing examples for the first naper, two new
labeling algcrithms were developed. The first enables us to
distinguish correctly betweer [M,N,NX) 91% of the time, the
second between ([F,TH] 94% of the time. We are confident
that these algorithms will improve the performance of the

APR program.
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B. Lexical Retrieval

During the last quarter, only relatively minor changes

were made to the Lexical Retrieval component.

The first such change affected the handling of splits
and merges across word boundaries. 1In the past, the Lexical
Retrieval component accommodated for possible segmentation
errors in two ways: by ‘splitting’ oegments in which a
boundary may have mistakenly been missed and by ‘merging’
adjacent segments between which a boundary may have
mistakenly been inserted. While this permitted a ‘correct’
alignment of single words against the segment lattice, it
did not permit joining words with segmentation errors
postu_aced at their mutual boundary. In these cases a
‘correct’ mutual alignment could only be made if both
phonemes (merge) or segments (split) matched at the mutual
boundary were known. Since it is meaningless to retain this
information for the alignment of <ingle words, additional
code was written which preserved it for use across word
boundaries. After this, the entire speech system
demonstrated a marked improvement 1in behavior. 3entences
that had previously been blocked by a serious segmentation

error at a word boundary were now successfully recognized.

The second change involved the interface between
Lexical Retrieval and Control. 1In evaluating the system’s

behavior, it began to seem anparent that the system would
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benefit by being able to dynamically vary certain parameters
in the Lexical Retrieval component that had previously been
defaulted by Control. Since the interface had not been
designed to make varying these parameters easy, minor
changes were made to it to facilitate more explicit control.
In conjunction with this, a new parameter - the number of
distinct fuzzy words to be returned - was defined and

included in the new interface.

The third change involved the scoring of alignments
where segmentaticn errors had been hypothesized, since it
had vpreviously been inconsistent with our scoring
philosophy. Such consistency reqguired that higher order
probabilities be estimated. Specifically, P(LilPj Pk)
(i.e., the probability of the phoneme sequence Pj Pk being
labeled as Li) must be calculated for the scoring of a
split, and P(Li LjlIPk) (i.e., the probability of Pk being
labeled as the segment sequence Li Lj) must be calculated
for the scoring of a merge. The details of implementation
of probabilistic split and merge were worked out this past
guarter and some of the code written. We see the remainder

of this work heing completed in the near future,
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C. Syntax

l, Grammar

This quarter the grammar was modified in minor ways 1in
order to wparse all 48 of the March and April se=tences.
Loops in the grammar that caused many spurious predictions
were eliminated without reducing the number of natural
sentences accepted by the grammar. In particular, a
systematic effort was bequn to "tighten up" the grammar so
that few, if any, predictions would be made that are in some
way incompatible with the theory causing the predictions.
For example, in response to predictions from the grammar, a
theory "... what trip for Bonnie July thirty to..." was
created. This indicated that the point in the trip network
that pushes for a date modifier should require a prepositicon
as part of that modifier ("... trip for Bonnie on July
thirty.."). Instances of such "funny" theories or events
are now watched for in the traces produced by the speech
system so that continuing modifications to the grammar can

be made.

Also in this quarter, a package of LISP functions was
written to measure the grammar ‘s complexity in terms of its
average branching ratio, that 1is, the average number of
alternative paths that are possible at each step of the
parse. The set of functions enable one to walk through the

grammar counting the number of input-consuming paths for
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input strings vp to a specified word length. Branching
ratios for tihe current g.ammar are shown in Table 1 as a

function of sentence length in words.

These results are somewhat preliminary since further
changes will be made in both the grammar and the measuring
functien. We hope to include in next gquarter’ s report a
techbnical note comparing BBN s SMALLGRAM to a grammar being

used at IBM | 2ahl et al., 1976} using this measure.

# Words in # Possible Av. Branching
Sentence Sentences Ratio
1 11 11

2 207 14.388
3 15707 25.044
4 3.2655E5% 25.90:%
5 7.3984E6 23.650
6 1.3806E8 22.734
7 2.5321E9 22.047
8 4.8292E1¢ 21.615
S 8.8708E11 21.259
10 1.5425E13 20.836
11 2,5636E14 20.412
12 4.1661E15 20.028
13 6.7586E16 19.7956
14 1.1064E18 19.447
15 1.8347E19 19,241
16 J.0657E20 19.072
17 S.1018E21 18.9240
18 8.3530E22 18.770
19 1.3418E24 18.616
20 2.1027E25 18.456
21 3.2169E26 18.292
22 4,.8033E27 18.124
23 6.9938E28 17.952
24 9.9181E29 17.777
25 1.3677E31 17.597

Tabie 1: SMALLGRAM measurements.
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2) Parser

During the past quarter, development continued on our
new parser. Most significantly, we eliminated a rare, but
serious source of exponential explosion. The basic function
of the parser is to find all possible paths through a given
island, and if any, ovrupose all words and categories
possibly adjacent to it. An exponential explosion of
possible paths could occur though when two adjacent .. ds
could be consumed several levels apart in the grammar. If
the available context did not sufficiently constrain the
paths through the intermediate levels, all possible paths,
with all possible "emoty" (i.e., non-consuming) intermediate
levels would be enumerated. In some cases, a two- or
three-word island would result in more than 400 patts belng

generated.

The new parsing algorithm allows the empty intermediate
levels to be 1left out of the paths. The mechanism is
similar to Earley’s algorithm [Earley, 1976], broadened to
work middle out. The grammar 1is indexed to create
oredictive sets that correspond to Earley s L* except that
#e must have such sets for four directions. We call these
sets B: (Begin) for left-to-right top-down prediction (this
corresoonds exactly to L*), C! (Complete) for left-to-right
bottom-up predictions, UC! (Un-Complete) for tright-to-left

top-down predictions é&nd UR! (Un-Begin) for right-to-left
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bottom-up predictions. We have chosen the "!" instead of
the Kleene star for our notation since these sets include
jump arcs in intermediate grammar levels as well as Push

(Begin) and Pop (Complete) arcs.

If a path between two words (which we will think of as
two consuming arcs) begins with a push arc, contains any
number of intermediate push and jump arcs, and finally ends
with a push arc, then we have a B! relationship between the
two consuming arcs and we build a path with two segments
(one for each consuming arc) to reprasent it. When
predicting bottom-up, the parser must allow the possibility
that the arc consuming the next word will be up one or more
levels and then again down one or more levels into an
adjacent constituent. The sequence of arcs that may be
followed for making predictions becomes complicated in such
cases, so we have devised a regular-expression like notation
to represent the arc sequences that may be followed in
generating the four predictive sets. 1In the notation we use
J, B, and C to indicate Jump, Push and Pop arcs going left
to right, and LJ, UB, and UC to represent the same arcs
going right to left. Using this notation the predictive
sets may be described as:

B!

B+ ((J +B)* B)*

c!

C+ ((3+CO)* O)* + ((J +B)* B)*
UB! = UB + ((LJ + UB)* UB)* + ((LJ + UC)* UC)*

UC! = UC + ((LJ + UC)* UC)*

'}
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The parser has been made slightly faster, averaging 5
to 7 seconds for a syntactic event, as opposed to 12
seconds. The timings of the new parser are also more
consistent than its predecessor. We are continuing to work
on improving the efficiency of the parser and shaking out

the remaining bugs.

D. The Semantic Network

As we have discussed in previous QTPR’'s, much of the
semantic and world knowledge of HWIM is represented in a
semantic network called "TRAVELNET." (The accessing and
maintenance functions for the network make up the SEMNET
system.) In this section we give an overview of the kinds of
knowledge now embedded 1in TRAVELNET, as well as a brief
discussion of how this knowledge is currently being used.
The numbers given below are all approximate, since it is not
in general possible to assign a single purpose to a node.

There are currently 1465 nodes in the network.

1) Basic net maintenance knowledge - A substantial

portion of the knowledge in TRAVELNET concerns how to
represent and use other knowledge. This 1is the kind of
knowledge that would be needed in even a "blank" network:
i.e., one that had no word- or domain-specific knowledge.
While much of our work up to this point has been on this

basic level of knowledge, we do not expect it to expand

10




BBN Report No. 3303 Bolt Beranek and Newman Inc.

-~ greatly in the future. Currently, about 22% of the network

is used for basic knowledge, including the 271 1link names

that are now in use.

2) Knowledge of words and their use - A second major tyve

of knowledge in TRAVELNET concerns words, how they are
related and used. Part of this knowledge was the data base

for the former Semantic Recognizer ~omponent that is no

Gl

longer in use; e.g., case frames and word associations.

Another part is knowledge of how to construct utterances for

Lt e

use in communicating with the travel budget manager. There

P

are now 288 English words, of which 216 are base forms in
TRAVELDICT. Word knowledge makes up about 17.5% of

g TRAVELNET.

E ) 3) World knowledge - Closely related to knowledge of

words and language is knowledge of the world. This includes

knowledge of people, places, and general facts, and has been

b

organized in TRAVELNET in the form of an ISA hierarchy.
World knowledge of this type is now being used by HWIM to
augment the semantic and pragmatic knowledge that exists in
SMALLGRAM. For instance, SMALLGRAM knows that a name can be
made up of a first name, e.g., "Bili", a last name, e.g.,

"Bates", or a first name-last name pair, e.g., "Bill Bates".

However, only TRAVELNET knows whether "Bill Bates" has a
referent in HWIM's ‘"world". Thus, our semantic and

pragmatic knowledge is factored into one data structure

11
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(SMALLGRAM) containing fairly constant information and a
second (TRAVELNET) containing a more volatile sort. There
are 26 peoples known to HWIM, 30 cities, 10 states and 14
countries. Together with other world knowledge, these facts

make up 22% of TRAVELNET.

4) Specific factual knowledge - There is a class that

might be called “"factual knowledge" which consists of the
details of specific projects, trips, budgets and
conferences. It is distinguished from world knowledge in
that it changes rapidly as events occur. In fact, whereas
HWIM s world knowledge is now essentially fixed, its factual
knowledge changes every time a trip 1is taken or money
shifted from one budget item to another. Not surprisingly
this is the part of TRAVELMET most likelv to expand in the

future. It is now about 32.5% of the network.

5) Computational knowledge - Knowledge of data base

structure and computation is also represented in TRAYESLNET.
This kncwledge exists in METHODS associated with particular
link names [Bruce and Harris, 1975}, About 3% of the

TRAVELNET nodes represent METHODS.

6) Discourse knowledge - There are two important kinds of
discourse knowledge £for HWIM. The first is knowledge of
idealized discourse, what type of utterance is likely to be

produced in a given state of the discourse. The second is

knowledge of the current discourse state; e.a., what the

12
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current topic 1is, what objects are available for anaphoric
reference, who the speaker is and the current date. We plan
to incorporate the latter knowledge soon into HWIM as a
guide for relaxing constraints in the pragmatic grammar.
For example, if a conference is under discussion, then "what
is the registration fee?" is a meaningful utters3nce. If
not, then the speaker can be expected to zay, "What is the
registration fee for the XXX conference?". Currently, about

3% of TRAVELNET represents idealized discourse knowledge.

TRAVELNET is realized physically in three files [Woods
et al., 1975]. The only one loaded into core is a 2000 word
index array in which each array location corresponds to a
node. At each location there are either (1) file pointers
into a second, randomly accessed file that contains the
link-value pairs for the node, (2) pointers ¢to list
structure (in core) for the link-value pairs, or (3) node
free 1list indicators and pointers. Access to a node may be
by its number (the array index) or (for nodes with names) by
its name. In the 1latter case a third file containing
name-r.umber pairs is searched for the correspondence. A
flag can be set to direct whether file information, once
accessed, is to remain in core. For the index file, 11
pages of storage are now used; for the list structure file,
58 pages; A~nd for the name file, 5 pages. We expect these
numbers to grow 10-25% during the remainder of the contract

year. Fortunately, the maintenance of the network on

13
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external files has eliminated a serious space problem we
once had in the TRIP fork, without seriously impairing
execution time. Furthermore, we normally run so that nodes
once accessed remain in core so the cost of file access is

paid only once.

E. Verification

During the past quarter, we have improved the speed of
the Verification component by recoding 1its dynamic
programming algorithm in PDP1# assembler language (macro).
This has decreased the computation time required to verify a
word by approximately 35%. 1In addition, we have added a
dynamic error bound that terminates the parametric matching
process if the distance measure exceeds a certain threshold.
This error bound should cut down the time spent in verifying
hypothesized words that are poor matches, thereby speeding

up the verification process as a whole.

Up to now, scores returned by Verification have been
incommensurate with those of Lexical Retrieval. To remedy
this situation and enable the assignment of a single score
based on both evaluation methods, we have collected
Verification scores from ten sentences spoken by three
speakers. The 300 words are used to compute separate score
distributions for correct and incorrect words. From these

distributions, we are now computing log-likelihood ratios

14
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that will allow us tc combine Verification match scores with

those returned by the Lexical Retrieval component,

Our synthesis-by-rule program development has been
adversely affected by the wunavailability of our graphics
display terminal and real-time interface due to the shift of
hardware into our new computer rooms. The graphics terminal
only became available toward the end of the quarter. We are
now able to start work on improving the synthetic spectral

model generated by the synthesis-by-rule program.

F. System Organization & Recognition Strategies

1) Recognition Strategies

The recognition strategies underwent two phases of
change during the past guarter. The first phase involved a
set of extensions to the «<control strategy used at the
February 3 Dress Rehearsal Demonstration. The second phase
constituted a major reworking of that strategy, 1involving

both a change in scoring policy and other improvements.

Most of the extensions of the "island driven strategy"
were directed at increasing the amount of parallelism, since
the advent at the end of the last quarter of a faster and
less space-bound Syntax fork had removed the imp<rative of
recognizing an utterance in 2 small number of theories or

not at all. These extensions included:

15
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a) A change in shelving policy: Shelving of events for a
father theory during a son’s processing was changed to
i shelving only those events which would extend the
E father in the direction opposite tc the current son.
This prevented incompatible theories from being
[ sprouted from opposite ends of a common father. yet was
F not so restrictive as shelving all of a father’s oot
: events.

': b) A new type of event: A "seed event" was included on the il
event oacueue for each unique word resulting from the
initial scan. This meant that if the scores of
evolving theories fell low enough, the next bes*t seed
word would be selected for processing. Formerly, all
syntactic events had to be discarded before the next
best seed word could be processed.

Additional word matches were sought when "starting off"
a seed event to guarantee a sufficient number of
word-ending effects for anchored scans for adjacent
words to proceed properly.

L ¢) An increase in initial parallelism: If their scores are
sufficiently close, up to three events from the top of
: the queue get handled in parallel.

d) The exclusion of certain words and classes (e.qg.,

] articles) from the initial scan, because their ubiquity

in the grammar means their ©oredictive power for
adjacent words is poor.

e) A temporary removal of verification from the
recognition strategy since its scores vere
incommensurate with those returned from lexical
matching egainst the segment lattice. Verification
scores are obtained and printed on the trace, so that
statistics of the score distributions may be compiled
[see Section I.E.].

These changes were implemented in versions of the HWIM
system named "March 1", "March 15", and "March 31", after
their approximate dates of creation. The gsystem named
"April 5" was almost identical to the March 31 system, with
the single exception of updated 2PR statistics, which affect >

the 1lexical matching scores. Performance results for these

16
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systems are given in the next section.

The behavior of the March 31 and April 5 systems, while
less so than their predecessors, was still considerably
depth-first. If presented with a "good" segment lattice, in
which there were few serious APR errors and a correct word
was among the top few seed events, chances were good that
these systems would proceed fairly rapidly to a correct
epanning theory. However, they were easily sidetracked onto
unprofitable pathways from whick their chances of trying

other theories were slim.

The second phase of our control strategy development
derived from a major change in scoring policy, based on a

principle called shortfall density. This principle is more

fully described 1in Section 1II.C. of this report, but
briefly, it consists of scoring word matches and word match
sequences not by their lexical-matching scores, but by the
extent to which their lexical scores fall below a summed
per-segment upper bound scoring function. This difference
cal}ed tﬁe shortfall, is then divided by the duration, to

give a shortfall density. The items on the event queue are

ordered by increasing <chortfall Adencit

Y/ rathar than hu
- = i AR i = meeTe b ~1

decreasing 1lexical score. It can be shown that following
the partial hypothesis with the 1lowest shortfall or

shortfall density guarantees the discovery of the best

matching interpretation of the utterance.

17




T —

o W YR T AT T

ld

R o LU ORRR

BBN Report No. 3303 Bolt Beranex and Newman Inc.

A scoring policy operating behind such a guarantee is
bound to be somewhat breadth-first, with the number of
theories considered in the process of finding a spanning
interpretation depending on the tightness of the upper-bound
scoring functicon. Presently, we estimate this MAXSCORES
function from the words returned during the initial scan and
revise this estimate from subsequent anchored word matches

if they score above it.

The implementation of the shortfall density algorithm
was accompanied by four additional significant strategy

changes.

a) Partial rectification of word scores, Formerly, the
score for a sequence of adjacent, usually fuzzy word
matches, was the sum of the scores of the best word
match in each fuzzy. Now the score of the combination
is the best sum of scores of word matches sharing
common boundaries. This does not yet guarantee that
the scored word matches are consistent at the
boundaries, but is a step in that direction.

b) Elimination of the <cystem of setting monitors for
proposed words and remembering previously matched words
in the word lattice. This concept was appropriate for
noticing non-adjacent words based on semantic
associations and for dealing with word matches in
isolation, but 1is inappropriate for the syntactic
island extension and anchored word matching of the
oresent system. Words are now proposed and matched
only in specific syntactic and lexical contexts.

c) An inclusion of the effect of "ghost words in scoring
events." If A is the best word proposed and matched to
the left of theory B, then any events extending theory
B to the right also include the effect of A (the "ghost
word") on the left, since no extension to the left can
possibly do better than A’s score.

d) A supplanting of shelving in favor of a strategy of

blocking ghost words on the end of a theorv opposite to
the direction being extended. Let theory B propose and

18
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match sets of words A and C on the left and right,
respectively. That is, A is the left "ghost set" for
any event Bc (where ¢ C) and vice verca. 1If the
extension Bc is processed, it may thereafter notice on
its 1left only words not in its left ghost A. (Those
words are reserved for the events aB (where a A).)
Furthe..more, 1its left ghost score is changed from the
best score in the ghost set to the worst score, since
any new words not in the ghost set must score at least
that badly. This blocking and rescoring appears to
offer the advantages of shelving without the damaging
effects of removing events altogether.

These revisions to the control strategy did not result
in a workable system until May 8. In order to be able to
report development that took place during April, we are
including the status ancd performance of the "May 8" system

in this QTPR.

Ir terms of its other components, the May 8 system
differs from the April 5 system in a slight change to the
lexical matcher, a few additional across-word phonological
rules, and an improved Syntax component. Verification

scores are still decoupled from the strategy.

As shown by the success rates on 44 utterances given in
the next section, the May 8 system cannot be demonstrated to
be superior to 1its predecessor. The Dbehavior of this
strategy is indeed considerably more breadth-first, and many
of its "failures" were due to hitting a time-out at 68 or 75
minutes of CPU time, with good events still on the queue.
We have noted that it now tends to develop correct partial

interpretations derived from different seeds, which then
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complete with each other. A provision for "island
collision," or merging compatible partial interpretations,
should increase the effectiveness of the strategy 1in these

cases.

2) System Performance

At the round of dr=ss rehearsal demonscrations in
February 1976, the SUR Steuring Committes set as a task for
each system-building site tiie selection 2nd subseqguent
processing of 20 new utterances during each of March, April,
and May. We had the SCRL group select the sentence tvnes
for these three sets, and we have been running our system

primarily, but not exclusively. on them.

Although we digitized the 26 March utterances in late
February, 10 of them became casualties of the move to
another TENEX system in BBN's new office building. We
therefore exercised our March systems on only 18 uew
utterances, all by speaker RMS. The results of the March

systems on these 10 utterances are summarized below.

March 1 March 195 March 31

1/10 3/10 3/10

The texts of these sentences and the results themselves are

presented below.
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R 110C What is the registration fee?

RMS125 When is the next A3A meeting?

RMS137 How much is left?

RMS269 Plecse display all budget items.

RMS271 When is the next ACL meeting?

RMS273 Who went to Austin in November?

RMS274 The trip number is 5 4 3 8.

RMS275 Add a new budget item.

RMS277 The registration fee is twenty dollars,

RMS2840 How many trips are there?

As it turned out, the voice characteristics of the
speaker of those 10 March utterances were represented in cur
APR statistics (used for scoring lexical matches) by only
cne utterance. This led to poorer segment lattice scores
than we were used to seeing. As explained in the previous
section, our April 5 system used updated APR statistics that
included these 180 RMS sentences, so for April and later
systems, those sentences are no longer "new," but part
(about 1/12) of the "design data". As expected, this
resulted in a higher success rate of 6/7, as shown on p. 26.
(Three of the 18 were not run with the April 5 system

because of still-unfixed bugs.)

21
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RMS110C
RMS125

RMS137

RMS2€9

RMS273

RMS274

RMS275

RMS277

RMS280

e

March 1

** SUCCESS **

Syntax ran out of space.

Got HOW MUCH IS, proposed
but failed to match LEFT.

Syntax ran out of space,
was on & bad track anyway
(too depth first).

Initial scan hopeless.

Grammar »ug: rejected
...TO BOSTON IN NOVEMBER.

Syntax rar. out of space,
bad track anyvay (too
depth first).

Finished wrong: ENTER THE
BUDGET ITEM.

Finished wrong: REGISTRA-
TION FEES TO OUR NEW
BUDGET. Grammar problem,
at least.

Syntax ran out of space.

. roper final event was on
the queue, though.

March

March 15

** SUCCESS **
Failed to match ASA after
NEXT.

** SUCCESS **

Ffailed to match ITEMS after
BUDGET.

Got WHEN IS THE NEXT ACL,
then propecsec but failed to
match MEETING.

(Same grammar bug.)

Parser bug. Bad anyway: no
match for IS after NUMBER.

finishad wrong: ENTER THE
BUDGET ITEM.
Finished wrong: REGISTRA-

TION FEES TO ITEM TWO.
Grammar problem, at least.

** SUCCESS **

results on March sentences.

M gy m T m

March 31

** SUCCESS **

Control ran out of space.
Bad anyway, because ASA
didn't match after NEXT.

Finished wrong: HOW MUCH
-S IT TO FLY? (Different
word match effects)

Proposed but failed to
match DISPLAY before ALL
BUDGET ITEMS.

Control ran out of space.
Bad track anyway.

(Same grammar bug.)

Control ran out of space.
Controi bug anyvray.

** SUCCESS **

Matched, but failed to
accept DOLLARS after REGIS-
TRATION FEE IS TWENTY.
Parser bug.

** SUCCESS **

22
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In early April, the reassembly in our new building of
the last TENEX system again made our real-time interface
available. We were thus able to redigitize the "March
sentences 11-20" as well as the 20 new April sentences. The
April systems (including the one named "May 8") were
exercised with these 40 utterances. The performance of the

April 5 and May 8 systems is summarized below.

March 31 April 5 May 8
March 1-1¢6 3/10 6/7*% 4/10*
March 11-2¢6 -- 3/10 3/10
April 1-20 -—- 2/20 2/20

*Utterances are included in APR statistics.

The results of the 30 new sentences are broken down
into March and April sets because there appeared to be a
significant performance difference. Possible reasons for
such a difference are as follows:

a) Different recording conditions affecting the sentence
acoustics. The April sentences were the first (and so
far, only) ones recorded in our new building.

b) More difficult phonrtic events. This seems to be one
dimension of the way SCRL selected the sentences for
our March, April, and May tests.

c) More difficult higher-level effects. This appears to
be another SCRL selection factor. For example, the
April sentences are longer.

We are currently investigating these effects, particularly

the first.

23
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(As another measure of performance, we ran the May 8
system on 10 "old" utterances that had previously been
recognized by March systems, utterances with segment
lattices known to be good. The new system got 9 of the 10
and timed out on the other one, with many correct partial

interpretations on the gqueue.)

The job of exercising HWIM on a set of utterances has
been facilitated by the implementation of a new program,
RUNSYS. RUNSYS runs HWIM (as an inferior process) on each
one 1in turn_  producing trace files. The LISP processes of
HWIM are set up so that if an error break occurs, they print
out the contents of the stack and then terminate, so as to
return control to RUNSYS. They also terminate gracefully if
the CPU time used exceeds a threshold. RUNSYTS monitors the
system load and defers runring HWIM if the 1load 1is too
heavy, so as not to interfere with interactive users.

Should the TENEX system cra:h, RUNSYS is restarted when the

system comes back up.

The following pages give the texts for the 38 new
utterances and the results of the April 5 and Mav £ systems

on all 40 utterances.

JJW1028B What is the tctal budget figure?

JIJW119B Who’'s going to IFIP?

24
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JJIW1268
JJIW129
JIW173
JIW270
JIW272
JJIW276
JJwW278
JIW279
JJw2sgl
JIW292
JIW294
JIWZ96
WAW282
WAW283
WAW284
WAW285
WAW286
WAWZ87
WAW297
DHK113
DHK288
DHK289
DHK 290
DHK291
DHK293

DHK 295

Bolt Beranek and Newman Inc.

How much have we already spent?

When is the IFIP conference?

What is the plane fare there?

When did Craig go to Utah?

What is the plane fare to Ottawa?
Create a budget item.

List the remaining untaken trips.
Which trips were canceled?

When is Bill going to Washington?
Schedule a trip by train to New York.
What are the final budget figures?
List the final costs for those trips.
Schedule a trip for Bonnie to Washington.

Cancel Lyn's trip to the ASA meeting.

What do we hav: budgeted for the IFIP conference?

Give me a list of the untaken trips.

What trips have been taken this year?

List all trips to New York this quarter.

Am I going anywhere in November?

Is John scheduled to go to Carnegie?

How much did we spend in 1975?

Change the number of people from three to two.
What trips remain in the robot budget?

How much money is in the current budget?

How long will the IFIP meeting be?

Do ycd have any trips in July?

25
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DHK298 Enter a trip for Jerry to San Francisco.

DHK 299 Where is the ASA meeting this year?

18 March sentences, using APR statistics including them

April 5 May 8
RMS114C ** SUCCESS ** ** QUCCESS **
(7 theories, 919 sec.) (20 theories, 1038 sec.)
RMS125 Failed to match ASA Got instead: WHEN IS THE NEXT
after NEXT, so stopped. D.C. MEETING. Poor match for ASA.
{31 theories, 1674 sec.)
RMS137 ** SUCCESS ** ** SUTCESS **
(3 theories, 364 sec.) {20 theories, 1825 sec.)
RMS 269 ** SUCCESS ** Failed to match PLEASE before

(10 theories, 1348 sec.) DISPLAY ALL BUDGET, due to
lexical retrieval bug.

RMS271 ** SUCCESS ** Timed out: 75 min. Had got
(25 theonries, 1143 sec.) WHEN IS THE NEXT.
RMS273 (not tun) Syntax ran out of PCONFIG
space.
RMS274 (not run) Got instead: THE TRIP NUMBER IS
54488, (31 theories, 2890 sec.)
RMS275 ** SUCCESS ** ** SUCCESS **
(9 theories, 825 sec.) (28 theories, 1777 sec.)
RMS277 (not run) Timed out: 60 min. THIRTY

matched slightly better than
TWENTY, so at best it could
only have got it with "$3@".

RMS 2890 ** SUCCESS ** ** SUCCESS **
(9 theories, 787 sec.) (790 theories, 3618 sec.)

26
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JIW102B

JJW119B

JIJW126B

JIW129

JIW173

JIW270

JIW272

JIW276

JJw278

JJIN279

JIW281

JIW292

JIW294

JJIW296

Bolt Beranek and Newman Inc.

The 30 new sentences

Agril 5

** SUCCESS **
(10 theories, 1070 sec.)

Failed to match GOING
before TO IFIP.

** SUCCESS **

(27 theories, 1119 sec.)

** SUCCESS **
(21 theories, ? sec.)

Hit grammar bug.
** SUCCESS **
(38 theories, 1587 sec.)

Best event TO OTTAWA
fails to get worked on.

Failed to find ITEM after
BUDGET.

Got instead: LIST REMAIN-
ING TAKEN TRIPS. (!)

No correct seed events.

Run stopped, perhaps
prematurely.

Failed to find NEW YORK
after TRIP BY TRAIN TO.

Very poor match for BUDGET

before FIGURES, only good
seed, so stopped.

Doesn’t get to work on
any good seeds. Stopped.

27

May 8
Got instead: WHAT'S BATES'S TOTAL
BUDGET FIGURE

IFIP is the only correct seed,
and it never gets worked on.
Timed out.

** SUCCESS **
(4 theories, 2778 sec.)

Hit error break in Syntax.

Failed to find PLANE-FARE
before THERE.

** GQUCCESS **
(79 theories, 3521 sec.)

** SUCCESS **
(36 theories, 2694 sec.)

Timed out just as A BUDGET
reached top of the queue.

Got instead: LIST TWO REMAINING
"INTAKEN TRIPS.

** SUCCESS ** (Note that it
got WHAT TRIPS WERE CANCELED)
(46 theories, 3700 sec.)

WHEN IS never gets worked on;
failed to find GOING before
TO WASHINGTON.

Fails to find BY after TRIF.

Good events from the 3 correct
seeds get pushed way down the
aueue, dcn’t get worked on.

Gets FOR THOSE TRIPS and finds
COSTS, but that event doesn’t
get to the top of the gueue
before timeout.
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WAW282

WAW283

WAW284

WAW285

WAWZ286

WAW287

WAW297

DHK113

DHK288

DHK 289

T

DHK 299

DHK291

DHK 293

NO correct seed words.

Doesn’t get to work on
any good seeds. Stopped.

Failed to find BUDGETED
before FOR THE IFIP
CONFERENCE.

No correct seed words.

Failed to find TRIPS
before HAVE BEEN TAKEN
THIS YEAR.

Syntax rejected NEW YORK
before THIS QUARTER.

Only good event IN
NOVEMBER pushed way down
the gueue. Stopped.

No correct seed words.

Only good event pushed way

down queue. Stopped.
Only good event pushed
way down gueue. Stopped.

** SUCCESS **
(9 theories, 88 sec.)

Failed to find MONEY after

HOW MUCH.

Control strategy bugs.

28
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** SUCCESS **
(28 theoriecs, 4018 sec.)

Gets -S TRIP TO THE ASA MEETING
and finds LYN, but that event
never gets worked on before
timeout.

Failed to find BUDGETED after
WHAT DO WE HAVE.

Bad match for UNTAKEN before
TRIPS, other seed LIST never
seen.

Failed to find TRIPS before
HAVE BEEN TAKEN THIS YEAR.

Shortfall scoring problem causes
good events to be killed.

Events AM I and IN NOVEMBER
pushed way down the queue.

Only good seed SCHEDULED never
gets worked on. Poor segment
lattice.

Failed to find NINETEEN after
HOW MUCH DID WE SPEND IN.

Good events from only seed
(PEOPLE) fall down gueue,
don’t get worked on.

Notices ROBOT after WHAT TRIPS
REMAIN IN THE, but shortfall
scoring quirk kills it, even
though it“s a good match.

Gets as far as MONEY ~-S IN THE
CURRENT and -S IN THE CURRENT
BUDGET, but problems with poor
match for MONEY and a possible
control bug.

Ran out of space in parser.
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DHK295

DHK298

DHK299

Failed to match IN before
JULY.

No correct seeds.

Best seed starts as #3 on
queue, never gets worked
on.

29
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Got instead: DO YOU HAVE THE
TRIPS. Failed to find ANY before
TRIPS.

Best seed starts as #9 on queue,
never gets worked on.

Single good seed (MEETING) gets
poor matches for ASA and THIS
on either side, so they go way
down the queue.

- e T L R ik o



i

BBN Report No. 33083 Bolt Beranek and Newman Inc.

References

Bahl, L.R., J.K. Baker, P.S. Cohen, N.R. Dixon, F. Jelinek,
R.L. Mercer and M.F. Silverman (1976)

"Preliminary Results on the Performance of a System for the
Automatic Recognition of Continuous Speech," Proc. IEEE

International Conference on Acoustics, Speech and Signal
Processing, pPhiladelphia, April 12-I1%, pp. 425-429.

Bruce, B. and G. Harris (1974)

"Procedural Semantics 1in the Travel System," Speech
Understanding Systems, Quarterly Technical Progress Report
No. 3, Report No. 3115, Bolt Beranek and Newman Inc.
Cambridge, Mass., pp. 27-36.

Earley, J. (1970)
"An Efficient Context-Free Parsing Algorithm," CACM, 13:2,
February, pr. 94-182.

Schwartz, R. {1976)

"Acoustic-Pnonetic Experiment Facility for the Study of
Continuous Speech," Proc. IEEE International Conference on
Acoustics, Speech, and Signal Processing, April 12-14,
Philadelphia, pp.l1-4. (Also in Woods et al., Speech
Understanding Systems, Quarterly Technical Prog-ess Report
No. 5, Report No. 3248, Bolt Beranek and Newman Inc.,
Cambridge, Mass., pp. 62-73.

Schwartz, R. and V. Zue (1976)

"Acoustic-Phonetic Recognition in BBN SPEECHLIS," Proc. IEEE
International Conference on Acoustics, §§eechL and Signal
Processing, April I12-14, Philadelphia, pp. 2I-24. "(Also in

Woods et al., Speech Understanding Systems, Quarterly
Technical Progress Report No. 5, pp. 47-61

Woods, W.A. M. Bates, G. Brown, B. Bruce, ~. Cook, L. Gould,
J. Klovstad, J. Makhoul, B. Nash-Webber, R. Schwartz,
J. Wolf, V. Zue (1975)
"Speech Understanding Systems, Quarterly Technical Progress
Report, No. 4," Report No. 3188, Bolt Beranek and Newman
Inc., Cambridge, Mass.

30




Ej
E

el i o o e o B i D o L

BBN Report No. 3383 Bolt Beranek and Newman Inc.

II. TECHNICAL NOTES

A. Evolving Uses of Knowledge in a
Speech Understanding System

Bonnie Nash-Webber
Bertram Bruce

1) Introduction

l.a. The BBN Speech Understanding System

1976 is the fifth year in a five-year program on
automatic speech understanding which is being carried on,
under the sponsorship of ARPA, here at BBN and at various
other sites across the country. Over these years, the
character of our speech understanding system, hereafter
called HWIM ("Hear what I mean”), has undergone substanticl
changes. Many of these changes involved either the
introduction of new components, the restructuring of
existing ones, alterations in information flow between
components, or altered use of that information. The purpose
of this paper is twofold: to describe some of the changes
that have happened to our system, and to present some common
sense principles of system dynamics that might be abstracted

from them.

In the following discussion, we will be using the term
"knowledge source" or KS to refer to a process or a set of

processes and their attendant data structures, whose job it
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is to provide the system and/or other KS’'s with a particular
kind of information (knowledge). A KS 1is a conceptual
entity, one of the building blocks of our conceptual view of
the system. "Component", on the other hand, will be used to
refer to the embodiment of a KS or part of a K5 in the
actual system. For example, our phonological knowladge
source 1is embodied partly in our Dictionary Expansion

component and partly in our Lexical Retrieval component.

1.b. Knowledge Sources in HWIM

There are several types of knowledge being accessed 1in
the HWIM system: acoustic-phonetic, phonological, lexical,
syntactic, semantic, discourse level, and factual. A brief

description of each of these is given below.

Acoustic-phonetic knowledge can be characterized in two
directions. Analytically, it is of the relationship between
observable acoustic phenomena and the pessible phonemes or
phoneme sequences underlying them. In a generative mode, it
includes knowledge of an "ideal" paramectric representation
cf a string of phonemes and ways in which actual utterances

of that string can vary from that ideal.

Phonological knowledge includes knowledge of wvalid
and/or likely phoneme sequences within words of the language
and the way in which the realizations of phonemes may change

in the context of other phonemes, both within words and
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across word boundaries.

Lexical knowledge includes the possible base
pronunciations of each word in the lexicon, both stylistic
variations - /aft n/ versus />fan/ - and functional
variations - /pra’ jegkt/ as a nour, versus /pra jekt’'/ as a
verb. The knowledge of how regular nouns, ver—:s, adjectives
and adverbs inflect is also subsumed under lexical

knowledge.

Syntactic knowledge is knowledge of what word segquences
can be produced from a given vocabulary if questions of
meaning are ignored. This knowledge, embodied in a grammar,
makes it possible to derive the grammatically acceptable
contexts for any given word, phrase, or acceptable word
string, judgments about the potential grammaticality of some
other word sequence, and the locations of phrase boundaries

that correlate with speaking patterns.

We are taking semantics to mean "the scieatific study
of the relations between signs or symbols and what they
denote or mear." As such, semantic knowledge includes, among
other things, knowledge about the meaningfulness «f a word
sequence, its completeness with respect to denotation or,
conversely, its oddity, and also knowledge of thc contexts
in which any word, phrase, or acceptable seguence of w~»rds
can meaningfully occur. It does not include, under the

above definition, knowledge of the situation in which the

33
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utterance 1is made, nor of the presuppositions underlying
utterances: these we have characterized as being

discr"rse-level knowlaodge.

Discourse-level knowledge, based on both idealized
dialogue models and the on-going discourse and situation it
establishes, 1includes knowledge of appropriate and/or
expected types of replies to given types of questions and
also of the current set of objects and events available for

reference at each stage of discourse.

Factual knowledge is domain- and task-specific
knowledge. In HWIM s current travel budget management
domain, it includes the +rips that have been taken or
planned, the travel budgets for various projects and how
parts of those budgets have been allocated for various
purposes, the fares for traveling between cities, and all
the specific people, cities, institutions, etc., that might

be or have been involved in a trio,

An important point to remember is that there is not, a
priori, any single best way to wuse these suvurces of
knowledge in a speech understanding system. A system that
relies too heavily upon a fixed, limited concepiion of how
KS s should interact is apt to founder when in contact with
real speech input. Similarly, one that envisions each KS
interacting with every other KS, producing all the

information that might theoretically be of use, is likely to
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——

die of uncontrolled activity. Design decisions for the HVWIM

system at BBN have been based on theoretical principles, but

i

i i

: they have been refined in response to specific proolems
% encountered in wunderstanding speech. At any stage in our
f system s cvolution, the way in which a given KS is accessed
] - when, by whom, and to what end - has depended on the
% capabilities of the other XS°'s in the system and reflects
i the maximum leverage the given KS can provide the entire
E system in accomplishing its goal.

l.c. HWIM s Task Domain

HWIM .s designed to serve as a travel budget manager’s

automatec assistant, helming the manager by keeping a record

e s

of upcoming conferences, trips taken or proposed, and money
allocated for future trips. It also serves as a source of
infcrmation about people, oplaces, projects, contracts, and
other data relevant to budget maint~nance. The particular
task of travel budget management is a simple example of the
general resource management problem and is an initial step

towards an intelligent manager ‘s assistant.

Utterances processed by HWIM are assumed to be
appropriate tc the travel budget managesment domain, and more
specifically, of the type which the manajer (rather than the
assistant) would  utter. Thus, "What 1is the air fare to

Chicago?" would be a typical utterance, whereas "You are

35




BBN Report No. 3303 Bolt Beranek and Newman Inc.

over your budget!" would not. A hypothetical dialogue which
illustrates some characteristics of HWIM s task domain is

shown in Figure 1. (See also Figure 3.)

Manager: How much is left in the budget?
HWIM: There is $743.18 remaining in the speech
understanding budget.

Manager: Estimate the cost cf a trip to St. Louis for
one person for three days.
HWIM: The estimated cost would be $312.57.

Manager: When is the next ASA meeting?
HWIM: November 13-17, 1976.

Manager: Where is it?
HWIM: Chicago.

Manager: What is the fare fro.. St. Louis to Chicago?
HWIM: The one-way air fare is $78.

Manager: Schedule a trip for Chip to St. Louis and

Chicago.
HWIM: When is h> leavina Boston?

Fig. 1. A hypothetical dialogue between a travel
budget manager and HWIM.
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?2) The First Incarnation of HWIM

2.a. HWIM as SPEECHLIS

When HWIM (then called SPEECHLIS) first emerged in 1973
as a complete speech understanding system, it comprised an
acoustic-phonetic knowledge source (KS), a phonological KS,
a lexical KS, a syntactic KS, a semantic KS and above them,
a control program directing their activities. It did not
have a source of either discourse-level or generative
acoustic-phonetic knowledge, and while 1its data base and
retrieval system did together constitute a source of factual
knowledge, no effort had been made to integrate it into the
understanding process. The specific task undertaken in this
first version of HWIM was to answer guestions a geologist
might pose about the A&pollo 11 lunar rocks, specifically
their composition and age analyses. For example,

Give me olivine analyses for the breccias.

Does sample 10004 contain plagioclase?

What is the age of each fine-grained igneous rock?

Figure 2 illustrates the structure of this first
version of HWIM. Each KS was embodied in one or more
components of the system. In the figure, components are
represented as labeled boxes and control and communications
paths as lines between them. (In the following discussion,
components and significant data structure are underlined

when first referenced.)
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Book-
keeping
Lexical
APR Retrieval
Phonology Control Syntax
Word Semantics
Matcher
Figure 2.

2.b. How Knowledge was Used in the Original HWIM

The ways in which this first version of HWIM wused its
knowledge sources were the following. The acoustic-phonetic
KS (Acoustic-phonetic recognition or APR component)
performed a first-pass segmentation and labeling of the
acoustic signal into partial phonetic descriptions,
producing as output a segment 1lattice that compactly
represented all possible alternative segmentations of the
utterance and the alternative identities of the individual

seqments. Phonological knowledge was represented 1in the

form of analytic phonological rules. After the APR
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~omponent produced its initial segment lattice, the

phonological component augmented the lattice with branches

representing possible underlying sequences of phonemes which
could have resulted in the observed acoustic sequences.
Associated with each added branch was a predicate function

that could 1later be used by the Word Matcher component to

check for the applicability of the given phonological rule

based on the specific word spelling and necessary context.

The Lexical Retrieval component, embodying part of

HWIM s 1lexical knowledge source, was used to retrieve words
from the lexicon to be matched again-t the input signal.
The Word Matcher component, embodying the other part, when
given a particular word and 2 particular 1location in the
input signal, would determine the degree to which the word

matched the segment lattice. Word matches that scored above

a certain minimum would thcn be available for manipulation

by the rest of the system.,

HWIM s Syntactic KS, realized in its Syntactic
component, was used to Jjudge the grammaticality of a
hypothesized (possibly partial) interpretation of the
utterance and to make 1limited proposals of words and/or
syntactic categories to extend a partial interpretation.
These partial interpretations were represented in data
structures called theories, which contained one or more

non-vverlapping word matches, as well as information
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describing their possible syntactic and semantic

associations. The Semantic component was used tc notice

coincidences between semantically related words that had
been found at different places in the signal, to judge the
meaningfulness of a hypothesized interpretation, and to
predict particular words or specific semantic classes of

words for extending a partial interpretation.

2.c. Performance Characteristics of the Original HWIM

The above first characterization of the necessary
knowledge sources and how they might potentially contribute
to the overall speech understanding task was based on
experience gained through "incremental simulations" of a
complete speech understanding system [Woods and Makhoul,
1974]. This 1initial characterization was then modified by
the then~-current and expected future performance c¢f the
actual components (i.e., their speed in providing a specific
type of information and the reliapility of the information
provided). A description of the relevant performance
characteristics of each component will perhaps explain its

particular (and limited) use in the 1973 system.

At that time, the speed of the Lexical Retrieval
component was strongly dependent on the size of the
dictionary and less so on the complexity of the segment

lattice. Thus, phonological knowledge, which had to be used
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somewhere to account for contextual variations in
pronunciations, was applied analytically to the segment
lattice, instead of generatively to the 1lexicon. This
latter method would have at least tripled the size of the
dictionary. To account for the inflected forms of reqularly
inflected words 1like "contain" ("contains", "contained",
"containing"), inflectional endings were matched against the
segment lattice only after a match for the base form had
already been found. The alternate method of including all
regularly inflected word forms in the dictionary would have
expanded it by about 40% and again possibly crippled the

Lexical Retrieval component.

The reliability of the Word Matcher component depended,
of course, on the ability of the APR component to produce as
narrow and accurate a segmental characterization of the
utterance as possible. At this point in HWIM's development,
this characterization was relatively broad, resulting in a
large potential for spurious, incorrect word matches. The
longer a word, however, the less chance a good match of it
was spurious. As a result, only proposals for long words
were encouraged. In addition, the Word Matcher had no
efficient way to match several words simultaneously: the
time required to match N words was N times the time required
for one. Hence, only very limited predictions were made by
other components. In order for ©processing tc begin, a

single data-driven context-free scan was done for the best
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matching 1long words, 1in cooperation with the Lexical
Retrieval component. Though expensive, it could be relied
upon to return several correct word matches among a not

inordinate number of spurious ones.

Based on its general broad grammar for English, the
Syntactic component could neither judge the potential
grammaticality of a short sequence of word matches nor make
limited predictions of the context in which the sequence
could occur. Thus it could noi be used effectively on short
theories. For 1long theories though, Syntax could be an
effective judge of grammaticality. However, with respect to
predicting the ©possible contexts of even long theories,
predictions could only be made in terms of short function
words 1like "the" or "in," or liérge general cetegories like
adjective or verb. The latter pcsed too much of a burden on
the Word Matcher 1in terms of time, and the former, unless
they were the only possibilities, did not vyield reliable
matches. Thus the Syntactic component could only be used
effectively for evaluating lonc theories and making
predictions to the Word Mé tcher when the set of

possibilities wes extremely constrained.

In HWIM s lunar rock domain, the range of semantic
relationships possible among th2 entities was relativelv
small. Thus the Semantic componen: could be used to decide

which of the word matches found on the initial scan could
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meaningfully go together in a single utterance, without the
number of such possible combinations being uninanageably
large. With respect to proposals, because names and
descriptions of the entities in the domain tended to involve
long words (e.q., "fayalitic olivine", "fine-grained igneous
rocks”, etc.), one could be fairly confident of the results
of Semantics’ predictions. However, except with respect to
names and descriptions, Senantics had no information about
possible word order that would enable it to make proposals.
Coupled with the small number of "content" words that might
reasonably be exjccted in an utterance - usually no more
than half the words, the others being syntactic function
words - the primary uses of the semantic knowledge were just

those given above.

3) Evolution of the HWIM System

3.a. Addition of New Knowledge Sources

One type of change that has occurred in the evclution
of HWIM has been tne addition of new sources of knowledge.
Since its emergence in 1972, three new knowledge sources
have been incorporated into the system: a discourse-level
KS, a factual KS, and a generative-acoustic KS. The
addition of a new knowledge source raises three basic
guestions: how, when, and where to use the information the

KS ~can provide. For example, a discourse-level KS could
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potentially provide such information as the objects and
events available for anaohoric reference, the likely gist of
the current utterance based on the state of the discourse,
and likely (oir unlikely) ways the wutterance might be

phrased. This information could be used in several ways:

(1) Predlgglgglz, when making a first pass over the
utterance looking for gooG word matches to anchor
on. E.g., "I expect the manager to want to fix
the data base; therefore look for ‘edit’ verbs
and words describing a data base structure, like

a trip or meeting descriptor."

(2) uvaluatively, when assigning a score to a theory.

E.q,. "Lower your confidence 1in this theory
containing "their", as I have no referent for
it."

{(3) To rglaw bonstraxnts, say on grammaticality, when
a theory is being evaluated by Syntax. E.g., "A
single noun phrase denoting & city is acceptable
as a complete utterance here."

(4) Comgaratlvely, when deciding what hypothesis to

pursue furtner. E.g., "The theory for "their
fare" is preferable to that for “the air fare"
since 1 believe a train trip 1is under
discussion.”

Theoretically, any or all of the above uses would be
valuable. However several factors argjued that the grea:est
immediate leverage for the least effort could be obtained
from using discourse-level information in the now-combined
Svntactic-Semantic knowledge source (see Section C.3) to
relax constraints on grammaticality. Other types of
discourse-level information that were not going to be used

were then not produced, nor were other KS’'s that might have

used the information modified to do so. This 1llustrates
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one of the common sense principles we wish to get across:
Principle: A KS only provides information to
those” KS's which can use the information
efficiently to improve overall system
performance.
Corollary: If there is no KS which can
efficiently use some type of information
potentially available from a given K&, the
information 1is not provided and may not even
be computed.
To return to the factors that argued for using
discourse-level information to relax constraints on

grammaticality, we list three below.

(1) One mode in which HWIM operates 1is that of a
directed dialogue, with the system asking questions and the
user replying to them. A sample of such a dialogue is given
in Figure 3. Notice three thinas: the svstem expects a
valid answer to its question, the imeaning of the answer can
be characterized as belonging to a particular semantic class
(e.g., date, amount, location, etc.), and the form of the
answer is rarely a complete sentence. Now these types of
incomplete, but reasonable answers map directly onto the
kinds of constituents tarsed by the pragmatic grammar. To
permit such answers, we need merely take the current
discourse-level -xpectatinn (noted in brackets in Figure 3),
expressed simply as DATE, AMOUNT, LOCATION, etc., and allow
the Syntactic-Semantic component tc accept the corresponding
constituent as a possible complete utterance. (To open the

grammar and freely allow stand-alone noun phrases to be
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accepted anywhere in the discourse would 1lead to lower
system performance, since outside this directed dialogue, we

expect utterances to be complete sentences.)

(2) The current reliability and speed of the
now-combined Lexical Retrieval/Word Matcher component
(hereafter referred to simply as ‘“Lexical Retrieval") is
such that the context-free 1initial scan of the segment
lattice for the 15 best matching words takes acproximately
one CPU minute for a 2.5 second utterance and most often
turns uo at least 2 correct words among the top 15. One
could not buy much by constraining the set of words souaght
9n this scan to only those exvected. In addition, there
would remain the inevitable problem with all constraints

that the correct arnswer may be imoroperly constrained out.

(3) In order to implement a procedure for comnaring
theories on the basis of discourse-level knowledge, we would
have needed much wmore global information concerning the
existing set of theories and their inter-relationshins than
we currently keep around. This would have put a large
ourden on 1limited space resources. More imnortantly, it
would have reaquired valid criteria for making such relative
evaluations, and we <curcently do not have them, either

theoretically motivated or based on our experiences.
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A DIALOGUE WITH THE TRAVEL BUDGET MANAGER’S ASSISTANT

-- Manager: What is the air fare from Boston to Baghdad?
i HWIM: THE ONE-WAY BOSTON TO BAGEDAD AIR FARE IS $643,
H Manager: Enter a trip for John Makhoul to Baghdad.
] 3 HWIM: WHEN IS THE TRAVELER LEAVING BOSTON? [DATE]
i Manager: November twenty-fifth, nineteen seventy five.
HWIM: WHEN IS THE TRAVELER LEAVING BEIRUT? [DATE)
T Manager: December eleventh.
S ¢ HWIM: WHAT IS THE COST FOR THIS TRIP? [AMOUNT]
Manager: Fifteen hundred and fifty dollars.
o HWIM: WHAT IS THE TRIP NUMBER? [DIGIT STRING]
- Manager: Eight eight seven three.
) HWIM: TO WHAT CONTRACT IS THIS TRIP TO BE CHARGED? [CONTRACT]
Manger: Speech compression.
HWIM: THE FOLLOWING TRIP HAS BEEN ENTERED:

JOHN MAKHOUL TO BEIRUT, LEAVING BOSTON
ON 25-NOV-75 AND BEIRUT OM 11-DEC-75.
THE TRIP NUMBER IS 8873 AND THE TRIP
IS CHARGED TO THE SPEECH COMPRESSION
CONTRACT.

Manager: Okeav.

Figure 3.
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Though not vyet implemented, we do envisage the
Syntactic~Semantic component wusing other discourse-level
information, that having to do with ref-rents, 1in its
evaluation of a theory. That is, from its praamatic grammar
it knows what kind of entity it is assuming a given pronoun
references. If there is no referent for an entity of that
kind in the discourse, it can reduce its confidence 1in the

theory at a very small cost.

3.b. Changes in Cxisting Knowledge Sources .

Another set of changes that have occurred in HWIM since
its first appearance in 1973 have involved the wav in which
knowledge is represented in a knowladie source. These
changes have resulted in more efficient and reliable use of

that knowledge. Two sucnh examples are dis~ussed helow.

In the first stages of HWIM'S develooment, as mentioned
earlier, the word matcher component, which emhbodi=d most of
the system’s 1lexical knowledge, was relatively slow in
performing the task cf matching a word zgainst a region of
the utterance., It also had no mechanisms which would reduce
the amount of time needed to match N words en masse, below
that of matching N words individually. Thus while it might
have been onossible to get from another KS an exhaustive
enumeration of the words acceptable ad,ccent to a given word

match, it would not have improved overall system performance

at trat time.

48




me‘ T o T e

i

%

BBN Report Neo. 3303 Bolt Beranek and Newman Inc.

In early 1975, HWIM's 1lexical knowledge source was
re-implemented in the form of an improved
Lexical Retrieval/Word Matcher component. Not only was it
mucn faster at watching individual pronunciations against
the segment lattice, but it was also able to handle multiple
matching verv efficiently, based on a distributed key
teprescatation of the lexicon in which common carts of
pronunciations are merged [see Section II.B.]. (For
example, it c.irrently takes on the average onlv 6.83 CPU
seconds to effectively compare 448 words agjainst a given
position in the segment lattice.) In addition, and this will
be more relevant to another ange in the system to be
discussed later, it was not strongly affected by dicticnary
size. As a result of this chanage in Lexical Retrieval, the
Syntactic comoonent was modified to produce an exhaustive
enume.2tion of 2all words and syntactic categories that could
grammatically coccur adjacent to a given word match or
seauence of word matches. This re-illustrates our first
orinciple of system dynamics: information, though
potentially available, should no. be provided (and mayv not
even he computed), un.2ss or until some KS can wuse that

information to improve overall system performance.

A second one of HWIM s existirg knowledge sources whose
organization and use has chanaed over time 1is its
phonological KS. Initially ohonolcgical knowledge was

represented 1in the form of analytic phonoloygical rules that
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vere applied to the basic segment Jattice to account for
possible wunderlying sequences of phonemes which could have
oroduced the observed acoustics. Though this use was forced
on us by the inability of the Lexical Retrieval component to

handle a large dictionarv, it was unsatisfying on several

Jrounds.

First, it reauired applying nhonological rules to data
that was not certain (i.e., the sejmnent lattice) rather than

to data that was (i.e., the pronunciations 4given in the

lexicon}) .

Secondly, 1t was <Jdifficult to reoresent deletion

transformations in the seqmnent lattice,

Thirdly, the rate of increase in the counnlexity of the
segment lattice as new analvtic wvhonoloaical rules were
added was such that we foresaw that the segment lattice
would become unmanaacable long hHefore we comoleted the
implementation of the thirty analvtic rules envisioned.
{With onlv eleven of the thirty rulass imnlemented, there was
a three-fold increase in the nurher of acceptable word
matches heing returned from the initial scan. While more
correct words ware also being returned, imorcving system
performance for the time, 1t was oredicted that as more
rules were added, the correct matches would he swamped by

the sourious ones.)
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The ability of the new Lexical Retrieval component to
handle large dictionaries efficiently meant the phonological
knowledge source could be reorganized around generative
phonological rules applied dJdirectly to the dictionary,
rather than analytic rules applied to the segment lattice.
This reorganization resulted in a Dictionary FExpansion
component as the embodiment of the phonological KS. This
component also contained 1lexical knowledge about regqular
inflections, since all inflected forms of regular words
coulé now be compiled into the dictionary as well, thereby
eliminating the inefficient and frequently damaging recourse
of only matching inflectional endings subsequent to a match

for the base form.

(Figure 4 shows the expansion of our current dictionary
of 587 base forms - TRAVELDICT - througii compiling in
inflection information and various types of generative
phonological rules. Corresponding numbers are also given
for a larger dictionary - BIGDICT -~ we plan to adopt in the
near future. The phases of expansion reflect: (1) producing
regularly inflected word forms, (2) applying ideal
phonological rules to the one or more base forms of each
wo-d, (3) applying phonological rules that reflect either
allophonic variations or APR dependency, and (4) accounting

for potential across-word boundary phonological effects.)
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The above change in the nhonoloaical knowledge source

illustrates another of our common sense principles of system

dynamics:

Principle: The form in which a KS packages the
information it is asked to provide and the
circumstances under which that information will bo

used depend upon characteristics of the recipient
KS.

TRAVELDICT BIGDICT

Roots & irregularly inflected

forms 507 1272
lphase 1

Roots & all inflected forms 792 1437

Pronunciation baseforms 3138 1619
vhase 2

Pronunciations following
ist aoplication of 1562 3484
vphonological rules

phase 3
®ronunciations following
2nd aoplication of
phonological rules 1910 4288
3 phasz2 4
Pronunciations following

application of oscross-word
phonological rules 3949 7047

ot e

Fiqure 4.
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3.c. Combining of Existing Knowledge Sources

A third important type of change that has occurred in
HWIM has been the fusing of existing knowledge sources in
order to improve overall system performance. The
improvement comes from being able to constrain as soon and
as tightly as possible the acceptable ways in which a given

theory can be extended.

In the first version of HWIM, the syntactic and
semantic knowledge sources operated independently in
determining allowable extensions and making appropriate word
predictions. Obviously, 1in many cases words acceptable
syntactically would not be acceptable semantically and vice
versa. Cooperation appeared to be needed at the individual
word level. For example, an analysis of the travel budget
management domain showed that following the words, "Are we
over ... " only a small set of ovhrases are both
syntactically and semantically plausible. Whereas Syntax
would allow the pa. ' participle of a verb, say "taxed", or a
noun phrase, say "the hill", the addition of semantic and
pragmatic constraints of the travel budget domain restricted
the plausible phrases to such things as "our budget this

guarter" or "-budgeted".
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To effect the close cooveration between Svntax and
Semantics that was needed to make crecise word predictions,
a new KS was formed that merged the original syntax KS with
much of the knowledge originally built into the semantics
KS. (The semantic knowledge relating parse trees and their
formal "meaning" to the system, as well as the orograms for
effecting this translation, have not been restructured and
incorporated 1into this new KS, mainly for expedience.
Future work on HWIM may see this fusion completed, if it

leads to improved system performance.)

The resulting XS is built around a "praamatic grammar."
This grammar 1is an information structure in the auamented
transition network f{ATN) formalism [wWoods, 1974]. It
provides tremendous oredictive power by accepting only those
utterances that are grammatical 1in the usual sense,
meaningful in the travel budget management domain, and
approoriate to the oraagmatic circumstance of a single
speaker talkina to a computer data management cystem. For
example, while it =zllows "Enter a trip for Bonnie to
Ottawa," it does not allow "Are you going to Ottawa?" which

presupposes a traveling computer.,

The pragmatic grammar 1oes not have the usual PP, NP,
and VP constituents. Instead, its non-terminal elements are
structures such as "meetings", “"trips", and "expenses".

-

Figure 5 shows a fragment of the grammar, which parses
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meeting and conference descriptions. It accepts (generates)
a variety of reasonable meeting descriptionz, but not
phrases such as "her workshop" or "the air fare meeting",
which, although constructed of words in the HWIM vocabulary,
acceptable in a normal English grammar, and meaningful in
certain contexts, have becn determined to be outside the
domain of a travel budget manager talking to his automated

assistant.

The fusion of Syntax and Semantics into a single KS has
been a major factor in HWIM s much improved performance,
aided by a faster and more efficient parser. It
demonstrates to us that a naive conception of KS
interaction, which assumes that if communication channels
exist, they will bhe used effectively, is wrong, at least in
terms of currently realizable systems of HWIM's size and
complexity. It suggests another obvious, yet often ignored,

principle:

Principle: If it 1is found that one must
frequently consider simultaneonsly information
from several KS's, then the activity of those

KS's should be tightly coupled.
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"the next ACL meeting”

"the Pittsburgh workshop in April"®
"Carnegie for a week"

“that conference in Ottawa"
"IJCAL"

the pragmatic grammar used by HWIM.
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4) Current Status of the HWIM System

Having focused in this paper on some of the changes
that have occurred in HWIM over these past three years, it
might be useful to present a brief overview of HWIM's

current state.

At present, HWIM is operating on a dictionary of 782
words (587 roots), of which 419 are known to the pragmatic
grammar. Work is still in progress towards extending the
grammar to cover the full set of 782 words, as well as the
larger dictionary of 1337 words mentioned earlier. Both of
these extensions reaquire enlarging the conceptual range of
the grammar: the new areas within the travel budget
management domain that become open for discussion will
depend upon what information is, or might reascnably be,
available from the factual data base and its ease of access.
(This is vet another example of the system
inter-dependencies that shape its ultimate

characterization.)

We shall be giving this brief overview of HWIM's
current state in terms of its components, rather than its
knowledge sources, as we feel that this is a clearer way to
show how and when each KS 1is being used. A somewhat
fanciful schematic of the current version of HWIM is given
in Figqure 6, with ovals indicating components; dashed lines,

the communication channels between them; amorphous blobs,
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HWIM

SEMANTIC NETWORK

/

Fig. 6. The conceptual structure of the HWIM
speech understanding system.
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data structures acressed by more than one component; and
arrows, access or manipulation of a data structure by a
component, (In the following presentation, the names of

components will be underlined when first referenced.)

The Dictionary Expansion component is used before any

processing of individual utterances begins to expand the
dictionary to encompass all predictable pronunciatior
variants. Though this is a time-consuming operation, it
need only be done once on a given dictionary (Woods and Zue,

18767} .

RTIME is HWIM's real-time interface and is wused to
acquire and digitize a new utterance, which 1is then
parameterized by the component labelled PSA. These two
components have been part of HWIM all along, but, as they
have not been thought of as knowledge sources, we have

omitted them from discussion in this paper.

The APR component takes the parametric representation
of the utterance and applies acoustic-phonetic knowledge in
a bottom-up (analytic) manner to produce a segment lattice

representation [Schwartz and Zue, 1976].

The Lexical Retrieval component, which embodies the
whole of HWIM's 1lexical knowledge source, is used in two
ways in the understanding process: (1) to make an 1initial

context-free pass over the segment lattice, looking for the
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n best matching words and (2) to determine the n best
matching words from a set of words and categories proposed
by the Syntactic-Semiéntic component (here labeled “"Parser")
ac being acceptable to the pragmatic grammar, starting or
ending on a given set of word matches in the utterance.
Though it is called often 1in this latter capacity, the
amount of CPU time it spends in processing such a set is

minimnal [see Section II.B.].

The !ggigigg component makes use of jenerative
acoustic-phonetic knowledge, to wvalidate a seguence of
phonemes against a oortion of the varametric representation
of an utterance. Because it operates on a different
representation of an utterance than the Lexical Retrieval
component and in a different mode (i.e., synthesizing an
ideal parametric model of a phoneme seauence and computing
an error metric), it can provide an independent evaluation
of a word match or sequence of word matches, with or without
context. We have tried several methods of integrating the
Verifier into the entire system, all of which have taken
into account the Verifier s slowness at scoring word matches
and the incommensurability of its scores with those of
Lexical Retrieval. Although useful at times, none of the
methods yet tried has improved the overall ©vertcrmance of
the system. We are currently at work at getting the
Verifier to reinterpret its score for a word match such that

it can be combtined with that of Lexical Retrieval for a
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total likeiihood measure of correctness. Until that |is
completed and the Verifier s speed is improved, the Verifier

component will remain unaccessed by the sys’.em {[Cook, 1976].

The Parser (syntactic/semantic KS) performs three
functions in the current version of HWIM: (1) to predict the
possible extensions of a given partial theory into an
acceptable theory which spans the utterance; (2) to judge
the grammaticality of a given theory (This 1is necessary
since the parser, to save time, does not perform all its
tests on grammaticality before making its proposals); and
(3) to produce a parse tree for input to our semantic
interpreter. Essentially, our entire strategy for
understanding an utterance consists of calils to the parser

<

to evaluate and propose extensions of a given partial
theory, interleaved with calls to lexical retrieval (and the
Verifier) to match the proposals, the decision as to what

partial theory to «consider next being made by the speech

understanding controller based on a "short-fall" algorithm

developed by Woods [see Section II.C.].

The Sewantic Interpreter component is currently
accessed only after an acceptable spanning utterance has
been found and parsed, in order to produce a formal meaning
representation of the utterance. This representation, in a

language akinr to predicate calculus, is ther manipulated by

the TRIP component 1in its information retrieval role to
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yield a correcc response to the utterance. The following

are some examples of such formal meaning representations:

Utterance: How many people went to California in November?
Intervretation: (FOR THE X1/ (SETOF X2/ (PEOPLE): (GO (TRAVELER X2)
(DESTINATION °“(STATE CA)) (TIME °“(MONTH NOVEMBER))));
T; (OUTPUT (CARDINALITY X1]

Utterance: Cancel Lyn's trip to Pittsburgh.
Interpretation: (FOR THE X1/ (TRIP (TRAVELER ' (FIRSTNAME LYN))
(DESTINATION “(CITY PITTSBURGH))):
T; (CANCEL X1]

Utterance: Give me a list of untaken trips.
Interpretation: (FOR EVERY X1/ (TRIP (MODALLTY °“UNTAKEN)): T;
(OUTPUT X1}

We have not yet tried to use the semantic interpreter
as part of the understanding process. Thouah we believe it
is possible to build some pieces of the final meaning
representation Juring parsing, it may not be as efficient as
it seems on paper, due to the wasted cost »nf 1interpreting
partial parses which might be either discarded or vart of a
theory that turns out to be spurious. (Such was the case in
BON s LUNAR system [Woods et al., 1972] where we tried and
then rejected incoroorating semantic interpretation into

LUNAR s ATN c¢rammar.)

In addition to ~mbodying both of 4YWIM's discourse-level
and factual knowledge sources, the TRIP component answers
aueries, carries out computations reauested by the manager,
and maintains the factual Jata base. Once an utterance has

been understood and processed, the TRIP component generates
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a reply [Cook, Bruce, and Gould, 1975] in English. The text
reply can be printed out to the manager or it can be
converted into a phonemic representation with prosodic cues
specified. 1In the latter case, TALKER is called to generate
a speech waveform which can be plaved out to the manager as

recognizable speech.

To summarize, the func'ion of each of HWIM's knowledge
sources is both well-defined and limited, as opposed to each
KS offering up for grabs every piece of information it is
capable of producing. As we have tried to indicate in this
paper, we do not believe in the lat'er approach to system
organization. Using *+he knowledge sources as d~scribed
a.ove, with the decision as tc which theory to pursue based
on the "short-fall® algorithm referenced earlier, our
success rate in recognizing new utterances has been running

approximately 20%.

5) Future Changes to HWIM

Currently in HWIM, the knowledge for semantic
interpretation of input sentences exists 1in a ceparate
component from the one embodying the pragmati. grammar.
This organization is satisfactory when the semantic
interoreter is used merely as a second stage processor that
Luilis formal meaning representations of utterances frcm

their parse trees. However, anovher imper‘ant wuse can be
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made of the interpreter. If interpretations are made for
major constituents during the wunderstanding ohase itself,
then 1t becomes possible to verify that the constituent is
not only meaningful in the travel oudget Jdomain, but also in
the context of the then-current state of the factual data
base and the discourse. All this imolies a close coupling
of the sementic interpretation KS with the syntax/semantics
KS. Such a coupling is now being considered. Although it
has the additional side benetit of making it easier for the
interpreter to take advantage of local data structures
(e.q., registers in the grammar) established by the
syntax/semantics KS during parsing, its total benefit to the

entire system is not necessarily quaranteed,

Another imminent change to HWIM involves re-integrating
the Verifier component 1into the rest of the system, as
mentioned earlier. Basically, we are considering methods of
combining scores from the Lexical Retrieval component with
thcse of the Verifier component. The method of combination
must be based upon considerations of where each is most
effective and what impact woth correct and incorrect results

would have on overall system performance.

)

For example, one purpose for consulting either KS is to
get an evaluation of the goodness of a word match. For loung
words and phrases the Verifier is verv effective since it 1is

able to access speech input data at the narametric level and
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can measure precisely the fit of the hypothesized word(s) to
the waveform. The Verifier s score is even more reliable
when it can use the phonetic context in making this fit. 1If
the context 1is not specified or is specified incorrectly,
then the reliability of the score naturally suffers. For
small words these boundary errors are relatively more
damaging because there is less in the middle of the word to
rectify the score. Phonological variations in the
pronunciation of small words also have relatively larger
effects. Thus, we cannot place much reliance in the
verification score for small words. On the other hand, if
the purpose 1is to check for the mere existence of a small
word in the utterance, the Lexical Retrieval component often
fails becance of segmentation errors. That is, a small word
may be subsumed by the start or end of an adjacent word. 1In
that case, Lexical Retrieval will give only a very poor
score, while the Verifier may, given the context, find the

small word.

In general, these examples show that one must consider
the conditions under which a KS is operating and how its
output is to be used in order to have a successful system.
Once again, we are reminded of common sense principles which
run counter to some deceptively attractive proposals

regarding system control [McDermott, 1976].
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6) Conclusion

The evolution of UWisM discussed 1in the preceding
sections has produced a speech understanding system with
much improved performance characteristics. Equally
important, though, are the insights into system organization
and control which may be gleaned from this history. Below,
we list an obviously incomplete set of principles, alluded
to in the examples above, which have been implicitly

followed in makirg changes to HWIM.

DON'T DO MORE THAN YQU HAVE TO

Principle: A KS only provides information to
those KS' s that can use the information
efficiently to improve overall system

performance.

Coroilary: If there 1is no KS that can
efficiently use some type of information
potentially available from a gqgiven KS, the
information 1is not provided and may not even
be computed.

WORK TOGETHER

Principle: 1If it 1is found that one must
frequentiy consider simultaneouslv information
from several KS's, then the activity of those
KS s should be tightly coupled.

BE AWARE OF YOUR AUDIENCE

Princigle: The form in which a KS packages the
information it 1is asked to oprovide and the
circumstances undor which that information will
be used depend upon characteristics of the

recipmieunt K3.
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B. Probabilistic Lexical Retrieval with
Embedded” Phonological Word Boundary Rules

John W. Klovstad

Abstract

This paper discusses the design and realization of a
method of lexical retrieval which has been incorporated into
the BBN speech understanding system. As a component of this
system, Lexical Retrieval operates on a phonetic segment
lattice whose segments ~re described probabilistically. Its
function 1is to return an ordered list of the most probable
words and their location within the lattice. The words
considered 1in any such scan can be constrained as to class,
location, and phonetic context. This method of lexical
retrieval takes advantaqge of a representation of
phonological word boundary rules which enables their
effective wuse, independent of whether the phonetic context
is unknown as in word spotting, or known, as in a scan to
the 1left or right of a previously 1located word. This
ability to take account of word boundary effects in a clean

and efficient way 1is one of the majeor accomplishments of

this work.
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1) Introduction

The intent of this paper is to describe a method of
lexical retrieval and 1its incorporation as a component of
the BBN Speech Understanding System. This development is
described from a different perspective in each section of
this paper. We begin by considering various criterion which
have affected the design of this system of 1lexical
retrieval, either its dictionary structure or the look-up
algorithm, and examine how they motivated this design. We
also consider the extent to which each criteria could have
affected the structural or algorithmic design. Sections 3
and 4 describe in detail the design of the dictionary
structure and 1look-up algorithm respectively. Section 5
discusses lexical retrieval specifically as a component of
the BBN Speech Understanding System. Section 6 describes a

test that was undertaken to evaluate its performance.

2) Design Motivation

There were five separate criteria taken into account in

the design of this Lexical Retrieval system:

1) that it support our scoring philosophy;

2) that it be able to handle expected segmentation errors;
3) that it recognize and allow for word boundary effects;
4) that it be able to perform selective retrieval; and

5) that it do all the above efficiently while maintaining
expandability.
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These criteria will be explained individually in the
following sections, then referenced later in describing the

design of the dictionary and the look-up algorithm.

2.a Scoring Philosophy

Our scoring philosophy involves assigning a score $i to
pronunciation Pi in proportion to the probability of Pi
given the acoustic input A (i.e., P(PilA)). Selecting the
"best" scoring pronunciation is then equivalent to selecting

the most probable pronunciation given the acoustic evidence.

Using Bayes rule, we can rewrite P(P1i|A), which we
cannot compute directly, as P(Pi)*P(A|Pi)/P(A). Although an
estimate of P(Pi) is associated with each pronunciation only
P(A|Pi)/P(A) 1is computed to rank them. Note that if two
pronunciations being compared both span the same acoustics
A, their ranking will depend only on the calculation of
P(A|Pi). In practice, however, the acoustics spanned by the
pronunciations are different and the whole expression must
be used. This ratio is commonly referred to as the

likelihogq ratio.

Since Pi is not in general a single phoneme but rather
a specific phoneme sequence, the question of how P(A[P1)
should be evaluated must be answered. Our Lexical Retrieval
system does not work off the raw acoustics of an utterance

but rather a lattice representation in which the utterance
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is segmented into labelled regions. Each segment has a
probabilistic descriptor which contains for every phoneme an
estimate of the probability of its underlying the region.
An expansion of P(A|Pi) then requires establishing F)
correspondence between phonemes in Pi and segments
associated with the acoustics A. These segments must be
adjacent and follow in the same order that the phonemes do
in the pronunciation Pi. Furthermore the contextual effect
of surrounding phonemes must be known for the scoring of
each phoneme-segment combination, A pronunciation
likelihood is computed by multipling the likelihoods of each

phoneme-segment correspondence.

The 1log 1likelihood ratio (the logarithm of the
likelihood ratio) will rank word matches in the same order
as the likelihood ratio. This is true because the logarithm
of a monotonic function is monotonic. Since log likelihocd
ratios compress the dynamic range and can be calculated by
summing, slow floating point multiplication (relative to
integer addition) is unnecessary. Therefore Lexical
Retrieval calculates log likelihood ratios to boost

computational efficiency.

The effect of scoring philosophy on the design of
Lexical Retrieval has been to require individual phonemes
(allophones if there are contextual effects) to be directly

accessible from the structural representation of the
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dictionary. This is a very weak corstraint and could have

been satisfied by many different structures.

2.b Sgg@ggggtion Problems

If the acoistic segmenter is only permitted to create a
single linear sequence of segments (as will be our initial
assumption), then either its missing a real boundary or its
finding an imaginary boundary will affect the alignment
situation. We cannot count on a one-to-one alignment of
each phoneme in the pronunciation and segment in the segment
lattice. Although the segmenter sometimes misplaces
boundaries as well, ovhoneme-segment alignment 1is rarely
affected since the labels assigned to those segments do not

change significantly.

Alignment can be further complicated by multiple
consecutive segmentation errors of the same type.
Fortunately such multiple consecutive segmentation errors
occur very infregquently and no special procedure has been
adopted to handle them. Therefore, when they do occur, a
"correct" alignment 1is impossible, although a good scoring
alignment may often be obtained. For this reason, the extra
computational effort required to permit correct alignments
does not appear to be justified and they will not be handled

or discussed further in this paper.
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The effect on the design of Lexical Retrieval of having
to consider segmentation errors is primarily algorithmic.
That is, we have to consider all possible alignments in

scoring a pronunciation against the acoustic representation.

2.c Word Boundary Effects

In continuous speech, word pronunciations show strong
context-sensitive effects, especially at their boundaries.
Tokens of short words may bear only a slight resemblance to
their counterparts spoken in isolation. For example, the
sequence "did you" in continuous speech may become "dJijew"
when in fact neither "di","dij","jew" or "ew" are acceptable

pronunciations for "did" and "you" spoken in isolation.

The need to accommodate for context-sensitive word
boundary effects, especially when the context may not have
yet been determined, imposes stringent constraints on
effective dictionary structures, as will be shown in section

3.c.

2.4 Selective Retrieval

As a component of HWIM [see Section 1II.A.], Lexical
Retrieval is meant to work in a mode in which it responds to
proposals made by other components. A proposal 1is a
declaration of anticipated words and is often made in terms

of fixed classes (e.g., syntax classes). Therefore, it |is
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desirable that Lexical Retrieval be able to match

selectively words belonging tc specified classes.

2.e Efficiency and Expandability

The fifth criterion motivating the design of our system
for lexical retrieval is efficiency and expandability., What
is desired is a structure that is reasornably efficient 1in
the wuse of memory - so that the structure is feasible for
use with very large dictionaries - and at the same time
admits an algorithm which is reasonably efficient - so that

the scoring technique is still feacible.

2.f Summary

Of the five design factors mentioned above, all but the
need to accommodate for word boundary effects 1lend
themselves to incorporation in a wide variery cf radically
different internal dictionary structures. Consequently, the
design of the dictionary primarily depends on the "solution"
of the so-called word boundary oroblem. In the following
section, some effort will be made to indicate the nature of

this problem and how its solution suggests the design of the

particular structure we have chocen.

All five design factors have had some effect on the
look-un algorithm which complements our chosen dictionary

structure. Section 4 describes the 1look-up algerithm in
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considerable detail, noting the influence of each design

factor.

3) Internal Dictiona:y Structure

3.a Word Boundary Rules

We characterize context-sensitive word boundary effects
in terms of phonological word boundary rules. Each rule
tvpically specifies first, some phonetic context ir which an
underlying phonetic sequence may be expected to change, and
second, the phonetic sequence expected. The contextual
portion of word boundary rules specifies the general
phonetic character of the word boundary at which the changed
phonetic sequence may be observed. The word boundary
effects dealt with in the paper will all be specified in the

following formalism:

Left Context # Right Context => Transformation

where # designates the word boundary. A typical rule would

be:

T#T-=>T

which states that if a word ending in T (Left Context is T)
is followed by a word beginning with T (Right Context is T),
then an optional effect is that only one T will be observed.

It was decided to make rule application optioral in order to
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reduce complexity.

The reason why the word boundarv problem is seen to
significantly constrain the dictionary structure 1is the
following. Suppose for the sake of this example that words
are matched from left to right. Consider any word boundary
tule specified in the aforementiored formalism. The set of
words that satisfy 1its right context are precisely those
words that start with the specified phonetic sequence. An
efficient way to represent such a set is in a tree structure
which merges common initial sequences. The set of words is
then uniguely specified by the node in the tree which
terminates the right context. Thus, given left-to-right
matching, the represecntation of word boundary rules strongly
sudgests the dictionary be organized as a right branching

tree structure.

3.b Trees - Definition and Reoresentation

A tree consists of a set of nodes connected by
branches. The direction of rode connection, althcugh not
indicated, is consistently left-to-rignt. A tree is further
specified by the following conditions:

1) It contains exactly one node (the root) which no branch
enters.

2) It is connected so that four =cach node there is a path
{sequence of branches) from the root to that node.

3) Each node except the root has exactiyv one branch that
enters jt.
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In each of our figures a node will be represented by a
circle, usually labeled with a single phonetic symbol. Thus
cach left-to-right path in the tree 1is associated with a

single phonetic sequence or pronunciation.

3.c Dictionary "Trees"

The following subsectioas will describe and 1illustrate
a seqguence f progressively more complex structures for
representing dictionary information:
1) the basic tree
2) the kernel tree

3) the kernel tree with embedded word boundary rules.

Section 3.c.l illustrates a tree constructed from a
specific st of pronunciations. 1t indicates how with minor
additions this stric.ure can be made to satisfy aesign
constraints 1, 4 and 5 mentioned in section 2. Section
3.¢.2 introduces the concept of pronunciation kernels
relative to a given set of word boundary rules and
illustrates the corresponding kernel tree. Section 3.c.3
illustrates che designed structure in which paths
appropriate for the specified word boundary rules have been
added to the kernel tree. Together, the last two
subsecticns indicate how further modifications to this

structure can be made to satisfy constraint 3.
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3.c.1 Basig Tree

The basic pronunciation tree is formed by merging those
common initial phoneme seauences of word pronunciations sich
that each path in the tree specifies a wunique phonetic
seauence., As a result, no two distinct paths through the
tree are associated with the same ohonetic sequence, and no

two distinct initial phonetic sequences are associated with

the same path.

From the words and associated pronunciations given 1n
Figure 1, we Can construct the basic tree shown in Figure 2.
Notice that words are identified at the node 1in the tree
which complete the path acssociated with its pronunciation.
A pronunciation path is a nath that terminates on a node in
the tree at which some woru ic ident fied. The set of all

sequences cof pronunciations can now be generated by the

concatenation of appropriate nronunciation paths.

That each node in the tree (except the root) is labeled
with a single phonetic symbol satisfies the constraint
imposed by the sc -ing nhilosophy that individual phonemes
(alloohones 1f thece are contextual effects) be directly

accessihble from the stcuctural representation of the

dictionary.

To satisfy our desire for a selective retrieval

capability, each node car he tagged with the subset of
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syntax classes which are instantiated by one or more of the

o words whose pronunciations "pass through this node". During
. selective retrieval, entire sub-trees can be eliminated from
LA consideration 1if the reauested syntax classes cannot be
- instantiated.

.

- That the amount of memory reguired to represent
) pronunciations in a tree structure is reasonable i3 seen by
} counting the number of nodes 1in such a tree. If the
»s

i pronunciation information were not shared, the amount of
g storage would be proportional to the total number of

phonemes in the pronunciations. Witn any sharing, fewer
nodes will be needed, though the number will be at least as
great as the number of distinct oronunciations, since each
has a corresponding terminal node. Fortunately, as more and
more words are added tco the dictionary tree, there is more
and more merging of paths near the tree root. Although this
saving 1in storage may not seem significant, given the tree
shown in Figure 2, it becomes evident for a large
vocabulary, as 1illustrated in Fiqgure 3. Thus, sharing
common initial subparts has benefits for both storage and

- retriasval.

) _ . . _
! A B | c B/A C/A

Vocabulary ! Number of Total | Total Nodes per Phonemes per

Size I Pronunciations Nodes Phoaemes Pronunciation Pronunciation

small | 17 4» 50 63 2.941 3.705
_— B S . B

Large . 1860 [ 4371 10616 2.350 5.707

Figure 3.
81




T —

E
E
3
E

et

Dl

BBN Report No. 3303 Bolt Reranek and Newman Inc.

3.c.2 Kernel Tree

The tree described above, although satisfying the
constraints of scoring philosophy, selective retrieval and
efficiency, does not accommodate word boundary effects.
This reauires a slightly different tree which we will call a
Kernel tree, because instead of representing word

pronunciations as the basic tree, it represents their

kernels.

The kerriel (K) of a pronunciation 1is defined with
resvect to a given set of phonological word boundary rules,
If P is a phonetic snelling and R, the set nf word boundary
rules whose left context is satisfied by P, then the kernel

K is defined as the longest left suhstring of P which would

be unchanged by the apolication of any »f the rules R,

The Kernel tree for the vocabulary in Fiqure 1 relavive
to the rules given in Figure 4 is shown in Fijure 5. As an
examonle, notice that the kernel of [ I 5 t is L [ S because
of the rules s t # t => s, The other rule whosec left context
is satisfied by L I < t is t ¥ th => th, but aoonlication of

this rule will not change the kKernel L ] s,

RULES

nd# | —=+nl

s t #s —+>5

Fig. 4. — d#y—>}'
s# s —*>s

| # 1 =

t #4 +~ 0
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Fig. 5. Kernel tree.
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3.c.3 Kernel Tree with Fmbedded Word Boundary Rules

BEach kernel satisfies the left context of some cubset
(maybe empty) of the given word boundaryv rules, Roth kornel
and subset are remembered and a correspondence hetween them
is established. After the Kernel tree has been completed,
additional paths must be added to permit the transformations
specified in the rules and to compiete the kernels (if
necessary). This is accomolished by constructini an entry

tree for each distinct rule subset zad kernel oxtension,

One path in each entry tree provides for the comnletion
of the kernel At the node terminatinag this oath “here 1s a
branch that enters the root of the Kernel tre: 'me  other
vpaths nrovide for the transformations in the rul~ subset,
At each node that comnletes a  transformation there 15 a
branch that enters the Xernel tree at 3 node determined by

the right context of the corresponding rule,

The cstructure that results after these additions  have
npecen made is  illustrated in Figure 6., The oranches tnat
leave terminal nodes in entry trces and enter  the  Kernel
tree are dJdashed for <clarity. An  entry index above the
terminal node of 2ach kernel sovecifies its corresovonding
entry tree. Now by concatenation of these pronunciations -
starting a new nath at the tree that correcpnonds to the
ontry index acsociated with the word in the Xornel tree -

one ohgerves that all secauences  of  oronunciations and
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vossible word bouniary effects can be aenerated.

4) Algorithm

In this section we will describe the look-up alqgorithm
involved in Lexical Retrieval. In addition to the
dictionary structure, thic algorithm accesses two identical
stacks in which path, alignment and score information is
temporarily stored. 1In this description one stack will be

called the current oath stack and the other the temvorary

path stack. The details of the algorithm discussed 1in

subsequent sections follow the basic steps outlined here.

As an initialization step, a sinale vath is placed 1in
the current path stack., Thic initial »nath is uniaue in that
it: 1) starts and ends at the tree root, 2) is aligned
against a segment seguence of zero length, and 3) has a

score of zeco.

Fach path alignment - the alignment of 3 path against 2
segment seauence ~ in the current nmath stack is extended to
include the next segment. Several new path alignments may
be generated from cach one in the current vath stack because
of branching in the tree structure and attemnring to correct
for possible segmentation errors. Each new nath aliannent
has its own score and is stored in the temnvorary vath stack.
When each of the nath alignments oriaginally on the current

path stack has heen extended to include the current seqment,
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the two stacks pointers are interchanged, the new current
path stack becoming the old temporary path stack. The next
segment 1is selected, the new temporary path stack 1is
cleared, and this sequence of operations is repeated until

all paths in the tree have been followed to completion.

4.a Path Alignment

In this section we will describe the incremental
alignment of a single path, the implementation which permits
this to be done efficiently, and the combinatoric growth of
alignment ©vossibilities, We conclude by extending this
procedure to include simultaneous alignments of paths 1in a

tree structure.

All permitted path alignments are generated by a unique

sequence of "indivisible" incremental alignments. Three
kinds of incremental alignments - "match", "merge" and
“split" =~ are described here. A match refers to the

incremental alignment of a single phoneme with a single
segment. A merge refers to the alignment of a single
phoneme with two adjacent segments. (The segments are said
to be merged by this alignment). A split refers to the
alignment of two adjacent phonemes with a =single segment.
(The segment is said to be split by this alignment).
Although many other kinds of incremental alignments are

conceivable, these three permit sufficient alignment
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flexibility to compensate for the most freauently occurring

types of segmentation errors.

The only constraint in the qeneration of path
alignments from incremental alignments is thac each phoneme
in the path and segment in the lattice may wnarticipate in
only a single incremental alignment. Fiqgure 7 illustrates
in terms of incremental alignments all oossible alignments
of up to length 4. 1In this figure, incremental alignments
are represented symbolically: "I", "/\", and "\/" for match,
merge, and split, respectively. The alignments are onictured
as nodes in a tree since alignments of lenath n are
generated 1incrementally by concatenating one additional
incremental alignment to 1its predecessor’s aiignment of
length n-1. The alignment gJenerated «can alter 1its
oredecessor ‘s alignment only if the last phoneme was aligned
in a match. 1In this case the last phoneme may be realigned

as a merge.

Since only three distinct incremental alignments are
permitted, incremental 2xtensions can be made in only three
ways. That this is true can easily be seen by observing the
relationship’ “etween any alignment and those generated from
it (see Figure 7). Rather than label each path with 1its
alignment or even its last incremental alignment (which is
all that is necessary), we preserve this distinction by

keeping the opaths in three different stacks. This is done
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primarily for efficiency but also because greater control of
alignment generation 1is possible due to individual control

of each stack’s maximum length (see Section 4.4.3).

The illustration in Figure 8 shows schematically how
these alignments are actually generated. There are three
stacks for current and temporary path memory instead of just
one as indicated in the overview. The three stacks for the
current paths are pictured directly above those temporary

paths which are being generated. The temoorary ctacks in

the figure are further partitioned - horizontally - to
indicate from which of tha current stacks their
predecessor s alignments derived. The correspondence of

descending wpartitions is with the split, match, and merge

stacks respectively.

From this figure, difference eguations which relate the
number of alignments in each of the three incremental
alignment stacks as a function of the number of segments
have been written and solved. The results of this analysis
is shown in Figure 9 to 1illustrate the combinatorics
involved 1n the genscral zlignment oroblem for a single path

and a linear segment seauence.

This techniague of extending alignments incrementally 1is
readily generalizable to multiple paths, as in the described
tree structure, The only difference 1is that the wpath

alignment stacks will fill up much more raoliily because of
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ALIGNMENT COMBINATORICS

ty = Number of distinct alignments against N segments

N
N
cC,=2 ¢t
N 1=1 i
= Numbei of operations necessary to generate all alignments
agalnst N segments (generates all alignments against shorter
left sub-sequences of segments as a byv~prodiv=at)
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multiple paths and branching in the tree. Only if
alignments in the current match stack are being merged will

the number of alignments nece: 3arily remain the same.

4.b Path Scoring

The scoring philcsophy indicates that the score for a
parcicular alignment 1is the product of the incremental
alignment<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>