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REPORT SUMMARY

Sensory Information Processing

Thie research uses digital computation to investigate
processes, both f{inear and nonlinear, for the ¢iltering,
restoration, snhancement, banduwidth reduction, distor tion

immunization and anaiyslie of both visual &and auditory information.

Section 1 - 3 reports additional results in image deblurring
that extqnd resuits reported in the last semi-annual report {1 July
746 - 31 Dec 74). Technical reports covering this work are planned.
OUF initial efforts to extend these results into culor are reported

In Section 11-4.

Several items of substantial progress are reported in the
speech area, notably Sections 5, 6, 8, and 18. Section S reports
the reesuites obtainad from bésic LPC spectral matching algorithms
that have besen developad and implemented as tcols for all
researchers at this installation. Section B reports continuing
#esuits in improving quality of processed audio. Section & reports
finai regulte of isolated word recognition wuork, and Section 3
reports some extentions contemplated along gimilar lines. Section
18 reporte ongoing results in methods for improving sﬁeech

intel1lgibifity.

Sections 7 and 11 report results that have been in development

aome time. These |tems have not previously been reported, and have

reached the etate of having been documented during this period.
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Quperate  ARPA technical reporte on thess items are not nowW

sontemp |l ated.

Section 12 outlines an area of future interest concerning the 3

estimation of the phase of a speech wave.

Symboiic Computation

The goal of tnie research is the production of efficient

programs for algebraic and sywbolic computation related to -
ecienti fic research. The long range objective is the development of
" a completely automatic algebraic programming system which can be

moved easlly from one computer to another.

Section 1 reports continuing progress in mode analyzing for
REDUCE. Section 2 reports ongoing results to improve the IM 366
LISP which is basic to the REDUCE transportability. Section 3
reports continuing efforts to improve implementation of spate
matricee and factored polynomial algebra. Specific new packagee

that have been implemented are described in Section 4.

Ezgphico

This resserch sffort plans to complete the construction and
demonstration of a system uhich makes shaded pictures of computer
modele of ‘hree-dimensional illuminated objects, and to conduct

research to find substantially improved model ing techniques for

dynamicaiiy changing object collections.
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Several items of research reached fulfiliment during the period

as reported in Sections 1, Z, and 4. Related technical reports are

In procees. Section 3 Indicates ongoing work.




I1. RESEARCH ACTIIVIITIIES
SENSORY INFORMATION PROCESSING

Section 1

Restoration of Blurred Images
Brent Baxter

This section discusses the continuation of work reported under
the same title in the previous semi-annual report (1 July 1974 to 31
December 1974). That report noted in some detail a model for
predicting brightness perception wuhich was able to adapt to the
spacial frequency content of an image. A little reflection
suggested & seimilarity between blurred photographs and images
containing week high frequency texture, and a system capable of
accentuating weak texture was devised wuhlch proved euperior to

previous methods for restoring blurred photographs.

1.1 Restoration of Blurred Images

The ideae upon which this section is based first came to mind
by observing that each AGC element in the frequency selective model
has associated with it a criterion for determining when the signal
in its channel is too weak and must be amplified. This means that
the local power spectrum % is being adjusted to some previously
speci{ied prototypical value. These Ideae led to the deblurring

mechaniem in Figure 1.1.

v The idea of a local power spectrum is similar to the
short time spectrum on which speech spectrograms are
based.
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The method will be described as concisely as possible despl te
the fact that In certain respects its mathematical foundations are
rather subtle. Follouing this discussion, eome comparieone between
the debiurring method and the frequsncy seiective mode! Will be made
which euggest a !imited deblurring capablility in human vislion,

Blurring caused by camera motion or an out of focus lens are
processes that combine a clear imags With a biur impulse rssponse by
convolution. An out of focus blur has a cylindrical Impulee
reeponee and a motion blur has a fence-|ike Iimpulse responsse.
Styl ized examples are shoun in Figures 1.3 and 1.17. The process of
deconvolution [1) » is the process of removing one of the components
(the blur) by firet mapping the blurrsd image into a space in which
the two components are added rather than convolived, and thsn the
blur information iu removed by linsar filtering .

Several nroblems stand in ths way of Wwhat might seem otheruise

to be a straightforward task:

%« See references for Sections 1, 2 and 3 after Sectlon 3.

Wi There le @ terminology associated with this style of
signal processing in which the flltering just
described 18 knoun as |iftsring, and it is implemented
by multiplication in the so-called cepstral domain.
The independent variablie in this domain is called
quefrency and is dsscribed as being short or long
rather than high and iow as is the case for ths
frequency domain., Using these terms Figure 1.1 is
really a long pass |ifter. For the purposes of this
report the more famiiiar terms Fourier transform,
logarithm and filter will be used to describe these
processee.
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flrst complication involves noies-liike

(1) The

fluctuations, Kknown as film grain, introduced when imagee
are recorded on photographic film. If the restoration I8
to be acceptabie theee random fluctuatione must not be

ampliflied sxceseliveiy by the restoration process.

{(2) The second difficulty 'arises because
epace-limited blurs of the type illustrated above
completely eliminate image energy at certain spatilal
frequencies making an exact restoration Empogafble evan in
the absence of fi'm grain noise. However, |f there is no
noiee and only a few frequencies are eliminated, their

abeence gnes almost unnoticed. Figures 1.2-1.6 illustrats

thle.

(3) The third problem is that approximate aperiodic
convolutional inverses for space-limited blurs are often

nonzero v over large domains .

(4) The fourth problem is caused because the blurred
Image ie truncaied abruptly at the edges of the film by
the camera’'s flim holder. Special edge treatments are

required to suppress artifacts generated by these edges.

« See the footnote in Appendix B for an interpretation of
the term nonzero.

wi See Appendix A for an illustration of thle difficul ty.
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[tem mumber three can be particulariy troubiesome because
restoration fllters for use With aperiodic convolution often have
very long impulse reeponses, and arbitrarily truncating them for
compuational convenience causss ssvers ghost-like echoing in the
restored Image. Figurss 1.7 and 1.8 illustrate this problem for the
artificial blur. Traditional attempts to remedy the situation by
Wwindowing have proved to bs only partially successful. See Cannon
[2] page 34 and Cole [3] page 53 for examnles of echo-|ike artifacte
introduced in biur removal schesmes by impulse response truncation.

An alternative to windowing is to take advantage of the fact
that both the biurred input image and restored image are usualiy of
finite cize (often the same size) and a convolutional inverse can be
truncated wWithout introducing echoes provided that its domain is
adequate .

The approach to the truncation problem taken here relies on the
limited epatial extent of most blur impulse responses which alloue
substitution of periodic w for apsriodic convolution. The blur
sustems considered here complstely eliminate signal energy at
certain spatial frequencies and severly attenuate it at others
nearby. In attempting to amplify these frequencies adequately, the

eystem e constrained by the highpass filter so that noise 1is not

vt See Appendix B for a discussion of constraints on the
impulse response length imposed by this technique. This
approach may bs impratical because of the large
computational effort involved in oblaining the
convoiutional inverse prior to truncatlon.

v Appendix C shouws how ths sffects of circular convolution
may be obtainsd by filtering the log spsctrum.
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amplified axceesively. The next four figures should help illustrale
thie lesus. Success of this substitution is due to the fact that
both Kinde of convolution give identical results, excaspt possibly
near image boundaries. Note that results identical with Figure 1.4
are obtained |f Figure 1.2 is extended with its boundary value,
combined wlith Figure 1.3 by aperiodic convolution and the result
truncated to the original size.

Figure 1.9 shous the frequency response associated with the
artificial blur referred to earlier. Frequencies uhere this
function is zero are the same ones where its logarithm (Figure 1.10)
increases negatively without bound. It is the task of the highpass
fllter, Figure 1.11, to remove as much of this signal as possible
while preserving regions of large negative vaiue to prevent
excessive amplification of noise. In Figure 1.12, the blur log
epectrum v hae been almost entirsly remuved except In the region of
potential iy noise dominated frequencies. This has the effect of
restoring the Image wuhile preventing excessive amplification of
noise.

Thie same filtering effect is obtained if image information is
present along with the blur, but part of the image is removed by the
filter and must be reinserted in the form of an equalization signal
iike the one in Figure 1.13. An equilization signal which is
properly prépared can be used in reetoring a variety of blurred

images. One way to prepare an equalization signal is to lowpass

# Log spectrum is used to mean the real part of the
complex logarithm of the discrete Fourier transform.
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filter the log spectrum of a similar, unblurred image ueing a filter
whoee frequsncy responss lo reiated to that of the highpaes filter

ae fol lous:

LPF(w) = 1(w) - HPF(w)

Filters of this type are called complementary filters.

Phase information of the blur eystem is not preeent in Figure
1.18 or Figure 1.12 and no method of removing it hae been described
ro far., In the caee of the artificial plur. the phase ie Knoun
axactly and eubtracting it is straightforuard. For real blur
systems encountered in the field, a method euch ae the one by Canron
[2] may be used tq.eatlmate the phase of the blur after which it may
be subtracted. Figure 1.14 shous the phase associated wuith the
artificial blur.

In Figure 1.15, the artificially blurred image ie reetored
ueing the techniquee described above., There are two reasone why the
retoratlon ie not ldentical with the one in Figure 1.6. Firet, the
effects of noise are anticipated but none is preeent. Thle capacity
for dealing wWith noise ie not needed but it conutraine th>
restoration as iflit were nseded. Second, the exact details of the
blur log spectrum wers unknoun to the restoration system, Thie 18

Known ae "blind deconvolution."

Applying theee ideas to images blurred in the field requiree a
special edge treatment to make the image have the eame value along

i te boundary ae ehoun in Figure 1.19. The blurred image is treated
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as though It has been replicated periodically and a special
interpolation process % is invoked near image houndaries to.simulate
periodiec blurring acroes the boundaries. In this eetting, queetione
regarding convolutional Inverses having large spatial extent do not
arise eaince the Inverse Is periodic and must be determined cniy for
a single period. If the edge treatment is successful, rno further

attention I8 required Witn regard to problem four (truncation a¥fter

blurring).

Figures 1.16-1.22 glvs an Iidea of the degree to wuhich a

successful restoration of images blurred in the field is possible
using this method. Note how the small text in Figure 1.138, which
was blurred beyond legibility, has been made legible in the restored
Iimage of Figure 1.21, Also, the out!ine of the sign is much more
clearly defined In both Figures 1.18 and 1.21. The speckled
appearance of Figures 1.18 and 1.21 is due to amplification of filim
grain nolee and may be traded for sharpness by adjusting the
highpase fllter cutoff frequency. A minor artifact, barely

perceptible In Figure 1,21, is a shadow manifesting iteseif as a dark

copy of the letter "c" to the left of the word convention. This may

% The interpolation process consists of the following:

a. Removing the average value

b. Multiplying the image by unity everyuwhere except
near edges and there by half of a Hanning window.
Figure 1.23 illustrates this windowing operation.

c. Relnserting the average valus.

This scheme simulates blurring across image
boundaries.

i
i.
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be due to regularly spaced harmonice that are missing from the
rostofod image or perhaps errore in estimating the phase of the
blur,

Several oimilarities betueen ths freduoncu eslective model ¢f
vislon (Flgure 1.24) and the deblurring mechaniem (Figure 1.1)
euggest @ iimited deblurring capability in human vision. The .
Fourier transform is of ten naively understood in terms of a bank of
bandpass filtere similar tc those in Figure 1.24, a principal
difference being the louwer frequency resolution of the filtere in
the visual model. The AGC elements in Figure 1.24 were implemented
using Stockham’'s method [18) for eeparating multiplied signale and
le similar to the logarithm, highpass filter, and exponential in the
deblurring mechanism, One may view the equalization signal of
Figure 1.1 as providing a fixsd gain for each frsquency channel.
There are only two places where the analogy breaks doun. There is
no logarithmic etage operating on the blurred image prior to the
Fourier traneform in Figure 1.1, and the visual model has no
provieion for correcting phase reversals introduced by the blur.
For Images of low dynamic range, such as the sign in Figure 1.18,
the logarithm ie approximately linear and its absence is not

ceritical. Faliure to rorract phaee reversals le a significant

dl fference betueen the two syetems and ie a major limitation on the

ablilty of the visual syatem to restore blurrsd imagses.
The existence of this deblurring capabillty Ih' human vision
might help explain uhy it is difficult to m"ke improvements in

blurred photographs that are as striking as might be expected from
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Page 18
physical considerations.
1.2 Summary
In the prevfous semiannual report, experimental evidence

fave~ing a frequency selactive model of brightness perception has
been described with emphasis on the modei’'s texture equaliization
property. This property foilous from elsctrophysiologica' as well
as puychophysical experiments and forme the basis of an enhancement
process uwhere changes in contrast ars made on the basis of texture
strengih as well as texture size. The ‘oucceasful method for
rempvlng unknouwn photographic blurs based on this property described
here i3 very similar in Its organization to that of the visual
model. As a result of this similarity, a fimited capacity for
restoring biurred images is claimed for the visual system.

in the following section, a class of edge related Iliusione is
considered In relation to a rather different model of brightness

perception.

4
kS
i

ST S T

SO T At 3 P L e AN = w3000 i

ey st




feu)

%
!
,‘
:

5

BT TR

Y 24l s N
: S s, sk g
P pie i oo prene 3 & D
o dgee” et 2 g (heime ] iyt ki ;n—-.( m-«u»m.« EUSTRY W e :_qrnw, ™ = ;3 ke ..w o
wu FresGanc TN R 2y oo e B L N _—mA

Biurred Image

Fourier Transform

Complex Logarithm

Imaginary Part l Real Part .

Highpass

Filter

+
Phase =
Reversals i

Equalization !
i 5ignal !

Complex Exponential

' |

Fourier Transform

Restored
Image

Figure 1.1 -- A deblurring mechanism suggested by
the texture equalization property.
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Figuie 1.2 -- Artificially created test imege.

Figure 1.3 -- Artificial blur impulse response.




-- Test image artificially blurred using

Figure 1.4 -
circular convolution (noilse free).

Yigure 1.5 -- Convolutional inverse modified to avoid
infinite gain at spatial frequencies where
the blur system has zero gain.




Figure 1.6 -- Artificial image restored

Figure 1.7

Artificial image restored using a convolutional
inverse truncated to half its original size.
Truncation caused large errors in the average

value requiring manual corrections to make the
image printable.

by inverse filtering.
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Figure 1.11 -- Highpass filter frequency response.
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Figure 1.12 -- Filtered log spectrum.

Figure 1.13 -- Equalization signal.
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Figure 1.14 -- Phase cf the arvtificial blur.

Figure 1.15 -- Image restored by the method of Figure 1.1.




Figure 1.16 -- A roadside sign %“lurred by an out of
focus lens.

Figure 1.17 Stylized impulse response corresponding to
the blur of Figure 1.15.
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Figure 1.18 -- Restored image corresponding to Figure 1l.16.

Figure 1.19 -- Sign blurred by camera motion.
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Figure 1.20 ~-- Motion blur impulse response. This figure

Figure 1.21 --

represents a function that is zero except
along a line in the center where it is a
constant.

Restored image by the method of Figure 1.1.
Note the effects on the right and the left
edges of the images due to the interpolation
process.



Figure 1.22 -- sharp image of rnadside sign.

Figure 1.23 -- Interpolation function used to make the
blurred image of Figure 1.16 have a constant
value at the boundary.




-.3-”4.».\* oo 3 TRy B 4 - g » e s

N i s ¥ w SN R e bty e 2B & g

> e b e L e Selagl) & HISTREIE ».ua.'—;’;;.:'g,.‘"'.. L pdar o Tk W T - . i e e s e,
i 3 - = i ] e A nrSimptn AV ey R v =t

: g St

Page 29

Intensity
Image

Logarithm

Y

Highpass Filter

F (3) F(2) F(1l) £(0) sandpass
Filters
i AGC(3) AGC (2) AGC (1)
(] ©
|
!
Brightness
Figure l1.24 -- The frequency selective model of vision
b separates an image into channels based on
A spatial frequency content and does inde-

pendent processing on each channel.
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Section 2
The Modifled Retinex Model ]
Brent Baxter g
i
2.1 Introduction
An alternative to the multiplicative model which expiains the
visual eystem’s abliity to reject illumination effects, involves a H
Kind of edge detector mechanism first proposed by Land [4,5]. Lard’e
model . correctly predicte the Cornsueet iilusion but does not readily {
jend 1teeif to Image processing because it is not suitabie for use on ?
tuo dimene'onal sampied functions., A modification described in
connection wWith the color constancy experiment overcomee thie
difficulty.,
i
a
2.2 The Ratinex i

The term retinex was intended by Land to convey the impression of
a neural network in the retina, optic nerve, and vieual cortex for
extracting lightness % information from images. To do thie, ratios of

light Intensity are formed at adjacent points along a cioeed path and

If a ratio is different from unity by only a small amount, It is set
equal to unity. To sxtract lightnese information from an image, the'2
ratios are multiplied together around the path. The region crossed by
the path corresponding to the large«t accumulated product ie aesumed

to be uhite and Iis givern an arbitrary value against which the -

v Lightness 18 Land's term for the psychophysical i
correlats of refliectance. 3
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lightness at other pointe ie compared. Necessary and eufficient
conditione for lightnese information computed in this wau %o be
independent of the path are, that the image congist of patches each
having uniform reflectance, and that the path croee the eame

reference, white, patch. Since in Land'e formulation the path ie

arbltrary, computational complexity ie introduced which makee the

extraction of lightness quite difficult. A nodification shoun in
Figure 2.1 overcomss thig problsm.

It ie eaey to sec how such a system might reject information
about the average level of illumination since all lightness values are
ecaled in a way that assigns reference white a predetermined value.
Lightness values thus depend'on ratios of reflected light rather than
on the |llumination lsvel. Gradual changes in illumination acrose an
image are also rejected by the retinex because light ratioe Within a
patch will be close to unity and the threshold will set the ratio
equal to unity, This eliminates any information about gradual
I1lumination gradients, The color conetancy experiment of Sectlon 2.3
| 1luetrates both of these properties. The new implementation of
Land’e retinex consists of taking the logarithm and applying a
threshold to the magnitude of the gradient rather than applying a
threehold to ratios around a closed path. This permits computations
to be carrled out on a rectangu!ar grid in a eyetematic way.
Integrating the gradient may be done to within an additive conetant by
an appropriate % line integral, and the constant ie eupplied in the
process of assigning @ predetermined I|ightness value to reference

white. A color constancy expsriment will be described nsxt which
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illuetrates how the retinex can sxtract |ightnees information in the !

preeence of Illunination gradiente.

2.3 A Color Conetancy Experiment
Our interest In this experiment stems from the ability of visual
agetem‘ to perceive colored objects in correct color relationship to
each other even under widely varying conditions of illumination. For
oxample, a blue necktie iooks nearly the same indoors under yellowish
incadescent lighting as it doss outdoors under much biuer naturai
light. Thie ability is known as color constancy. The retinex allowue
+ for thie type of changs in iilumination and it can aieo adjuet for
gradual shifte in iilumination hue across an inage.
To test these ldeas, a board covered uith patchee of coiored
paper was photographed in light from three slide projectore, each one
fitted with either a red, green, or blue filter. The red projector,

located upward and to the ieft of the board, supplied about tuice ae

much |ight to the upper ieft corner as it did to the lowser right
corner, the green projector was positioned to supply about tuice ae
much |ight to the lower right as to the upper Ileft, and the biue.
projector iliuminated the board evenly. These lighting conditions
reeuited in the pronounced red-green shift of Figure 2.3. Note hou
one of the wuhite patches of Figure 2.3 appears pink and the other

geeme green. Ths visual system deces not correct an iilumination ehift

e % In the color constancy experiment an average of

' integrals taken over many paths of integration wuas

! used to minimize the effects of nolse. See Wylie [111
for a discussion of line integration.
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of this type on a reflection print as wel!l as it would on a projected
image In a darkened room. The reason is that clues from the book,
paper stc. tend to Inhibit the process. The red, green and blue
componente of Figure 2.4 were digitized separately and each one wae
passed through the retinex. In Figure 2.5 the lightnese informafion
ie dieplayed. Note its simllarity to Figure 2.2.
Natural ecenes often consist of highly textured areae rather than
the cartoon etyle patches prepared for this experiment. The retinex
does not work well on texture and thie s a serious defect. The |
reason Is that Individual patches in 2 textured image may be emall

enough to occupy a single picture element, and for the threshold to

work properiy, edges located by the gradient must not be too cloee

together.

2.4 The Cornsweet 1llusion

Figure 2.6 depends for its effect on an abrupt change in
reflectance next to a gfadual one. The abrupt change eeems to be
presserved by the visual system and the gradual one Is attenuated.
Thie property of the visual eystem has been taken advantage of for
many years by artiets and draftsmen in order to make a region in a
] i drauing eeem |ighter or darker that it would otherwise. Ratliff [B]
givee an interesting review of this practice. By a coincidence, this
is the only illusion of the collection which is predicted correctly by
the retinex and ignored by the frequency selective model. Figure 2.7

contalns plots showing how lightness information may be extracted from

—

the images in Figure 2.6. Note that the gradual change in intensity
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has been completely eliminated while the abrupt changes are preserved.

2.5 Summary

The retinex model proposes to explain hou lightness information
may be extracted from Images by computing ratios of reflected |ight
intenslty at adjacent points and retaining ones near the boundaries of
objects. Neurophysiological studies have failed to reveal an
organization of the type proposed by Land, but edge information le
Known to be important to perception [12]. The color constancy
experlmeht of Section 2.3 shows how the retinex is capable of removing
i1lumination gradients and Figure 2.5 shous retinex’'s correct response

to the stimulus which produces the Cornsueet illusion.
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Input Image
Logarithm
Gradient
{ i
| l l
¥
i Polar Form
it
3 Phase l Magnitude
E : Threshold

Rectangular Form
Line Integral

l

-

Exponential

Lightness

Figure 2.1 -- The retinex modified for image processing.
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Figure 2.3 -- Test pattern photographed in colored light.
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Figure 2.4 -- Digitized version of Figure 2.3.
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Figure 2.5 -=- Color corrected pattern.
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Figure 2.6 -- In these examples of the Cornsweet illusion,
the left side (2.6a) appears darker than the
right side (2.6b) even though they are an
identical shade of gray at points a short
distance from the edge.
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o«
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(a) Intensity function of (c) Edge information -
Figure (4a).

{ - o
X

(b) Gradient in the (d) Lightness information.
horizontal direction.

Figure 2.7 -- Extraction of ligyhtness information
from Figure 7.
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% Section 3

Conclusions
Brent Baxter

3.1 Revieu

The new freguency selective model of brightneee perception
deecribed In the previous semiannual report, hae been shoun to glive
subjectively useful information greater impact where It ie conveyed by
weak texture. Properties similar to those of the multiplicative model
are retalned which help subdue undesirable illumination effects, and
the spetial fliters acting In concert with a bank cf AGC elemente help
overcome a |imited degree of tlurring. The model is the basie for a
significantly Improved method for restoring blurred photographs that
gives reeulte free from echo-like artifacts common to earlier methode.
Restorations of Images blurred in the field by both an out of focue
lens and by camera motion were presented to demonetrate the method.
In Section 2, a new way of implementing the retinex was ifluetrated

using a color constancy experiment as an example.

3.2 Spsculation About Future Research

Physiological evidernce is quite convincing that certain neurohe
in the vieual cortex respond tu different parts of the two dimensional
Fourier transform of an image. This was illustrated by tne adaptation
experiment. The AGC elements are an attempt to model the adaptation

part of the demonstration, however thay were designed to make the
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image enhancement work properly., This raises the gquestion of whether
they could be calibrated by an expsrimsnt similar to the one used by
Baudelaire [7] in calibrating the multiplicative model. Another
question which suggests itself from the appearance of Figures 3.1, 3.2
and 3.3 |s uhether thie enhancement procese could be used to make
images more immune to the corrupting effects of coding. The
multip!icative mode! has besn used successfully for this purpoea.IS.SJ
and the AGC processing should bring about a further improvement. This
would be a step foruard with regard to finding a more accurate measure
cf image distortion.

Many questions about the image restoration ﬁrocess. remain
unansuered. One of them is the relationship between the cutoff
frequen~y of the filter (Figure 1.11) and the quaiity of the
restoration. Circularly symmstric filters were used in the
restorations reported here but it seems possible that improved results
would be obtained if the symmetry depended on the type of biur
(motion, out of focus etc.). Also the preparation of equaiization

signals should be investigated further.
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Figure 3.2 ~-- Enhancement of Figure 3.1 based on the
multiplicative model. The apple blossoms,
which were quite prominent in the original

(Figure 3.1), are further accentuated by

the enhancement operation.
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Figure 3.3

Image enhance .ent based on the frequency
selective model results in a kind of texture
equalization where weak detail in the dome
and sky are strongly accentuated relative to
corresponding parts of Figure 3.1 while the
apple blossoms are given a softer rendition.
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: APPENUIX A
Notee on the impulse response length of
; convolutional inverses for space |imited !
| blurs. :
5 Deconvolution ie the process of separating signale that
ij have been combined by convolution and it is ordinarily done
1
| Witre the aid of the Fourier traneform.
1 ' |
!
B - FT
{ a=(a@b) @b w--»(A % B)1/B
3
Suppose a signal Is added to a delayad and scaled copy of
i | : iteelf. A convoiutional repreeentation of thie eituation is, .
H
bor)
a@b = alt) + cvalt = 1) o !
o 7
1 Q)
d r‘ T 1:1. A vx
il
% ‘ The convolutional inverse of h can bs found by inspection and ]
4 is an infinite traln of impulses. 1
B -1 i 3
k b ) = A
«a 4
k| ') 1«‘) ‘rce‘)
<) # ¢c3) X
-0 .
- 0Q
1
: Note that for c=l the Impulses do not tend toward zero for )
4
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large X.

/4 A motion blur impluse response has a sampled '
& representation much like the case for c=1 and ite discrete
fﬁ convolutional inveree is of infinite extent. Truncating euch !
{ a sequence Will introduce errors in the deconvolution.
. |
? i
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APPENDIX B

o o f e P s

}l Notee on truncatlon of discrete
.i impulse response filters
14 Suppose tuwo sequences, one of which is =zero outside a

finite interval, are to be convolved aperiodical ly.

o«

g()) = §  flidwh(j-1)

j=—

where, §(i) = @ for i<k and i>!, k<l

1f h{j) is nonzero s over the infinite interval o <j< o the eum

above must be taken over all i and g(j) will aleo be nonzero

over the infinite interval.

Computational difficulties implied by the infinite sum

may be avoided if g(j) s only required over part of its
domain as in image procassing where the output image is often
made equal in size to the input “image. If g(j) muet be

computed only for m<=j<=n, then

gl) = I £()wh()-1)

m<=j<=n

I-k+1 terms are required in the sum, the sum must be evaluated

’29’,..-‘_ &

n-m+l times and h{j) must be available for m=| <= j<=n-K.
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I[f the lengths of input and output sequences are | =K+l

and n-m+l, the impulse response must be m-l+n-kK+l points long.

For example, if input and output sequences are 256 points
long, 511 points of ths infinite impulse response, al}, will

be required. Similar arguments apply in two dimensions.

% By the expreesion nonzero over an interval it
ie meant that elesments of the esgusnce may be
nonzero uithin the Interval but they are zero
outstde the intarval.
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APPENDIX C

Ciraular deccnvolution of periodic
ssquences by filtering their log
spsctra
Poriodic secuences combined by circular convolution may
be eeparated using the complex logarithm s and the convolution !
property of the discreta Fourier transform (OFT). If a,b are {

sequences having the same period and A,B are their discrete

Fourler transforms, then

. -1 FT Log - ol g
a=(a@bl @b <e--(A % B)/B ~-m- R+B) -B =7

The square overbracket Indicates the complex logarithm. {
B may be removed by direct subtraction if it Is Known
exactiy or by linear filtering if its OFT is disjoint from the i

DET of A.
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APPENDIX O

An Image Processing Language (IPL)

Experimente of the tupe described herein wWere greatly
facliitated by the devalopment of a programming |arguage [(29]
whose data typee are images and whose primifives operate on
images. Typical IPL primitives allow manipulation of imagee
throug:, addition, the diecretz Fourier  transform and
magn| tude-phase computations to name but a fau, As a further
experimental conveniencs, these uperations may be invoked
separately as a command language by typing interactively on a
computer terminal or they may be combined into an IPL program
and interpreted by the language processor. The convenience
provided by thie approach makes it feasible to explore many
more poeeibilities than if each experiment requirer that a

separate program be written, compiled and debugged using

traditional editore, compilers and debugging aids.

g o
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Section &
Color Image Processing in the Context of a

Three-Dimensiona’ Homomorphic Model
Olivier Faugsras

We have been working for the last six months on a model of

human vision wWhich extends Stockham's model (13]w to inciude color

A

phenomena and can also include the neu ideas involving the existence
of separate frequency channels in our brightness vision system.
Although the cld [12,2] and new [3] results concerning black and i
white vision have been constantly used in our research, our major
effort has been directed toward an understanding of problems related
to color. The modei which takss into account the most recent
knouledge about the physiology of cclor vision 18, in its oldest
version, a three-dimenaional homomorphic system and is thus bullt on
l ideas thie group has been famillar with for a long time and have

been shown to be succeesful and fruitful.

To get straight on notations, fet us revied some related

mathematics: a color image can be represented as a function I of

i st i o s
e e vy WL

three variables x, Yy, A wha2re x and y are the spatial coordinates

and ) ls the wavelength of the light reflected from the print.

To explain the results of trichromatic matching experiments, it

has been hypothesized that the human retina has three tuypes of cones

with three different absorption curves. This hypothesis has
E . recentiy been confirmed by reflexion densitometry measurements In

the Iiving eye of normal man [l11 and by absorption spectrum

% See references at the end of this section.
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measurements of single cones in excised retinas from man and monkey

{91,

The effect of this cona absorption can be modelled by the

folioulng equations:
Jl(x.g) - S I(x.u.x)al(x)dx i =1,2,3 &)

where the integrai is taken over the visible spectrum and
where al(x) (i =1,2,3) is the absorption spectrum of the ith type

of cone.

The next fact to be considered in the modei ls that the totai
cone response is not linsar but a monotonical ly increasing convex

function which can very HWell be approximated by a Iogarfthm function

(641 (51
D, (x,y) = LoglJ, (x,u)] o 15243 (2)

The most recent physiological studies [7][5] have also shoun that
after those two stages lateral inhibition was present betueen cones,

fact that we can model by the cascade of two systems:
--one amneslc iinear system deflned by:

G (x,y) = a*D; (x,y)
G, (x,4) = B *(d,0x, 1) =dy (x, ) | (3)

G3(x.g) - Y*(D3(x.g)~Dl(x.g))

where o, B, Y are three carefuily chosen constant numbers (Frei).

R g gy "‘\m Jik ey et S oo 2
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--0One iinear space invariant system wuwith memory, defined by
three impulse responses hl(x;g). hz(x.g), h3(x.g) or equivalently by

three frequency responses Hl(fl.fz). Hz(fl.fz). H3(fl,f2):

T, (x,y) = Gowh (x,4) 1 = 1,2,3 (4)

v denoting two-dimensional convoiution

At thie point a biock diagram of the total modei might heips

0
« 0 0] hy(x,y) 0
A o o .Y Bx.y Eix,y F(x,y)
I(-E-'-y—'-—)b absorption —’L Log —’—L -8 B 0 —’_L 0 hz(x'y) 0 __'L....
N e 0 0 hx,y)
Step 1 Step 2 Step 3 Step 4
Figure 1

The vector T(x,y) can be considered as the representation in some

three-dimensional "perceptual space" of the original image I(x,y,A).

It must be pointed out that all steps but one, namely the
firet, in this mode! are invertible. This non-invertibility is not
really going to hamper us since it has been Known since Helmholtz
that any image éan be represented in terms of only three primaries
(red, green, biue for example). This indicates that although the
first transform Iis destroying almost all wavelength information,
thie fact ies of no conse~ience at all. Actually, for the purpoee of
our wWork, we might as well entirely ignore it and consider that the
images we are wuorking Wwith are defined as three images or

-
equivalently as a vector 1(x,y), the three components of which
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correspond to the red, green and blus contzants of the original

picture,

The cone absorption tEanoform now becomss a simple &mnesic
linear transform corresponding to a change ~f coordinate system.
The change is from the one used to obtzin the three separation
printe to the one defined by the three cones absorption curves, thus

making the wholie system entirely invertible.

Before going Into the work we have besn doing with this model,
let us review a few more interesting facts concerning its
reiationship to previous and recent models for biack and wuhite
vision that have been euccessfully used in this groups It can be
shoun that one cone absorption curve is very closely approximated by
the CIE reiative iuminous efficiency function and thus it is built
into the model that the brightness information is present in only
one channel (ue chose the first one or the first coordinates) of
every vector; this brings up the fact that in the form of Figure 4.1
and for a black and white inmags (for which all three componente of

> >
Jix,y) are equal) Gix,y) is of the form [Gl(x,g)aﬁ,¢]T where Gx,y)

is the brightness information. Thus, the frequency
response Hl(fl'fz) ig Known to us and can be taken as the one ueed

by Stockham [13) or as the one measured by Baudeiaire [2]. %

In this sense, this model can be considered as an extension of 3
Stockham’ s, Also, since all brightness information is contained in

Channel 1, It can readily be seen that more recent results §

concerning the existence of separate frequency channeie [3] are

P | APCES BET [ Twe




Page &7

eaelly included by juet acting on Channel 1 after Step 3.

We are nou free to concentrate our attention on Channele 2 and
3 which correspond te tha chromatic information and especially on
the two frequency reeponses Hz(fl'fz) and H3(fl.f2); Very little
work has been dona to measure those modulation transfer functione
and 1t le one of the purposays of our study to contribute to thie
measurement and show that some phenomena related to color illusione
that have puzzled pesople for long (color conetancy. color contrast)
can be explained by this model. Another purpose of this uork le to
eshow that processing similar to the one performed by Stockham on
black and white images can also be done in color. Finally, a third
purpose le to study the effects of a visual fidelity criterion

defined by the mode! for tha encoding of color images.

It must be pointed out that all of these purposee are closely
related, To glve an example: the human vlisual system can easily
discard chrowatic |llumination in a very large range of intensitlee
(color constancy effect as shown by experiments by Lend [8):, this
fact glves us skatchy information on the shape of H, and H3 near the
origing this information in turn can be used both to perform
enhancements and also to praprocess prior to coding. We now proceed

to deecribe our accomplisnmants.
4,1 Color Image Processing

Let us flrst review our work with the proceseing of color

Images. The maln idea is two-fold: in the processing of a color




image we might want to do. two things:

--Increase the saturation of objects present in the
scene. Since objects on a picture tend to be small, this
implles that our frequsncy responses H, and Hj should have

larga values at high frequencies.

--Get rid of any chromatic illumination that might be
caused either by a smali error in ths color balance during

tive printing process or by the actual presencs of a strong

chromat!é !llumination. Thie implies that H; and Hj

should have low values (lesg than 1) near the origin.

Using those ideas, an experiment has been devised to enhance

color Iimages. Real-life color pictures have been ecanned into the

computer using the separation print methods

A color negative is usad to produce three klack and wuhite

prints on paper exposed through three different filters (Red 92,

Green 99, Blue 478), each print being afterwards separately scanned

in.

The resulte are sho.:n on Plates I and II: the "original"
reproduced from the original bits stored on disk, and the “chromatic

enhancement." Thie latter is obtained by processing every image

ueing the mode! of Figure 4.1 with:

hl(x.g) w 8(x,y) {no brightness procsssing)
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Hyo(f1,f,) and H3(f,,f,) hava been taken to be circularly symmetric

with the crose-sections shoun on Figure 4.2.

=

£ : f’
(cycles/picture)

Figure 4.2

Also ehoun are the same Image processed again by the
previous H2 and H, but by taking also Hl(fl,fz) cross-section as

shoun in Figure 4.3.

I
I
= i T
o8 e

Figure 4.3

This last processing intands to show that results obtained
previously by Stockham in his anhancement work with black and uwhite
images can be successfully a«<tended if applied to the brightness

channel of this color model which was by no means obvious

beforehand. Results are shown on Plate IlIl.
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Thie eecond processing may be called "totai homomorphic ‘
!
enhancement, "

4.2 The Use of a Distortion Measure in the Encoding of Color Images ' ]

e also eaid before that we want.d to investigate the
poesibliities offered by the model to define a distortion measure

betueen etll!l color images

Let T(x.u) be ou~ orlginal image that we want to tramemit over

>
some nolsy channel and\‘(x.u) the received image. We would iike to
be able to define a distance or distortion measure betwsen these tuwo

->
>
Images such that d(l.'i') is in agreement with subjective evaluation.

The reason why we are Interested in such a distortion measure is the
tcliouings Shannen's rate-distortion function (12) provides a usefiul
lower bound against which to compare the rate-versus-distortion
performance of practical encoding-transmission systems by the
foltouing: The ciietance d being defined, the performance of the

eystem |e measured by the average distortion:
>
du = E(d(l,D (5)

where the expected value ie taken over tha ensemble of images of
ln'te',_*‘olt. Shannon's rate-distortion function R{dvw) is é iower bound
of the transmisslion rate rejuired to achieve average distortion v
l;lor'eover'. Shannon's coding theorem also atates that one can design a
code wlth rate only negligibiy greater than R{dwx) which achieves
avarages distortion dw. This function R(dw) thus exactly specifies

the minimum achievabie transmission rate R'required to transmit an
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image wlith average distortion ‘leavel dw and provides an absolute
Jjardstick against which to compare the performance of any practical

eyastem.

To date, this potential value has not been realized for image

transmission for several reasons. One reason is that there does not

currently exist any tractable mathematical models for an image
source. A gecord reason is the difficulty of calculating the
rate-dietortion function ‘for other *han Gaussian sourcee and

square-error distortion measuree.

Houwever, it is generally recognized that the prime reason that
rat?-dlotortlon theory s not applicable is that a distortion
meaeure in agreement vith subjective evaluation of image quality 1is
not Knoun. Since the model we are using embodies the moet receht
knouw ledge about black and white and color vis{on. it ie very
appealing to use it to define a class of distortion measures in
order to calibrate and test it further. It would then be poeeible
to compare different distortion measures in the class by eimulating
the encoding of a fixed image at a fixed rate under different
distortion measures and subjectively Judging the quality of the

encoded Images.

1¢, for a variety of source images and rates of interezt, many
subjects uniformly pick images encoded under the same dietortian
measure as appearing best, then clearly that measure is the most

appropriate in the class to use for evaluating transmitted images.
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Let us now describe tha class of distortion measurss defined by
the mode it remember we assume that a color imagee le a
thrﬁe-dlmensional vector T(x.g) where x and y are the epatial
coordinates and that ths model is a homomorphii system mapping
T(x.g) to ?(x.g). Now given two images T(x.g) and T(x.g). We can
deflné the distance betuzen them as a set of three real poeitive

numbere al @, a3 éuch that:

n
o = IJ [Tl(x.u)-Ti(x.g)]2 dxdy  1=1,2,3 (8)

(Notice that this is not a distance in the normal mathematical
sense.) 1f one assumes that for all images considered, only the
second-order statistics (mean and correlation function) are Knoun
then for distortion msasurss of the clase we are considering, the
Gauesian distribution is the worst in the class of all probability
distributions of a random field with given mean and correlation
function {113 {12]. But this would not be of great interest Wi thout
the following resuit that the ontimum code for the Gauesian source
which yleide averags distortion dw is robust, i.e., It yields
average‘ distortion less than or equal to d& for any source in the

class ([108].

Thia eolves the problem of not kKnouwing the gtatistics of the
source. It allows us to compute the rate-distortion function for
our class of source distributions as the rate-distortion function of
the Gaussian source and simulate the optimum encoding for the

Gaussian source.
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1t was noted that the homomorphic model defined a clase of
dietortion measures. By this, it is meant that some parametere -
defining the mode! were golng to be made vary. Let us now be more
epecific about this point. So far we have or!y investigated the
effect of varying the tuo frequency responses H2 and H3. We did not
investigate variations of H since this has been done recently [111.
These results were closely correlated to these obtained by Stockham
and Baudelalre In a different context [131[2]. Similariy, we did
not question any other part of the model |ike stage 3 (5}, etage 2
[11), or etage 1 [61[14), but this obviously could be done.
Chromatic frequency respons2s have rarely been measured al though
some work has been done on this subject but never to our knowledge
in @ framswork similar to ours. Just as for the Brlghtneea
frequency response, the chromatic frequency responses are assume:! o
be circularly symmetric, but with the high frequency rolloff thought
to occur much sooner. Thers is quite a lot of controversy about the
exietence of a low frequency rolloff similar to the one occuring for

brightness.

Those tuo points are vary important for different reasons: the
early high frequency rolloff corresponds to the fact well knoun to
televieion engineere that color information needs a much narrouer
bandwidth than brightneee in order to be transmitted with gatlefying
accuracy. The low frequency rolloff would account for such

phenomena ae color constancy and simultaneous color contrast.

In order to test those ideas, an experiment has been designed
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which can be described as follows: The optimum encoding and
tranemieeion of a color imags-I(x.g) has been simulated in the sense
explained above at two different rates (.| bits/pel and .85
hits/pel), and for different frequency responses H2 and H3 chosen
from a set of & fiiters (sea Figure 4.2) uhich peak at 1, 2, 4 and 6
cycies/degree. At both ratss, the pictures looking the most like
the original as far as color information is concerned are thie one
proceseed through the model whsre H, and H; are peaking at 1 or 2
cyclies/degree. At thie point, it might be useful to Insist again on

the fact that we are exclusively interested in color information eo

that in all these simulations the brightness information is left
untouched. These results strongly suggest a very early
high-frequency rolloff of ths chromatic frequency responses, wWhich

is In strong agreement with othsr studies.

The fliters used all havs a lou-frequency rolloff. Further
studies are planned in ordsr to explore the influence of roiloff

character!stics. Low frejusncy rolloff was investigated first

because of the experimental resulte dezcribed In Part 4.3. The
"original" CAR-PORT Is shown on Plate 1 The result of the s'mulation
at .B5 bits/pel with H and H peaking at 6 cucles/degree is shown

on Plate 1V, and 2 cucles/dzgree is shoun on Plate V.

4,3 Color 1llusions and Psychophysics

Finally, we also esaid that we were going to contribute to the

measurement of chromatic modulation transfer functions. It has been

shown by Baudelaire [2] that many brightness illusions such as




simul tansous contrast, Herman Grids, and Mach Bands can be explained

by a low frequency altsrnation in Hy. The results of his study show
that in the range B8-2 cycles/degree, uhich is the range of
frequencies where brightnass contrast effects are the moet

prominent, the followling relation was approximately true:
Hi (B = 2H () {is the radial frequency) (7)

This relationship indicates a strong low frequency rolloff In H .
We started to investigate whether effects similar to simul taneous
brightness contrast were obtainable; the ansuwer was found to be yes.
These effects are called simul taneous color contrast. Compensation
experiments conducted on the author have indicated that a relation
similar to .(7) seems to hold for H, and H;. These results need to
be made more precise by experimenting on several observers and

standerdizing the viewing conditions.
4.4 Future Directions

We essentially plan to go on With experiments related to topics

4,2 and 4.3 in order to get more precise and more complete results.
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Plate I -- Original



Plate 1II

Chromatic Enhancement
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Plate III -- Brightness and Chromatic Enhancement




Plate IV -- Simulation of Encoding at .05 bits/pel
H2 and H3 Peaking at 6 cycles/degree
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-- Simulation of Encoding at .05 bits/vel
H2 and H3 Peaking at 2 cycles/degree
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Section 5

Spectral Matchng Using LPC
Steven F. Boll

M L M b e 4 E 2 e

A technique for matching two digitized waveforms wae developed.
Tuo waveforme are compared by using the predictor coefficients from
one waveform and the data gamples from the other to generate a mixed
parameter error signal. Bividing the energy, ei thie error signal
by the minimum error energy, defines a ratio wuhose divergence from

one measures their dieeimilarity.

This technique was applied to two areas: n speaker

authentications énd (2) isolated word recognition. For the apeaker
verification experiment, tha ssntencs "May we al! learn a yellow
lion roar." 38 spoKen by tsn speakers, uas recorded on 8iXx
occasions, three each day, spaced a week apart. On this data, a
verification accuracy of 95% wuas obtained. In parallel Wwith this
effort, was the application of this uaveform matching technique to
the problem of isolated word recognition. A vocabulary of 187 uorde
recorded nine times was used. Necessary auxiliary algoritﬁme were
developed for uword boundary detection, non-linear time regietration
by dynamic programming, removal of redundant information and

improved raference parametsr sets through averaging., A recognition

accuracy of 97% wuas obtained. Ths theoretical development of *he
e waveform matching techniquz and detaile of the speaKer verification
experiment are described in University of Utah Computer Science

Technical Memorandum 7688, May 6, 1375,
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Ssction 6
Improving Synthetic Sprech Quality of Low Bit Hate
LPC Vocoder Systems
3 Stevan F. Boll
Methods for improving low bit rate synthetic speech quality

were developed both by modifying the sxisting LPC vocoder systems

and by investigating neu techniques of speech analusis. Sunthetic

. i .,
o e e e mcimnsieutiimadiigg

epsech obtained by linsar prsdiction is minimum phase and whon

R

iietenad to on headphones exhibits an annoying buzzy quality.

However, when heard in room ovser loudspuakers where the phase has

A R AR

been dispersed, the buzziness iu Isss noticeable and the quality

subjectively better. By modeling the room as a iinear stationary
b eystem, the evfect of room reverbsration on synthetic speech _heard
.A oveir a headset can be approximated by measuring the room’s impulse
response as recorded by two microphones spaced the ear's distance
f ¥ apart, cbnvolving the synthetic speech wuith each of the impulse
response, and playing the rzsulting reverberated speech through each

headeet channel. Prsliminary sxpsriments demonstrate that the

annoying qualities of LPC speech ars noticeably reduced using this
technique. Further refinamants to this process of applying binaural

reverberation are being considersd.

A neu technique of spsach analysis called cepstral prediction
is being investigated. By applying linear prediction to the
cepstrum of the signal, a synthetic waveform can be generated whose

spectrum matches the logarithm of ths original spectrum rather than

the spectrum itself. The advantagss of log spectral matching using
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f

,l

3 cepstrail prediction over standard LPC for gensrating high quality,

3

3 low blt rate synthetic speech, are being investigated. Aiso being
coneldered is the posesibility of using this technique to aralyze

epeech corrupted by both addl tive and convolutional noiee, where it
wa. demonstrated (Mitier, 1874) that homomorphic processing

suppresses noise in acoustic recordings.

1t can be shoun that by ramping the cepstrum and applying
| inear prediction, that the resulting synthetic spectrum matches not
oniy resonant frequency peaks but also frequency valleys between

peake ae well as valleys due to vocal tract zeros such as found in {

nasais. Thee:s epectral matching properties are currently being
investigated with the aim of incorporating this method into a

complete high quallity, low bit rate analysis-aynthesis system.

| The theoretical details of spectral matching by linear

prediction are given in the University of Utah Technical Memo #7560,

& ket e

May 6, 1975, The theoiy supporting the techniqus of applying iinear

prediction to the ramp modulated cepstrum was published in the

i psasl o ¥

"Proceedings of the IEEE 13975 Region Six Conference on

Communicatione” by A, Atashroo.
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Section 7
Suppression of Noigse from an Audio Signal
Tracy Petersen
The probiem addreeeed here is the suppreesion of additive
broad-band etationa~y noise from a signal uhose gpectral
characteristice vary with time. The solution to this probiem has
important applications wharever a time varying signal has been
polluted with additive stationary noise--possible examples being the
interpretaticn of distress messages or signale intercepiad from a

noley environment.

Because the eignal of interest varies wuith time, it ie
desireabie to deeign a noise suppreszion filter that continuouely
adapts itself to the characteristice of the signal. A m2jor
difficuity in the realization of such a filter is that ite frequency
response must change smouthly and in a well behaved manner betuween
eucceseive discrets time estimates of the optimum noise suppression

filter.

An important result of this research has been the development
of a practical method which facilitates changing the frequency
response of a filter smoothly in time, where spectral
characteristiice are periodically specified in the frequency domain.
Thie flitering echeme represents a neu approach to the dynamic
filtering of eignals, as weli as a new application of a filter

traditionally used for speech synthesis.
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Linear prediction theory has demonstrated the effectivenese of
the lattice form digital filter for speech synthesis from a set of
epeech analysis parameters [1,2]. An implementation of this eame
lattice filter has been developed, uhich makes possible the
arbl trary and dynamic filtering of the signale, where the frequency
response of the fllter is modsled as an all-pole transfer function.

The implementatoin of thie method is as follows-

In the linear prediction analysis-synthesis of speech, the
central parameters to the lattice filter, Knoun in the ||taratuée as
k-parameters [1], are derived from the short time autocorrelation of
the speech signal. The frequency response of the lattice filter in
thie case models the short time spectral envelope of the speech. If
a set of K-parameters ars derived from the autocorrelation of the
impulse response of a filter speicified arbitrarily in the frequency
domain as a prototype, the frsquency -~esponse of the lattice filter
controlled by thie set of k-parameters will model the prototupe
fliter (3], Thda, if it is desired to change the spectral
cheracteristice of the filtar smoothly in time from an initial to a
target confliguratic, $his can be realized by first deriving two
sete of k-parameters corresponding to “he initial and target filter
configurations, respectively, and then smoothly interpolating the
k-parameters In time from the initial to the target vet. This meanse
the lattice filter wili hava a8 new set of control parameters at each

sample point In time.

A dynamic version of the Wiener filter ii?s been realized with

e R E cadid LIS « , .
o B L D
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this technique, and has been used Wwith succese to suppress the
surf2ce nolse from an old acoustic recording of singing voice. This

3 requires continuously updating the target filter setimate over ehort

time intsrvals. If filter update intervals are too far apart in
time, some unwanted noise will be admitted into the filtered signal.

This ressarch has found that noise suppression from a singing voice

requires an updats interval on the order of 158 millieeconds. Each

time the pouer spectrum of the filter is determined ae

d(s+n)-o(n) _ ®
d (s+n) T w

uhere ®(s+n) is the pouer spectrum of the noiey input eignal from

the particular time frame being analyzed, and ¢(n) ie the eetimated
power spectrum of the noise (assumed constant). The current ¢w is
mapped by an inverse Fourier transform into the time domain
function R, which is the autocorrelation of the impulee reeponse
of (¢w)%. Robinson's method [4] is used to map Rv,?wto a nen target
set of K-parameters which dztermine the filtering characteristice of

the lattice filter. A co~ine curve has been chosen to interpret

between initial and target k-parameters. This avoids instantaneous

change in the velosity of the k-parameters causing the frequency
response of the lattice filter to converge smoothly to the current
target estinate. The noisy input signal is supplied ae a driving

function to the iattice filter which then filters the input seignal

Wwith emoothly changing estimates of (g)%.
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Presen: limitations on this dynamic tiltering technique reside
in the fact that the transfer function is approximated uwith an
all-pole modei. Since zero information is not used explicitly in
the model, a relatlvely large number of poles are required ehoulid
narrou frequency band attentuation be desired. Current work with
_this filtering scheme has been done with 98 poles and a maximum
attenuation level of -24db. 1t is belleved the inciusion of zero
information Into the 'approximating transfer function wi!} greatly

increase the filtering efficiency of this nodel.

4 means for extracting *his zero information is a subject of
continulng research within the Sensery Infermation Processing Group

at Utah.
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Section 8
Demonstration: An Isolated-Word Recognition

System for‘Flight Management
Mike Coker

8.1 Introduction

There 18 currently a program of research at Ames Reeearch
Center (NASA) on plint procedurss and pllot-system interfacss {11.
Briefly, the goal is to move toward automation of flight management
and alr traffic control processes, and simplificaticn of tasks
currentily performad by flight manzgement personnel. The proposed
system would include an onboard computer to perform lou-level status
apprisement, monitoring, and executive functions. As a medium to
input commands and data to the system, speech has been suggested as

being most natural and efficient [11.

Toward the goal of designing a seystem for isolated word
recognition, & modified version of an algorithm presented by Itakura
(2] has been implemented. Results of experiments performed ueing
thle algorithm indicate that a high recogni tion accuracy can be

'obtalned.
8.2 Results

The method describcd belcu, together with a non-linear
time-warping scheme Implemented with a dynamic programming algorithm
[2], was initially applied to a ten word vocabiilary consisting of

the diglte 8@ through 9. The single speaker aécuracg achievad wae

108%. During this experiment, 1l was discoversd that a high rate of

Baa i
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recognition accuracy can be obtained on these words ueing far lees
signal information than uould be required to reconstruct the speech
uith high intelligibility, as required in a speesch

analysis-synthesis system.

Thie uwork-recognitior. scheme was subsequently applied to a
vocabulary of 107 worde, consisting of the original ten digite plue
97 flight commands. The single speaker accuracy achieved varied
¢rom 95 to 98% depending on the number of training utterances for

each word. Computation time was about twelve seconds per uord.

Tuo other vocabularies were also tried. In the case of the ten
digits plus the alphabet, 89 to 95% accuracy was obtained for a
single speaker. In th= cas2 of tusnty-five word paire from the
Diagnostic Rhyme Test, a standard vocoder intelligibility test,

accuracies ranged from 78 to 88%.

8.3 Analysis

The moet important considerations in a word-recognition system
ares (1) recogniticn accuracy: (2) computation time; and (3)

reference pattern storage raquirements.

Given that an effectivae distance measure existe for comparing

gshort-time power spsctra, it ie apparent that recognition accuracy
depends heavily oﬁ the reliability of the algorithms chosen for
detection of the beginning and ending of each utterance (endpoint
detection) and for proper alignment of the speech sounds betueen tuo

utterancee (time- warping). Endpoint detection is normally done by
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comparing the energy ({(zeroth autocorrelation coefficient) of

R g

O SNl s 3

esuccesslive speech segments to some threshold value. Since fricated
phonemas of ten form word endpoints, which are sometimes the only
difference between two different uords (i.e., woingulars vs.
plurals), endpoint detection is done on the differencee epeech

signal. Because pouer spectra derived from firicated phonemes

‘n_ltz_.‘,._"’h_

normally have much less total energy than voiced sounds (uhile
having reiativaly more energy at high frequencies), .the
dl fferencing, which enphasizes high frequencies and attentuates louw
frquencies [4], allows more accurate endpoint detection on both

voiced and unvolced sounds.

The non-!inear time-warping algorithm matches epeech sounds
ﬁ; between words to be used so that variations in the way they are
| spoken does not affact recognition accuracy. it is apparent that
ﬁn the same distance measured which is used to compare short-time pouer
epectra between words, could also be usesd to separate speech sounds
within a single word. When this is done, the refererice pattern can
be constructed using only significantly different pouer spectra,
‘*hereby reducing the pattern size and thus the amount of computer

etorage and computaticn neczssary for pattern matching. Alsc, sound

eeparatiun ulthin a word can bea done using a louer order |inear
prediction model than the actual reference pattern formation, so

that considerable computation time can be saved.

piother desirabie featura of the Word-recognition system is the

cepablllity to form a reference pattern based on more than one

e R e e
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utterance of each vocabulary word. This enabies the system to

follow iong-time variations in word pronunciation.

The system was implemented in real time on the Univereity of

Utah's single-user POP-18 computer.

8.4 Method

The linear prediction method of signal analuysis provides a
convenient distance measure between short-time (28-38 msec) all-pole
pouwer epectra (2,31, thereby permitting segment-uise comparieéns
between lsolated words. [takura (2] has used this distance measure

to attain 97.3% recognition accuracy on a vocabulary of 288 words.

The modei for |inear prediction analysis assumes that each

" elgnal sample In a ssgment of N uamples can be closely predicted by

a |linear comblnation of the preceding p samples for p < N/2,

thus:
c S + e n=0,1,2,...N-1
uhere [akl Ksl,2,... p are kKnown as the predictor coefficients and

e, n=’,2,... N-1 ie the prediction error at each point. .The

predictor coefficients are found by minmizing the Iinear bprediction

residual (LPR), defined by
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Fur a glven esegment of spesch, the prediction error sequsnce K]

glvar. by

aksn_k .

I ™o

1

For the same set of predictor coefficients {ak] and a difference set
of speech samples [8 ) n=1,2,... N-1, the associated prediction
error sequence is given by
. o A
én = gn - kil aksn-k
Therefore, a measure of similarity betuesn the two epeech segments
repreeented by [s ] and {én] ls given by the "cloueness" of the tuo

numbers

LPR, = I e and LPR_ = L e ;

or since LPR, < LPRZ. hou close the ratic

Lp
’ R2

LPRl

ls to unity.

1t can be shoun [3] that this distance measure represents a
comparison between the powsr spectrum |A(m)|2 of the inverse filter
defined by the predictor cosfficients [ak] (extracted from the first
speech segment) and the power spectrum P(w) of the second speech

segment {Sn]. in this way:

N-1 5 /T 2
I e =t/2m S P(w) |A{w) | “dw
n=0 -n/T

ChEAlT,

Peh

Bt et e TN




s e S SR -

where T le tha sample interval.
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Section 9
Word Recognition in Continuous Speech
Richard W. Chrietiansen

9.1 Introduction and Background

There are rather extensive efforts already underway in the
areas of automatic opeech recognition, speech understanding, and
Wword recognition using digital waveform processing [1). Even a
casual reading of this recent overview of the current work wWil’
convince one of the magnitude and extreme difficulty of the general
speech recognition problem. Some of the Key problems asseciated
Wwith thie work are:

1. Swgmentation of incoming speech intos

a. Phonemes
b, Syllables
c. Words

2. Defining beginnings and endings of words

3. Use of syntax and samantics

4. Classification of speach segments

S. Time registration--usually nonlinear

However, the work described in this section ie fundamentaliy
different, and is directsd toward achieving a different cbjective
than the general speech recognition work. This difference allous
one to choose other ways of solving the problem which eliminate most

of the difficulties inherent in the general solution. Of the five

problems referred to, only the time registration problem remains.
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Here we are not trying to identify an input work or determine

ite meaning, but merely determire if a reference word ever occurs

using simple waveform matching techniques. This technique may be

described ae a time flexibla template matching approach in which the

input speech ie analyzed ons frame at a time, and time registered to

the stored reference template using a dynamic programming algorithm.

At the completion of the analysis using each frama, a test ie made

to determine If that frame formed the last frame of the word

correeponding to the template word. A frame similarity function, a

threshold, a parameter for weighting previous data, and a time

distortlion penalty constant are used in the dynamic programming

algorithm which is described later. Although the final resu!t of

this effort may not yield a fully automatic system, it ehouid still

produce a practical working system which uses some human interactlon

but etill accomplishes the main objective.

9.2 Objective

There were three maln objectives of this research. They were

ae followe:

1. Given a recording of someone talking, i.e., a
continuous speech recording, and a reference exampl3 of
the eame person speaking a word from the continuous speech
text, then ldentify whenever the reference word occurs in

the recording using digltal signal prccessing techniquee.

2. Provide a statistical evaluation of the
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performance of the system, an explanation of why it works
when it does and fails when it does which can be related

back to the acoustic model for speech, a measure of the

robustness of the 3ystem which characterizes the

sensitivity to "nois2," small changes in parameters,

"quality" of recording suystem and environment, etc., and
in general, advance the understanding of speech waveform

matching using LPC parameters.

3. Provide a preliminary evaluation of the system for
the case of using multiple templates both from the same

speaker and from several different speakers.

9,3 Basic Word Finding Algorithm

As 2 possible basic approach to locating a word in continuous
text, one could choose to segment the incoming speech into a string
of phonemes, clasesify the phonemes, and then identify the word based
on thie classification. This approach has ssveral major problems,

among which the moet serious are ssgmentation and classification of

phonemes.

As another approach, one could view a word as a waveform Wwith ;
certain fundamental structure or epsctral shape, and then design a
£11ter matched to that wave shape. This approach, common in radar
work, is called the matched filter approach. The problem with this
approach is that of time registration. That is, any wWord may be

spoken at a different speed each time it is spoken and, in fact,
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uith different parts of the word spoken at different speeds each

time.

To use this approach one needs a measure of spsctral matching
and some type of nonlinear time warping p/ocedure to somehoW measure
how we!i the tempiate word matches thes word in the continuous

speeach.

In searching for clues to solving these problems, it was
discoversd that Bridle [2] had achieved 85 percent success at word
recognlition using a 1S-channel vccodsr and a rather clever dynamic
programming scheme. His procedure uses a frame gimilarity function
derived by performing a cosine transformation on a 19-point
fogarithmic, short-term power spectrum. This yields some spectrum
shape coefficients which are then weighted using empirically der ived
weighting coefficisnts. A 3squared distance betwssn frame a and b ie
then formed and transformed into the frame similarity number c 8o
that @ < c < 1. He then performs the time registration wusing
dynamic programming. To do this he defines a local similarity
“function AR which gives a maasure of hor similar the incoming speech
je to the template on a frame-by-frame basis. The local similarity
function is a weighted sum of the frame similarity functions along

the registration path to the current position.

This local similarity function includes a factor wuhich applies
a penalty 1f thers is time distortion and no penailty if there i8

not. (See Apppendix A,)
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There Were a number of attractive points in Bridle's work, some i

of which are |isted below.
1. The dynamic programming routine is simple.

2. Any other frame similarity function which ie

bounded by 8 and +1 could be used.

3. It performed the nonlinear time registration Wwith

one input frame at a time.

4, 1t worked quite well using the channel vocoder.

1t was therefore decided to use the inverse of the linear prediction
ratio glven in Equation 58 in a memo by Boll (3] as the frame

similarity function and to apply the dynamic programming exactly as

glven by Bridle.

k| Now the fellowing things should be noted concerning this

algorl thm:

1. It is a recursive algorithm which computes Imax
values for an array AR, where Imax = number of analysis

frames In the template.

2. SIM is a function uwhich describes the similarity

betueen a frame of the template and the incoming frame.

3. AR ls a local eimlilarity function which ls reelly

17 @ uwelghted sum of the frame similarity functions along the

path to the current position.

i i st
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4, The iocal similarity at the firat point on a path
le deflned o be equzl to the frame similarity at that

point.

S. A time distortion penalty is applied so as to
allow pooriy matching frames, providing they occur betwee:
well matched regions, and to provide a control parameter
to limit or reduce the contributions due to "excessively

large" time distortions.

6. At the beginning of the process, the AR array is
zero. Then |f the input epeech begine to match the
tamplate, .cnzero valuas begin to propagate through the AR
array. [f AR(Imax, j) # @, then AR{Imax, j) is identified
as the ending frame of the word. [f instead the input
speech begins to match the template and then does not
match weil| for succeeding frames, the recursive nature of
the algorithm succesaively sets the eiements of “he AR -

array back to zero.

7. The array AR containe all necessary information

about previous input speech and how well it has matched.

9.4 Current Status of This Research

A preliminary version of this algorithm has been implemented on
the PDP-10 esystem and limitad testing has been conducted using words
spoken in isolation as well as continuous  speech. Thie

impiementation is shoun in block diagram form in Figures 8.1 and
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9.2, uith the algorithm and basic Fortran program given in Appendix

A. The program runs in about 12 times real tima,

For preliminary evaluation purposes, ten utterances of each of
the two words "octopus" and "carnival" and six utterances of the
word "interrupt" were digitized and recorded in isolation. In
addition, approximately two minutes of text from a POP-11 manual was
digitized and recorded. A single occurrence uf sach of the words
"program,” "processor," and “priority" was located in the text to be

used as templates to locate other occurrences of the words.

Frequency of occurrencs of these words in the text is given in
Table 1.
Table 1. Word 1list.

VYord Occurrence
Interrupt 18
Program 10
Processor 7
Priority 6

The resulte are summarized in Table 2, where a’l template worde are

epoken by the same spsaker 3s the "text."

Hore it should be notad that the length of the interrupt

template ie approximately .6 seconds while the continuous speech

verelons wera as shoi't as .3 seconds.

i w“-.u—-_‘.b- P LT T —

/G i




In contrast, Bridle, using templates taken from the tex

reporte 85 percent hlts with six false alarms per hour. To achieve

thle, he used as many as eight different thresholde for each

analyeie end had five different speakers. At this point, there iy
no realistlc basis for comparison since I nave ro reasonable or even

comparble statistice.

In addition to the above results, a test run was also made on a
recording by @ second epeake- using the template from the firet
epeaker and the same Q, G, and RK values. The results were 18 hite,

@ mieses, and 2 faise alarms,

Table 2. Preliminary experimental results.

Word Hits Misses False Alarms

from Text
Program 10 0 0
Priority 6 0 0
Processor 7 ' 0 0
Interrupt 18 0 0

Q= .275

G=.6

k= .5

IsolLted Words

Carnival 10 0 0
Octopus 10 0 0
Interrupt 6 0 0
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All these prelinary results clearly demonstrate the soundness
and feasiblllty of this basic approach. The preliminary success
ueing a tsmplate from a different speaker also suggests great %
promise for solving the problem using templates from the same
epeaker or from several different speakere. In other uords, it may
be poesible to construct a 3et of templates of a word spoken several
different waye by several differant spzakers which would allow
Identlflcation of tha word using text from many other speakers.

This procedure will he detalled in the next report, along ulth the {

~qgulte to date.
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Appendix A

Word Finding Aigorithm

Let a frame eimilarity function, SIM, oe definud by:

where

Ry = autocorre ation coefficient matrix for a frame of windowed

speach samples ‘or the template

a = linsar predictor coefficient vector for a frane of the

template epuech

a,= linear predictor coefficient vector for the Incoming

epeeh frame

Then €3¢ the dynamic programming algorithm, ue can define a function

AR(1,)) as follous:

AR(i,)) = (:a;) Step ((AR(i - a, j - b), SIM(i,j), K(a,b)]

’

AR(1,]) = max [it SIM(i,}) < @, then B, elee SIM(imj),
Step (AR(l,j - 1), SIMQI, ), RK}]

where

Step (AR, SIM, RK) = [f AR = B, then 8
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eise if (1 - G)JAR + GRKSIM <Q, then 8

else (1 - GIAR + GRKSIM

(a,b) takes values (1,8), (1,1), (8,1)

K(a,b) takes corrasponding values RK, 1, RK

8 <0 <1 Q = threshold for similarity

8<GC <1 C = previous data wueighting "time

@ <RK <1 RK = time cistortion penalty factor

h

- r—




Section 18
Speech Processing to Remove Noise
and Improve Intelligibility
Michaal Callahan

A new method of tpesch processing is bsing Invastigated which

has applications to noise removal and intelligibility improvement.

The method is boased on homomorphic processes which have previously

been used f{c+ picture dsolurring and deresonation of acouetic

signals. The basic method can be summarized as follows:

1. The short-time spectrum of the original signal is
calculaied, The short-time spectrum is two-dimensional
and shows the frequency content of the signal as a

function of time.

2. The short-tims spectrum is altered to remove
effecte due to noise or to amplify speech features using
methode such as thresholding or tuwo-dimensiona. |inear

filtering.

3. A new acoustic signal is reconstructed from the

modi fied short-time spactrum.

This type of processing is often more effective than
conventional methode because of the Iinherent flexibllity of
two-dimens!onal processing, and because of the simiiarity of the

method to processing performed by the human auditory system.

Short-time spectrum processing has been quite successful in two
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initial experiments: removal of background noise (eignal to noise
ratlo about 38db), and removal of high level signale uith etrong
harmenic structure, such as 68Hz square wave noise (signal to noise
ration about -26dbj. Both of these experiments, wuwhich wWere

discussed in some detall in the last report, are complete.

Present research concerns more general applications of this
process. The flrot step |3 to develop the capability to extract
from the short-time spectrum ths acoustic features of speech Knoun
to be Important io percaption. This ability is important for
several reasons: a) it will give a better understanding of the
effect of nolse removal processes on the underlying speech; b) it
may provide the basls for pre-processing speech to enhance Important
features 8o that the spaech will be more intelligible in a noley
environment; and c) It may suggsst improved compression-exparsion

techniques when the spesch must bs passed through a nolsy channel.

An example of this process is shown in Figures 10.1, 18.2 and
18.3. Figure 18.1 Is the short-time spectrum of the words "ue were
away & year ago." The vertical axis is fregusncy (8-5888 Hz), the
horizontal axis |Is time (1.6 sec), and brightness is proportional to
the magnitude of the short-time spectrum. Figure 18.2 =hous the
speech formants for the words in Figure 18.1. Formants are
prominant peaks in the spee:h spectrum caused by resonances in the
vocal tract for the speaker--the frequency, inteneity and bandwidth
are Important to Intelliglibllilty and naturainess. The formants uere

obtained from the ssntence of Figure 18.1 by filtering the logarl thm
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of the magnitude of the short-time spoctrum. Figure 18.7 shows tho
original sentence after the formants have been enhanced.
Preliminary experiments indicate that speech pi-ocessed in thie

manner is more intelligible in a noisy environment.




Figure 10.1 -- Short-time spectrum of original sentence.

k. Figure 10.2 -- Formants extracted by two-dimensional
filtering of log of short-time spectrum.

Figure 10.3 -- Short-time spectrum of new sentence with
enhanced formants.

S . il
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Se .ion 11
Linear Predictive Coding with Zeros and Glottal Wave
L.K. Timothy

11.1 Introduction

The quality of synthesized spesch in Linear Predictive Coding

(LPC) ae presented by Atal (1], euffers for at least two reasons:
1. lworoper treatment of the glottal pulse or wave.

2. Lack of zeros in the all-pole mathematical model

which are needed for nasal sounds and radiation effecte.

For comparative purposes, Figure il.1 presents a natural voiced
speech waveform, while Figure 11.2 pressnts a corresponding waveform
synthesized by the Atal me thod. Figure 11.3 preesents a
corresponding waveform synthesized by the proposed method of thie

paper.

For speech synthesie, rather than exciting an all-pole filter
With an impulse as Atal did, the filter is excited with an est . mated
glottal wave sequence modified by zeros {Ei} as indicated in

Equation (1).

P
s = I a. @§. . *B (1)

¥
E = L b, g . (2)




Page 184

The b; coefficiente are the zero coefficientes, and the
ssquence (g.} is an aesumsd glottal wave. The ssqusncs {E} Is
actual iy the srror signal; however, in thie spplication onily that
part of the error signal when the giottie is judged to be open ie
used, the remainder eet to zero. Instead of transmitting the error

eignal, the bi coefficients (or coefficients for the zero

polynomial) are eetimated based upon an assumed glottal wave

sequsnce {gi} and tranemittad. The error signal is recreated in the

receiver from the b 'e and the assumed (g }.

The sequence of mathamatical operations for voiced speech

followe. Unvoiced speech is treated as recommended by Atal:

1. The Intsrval of time during @ pitch period when
the glottie ie judgsd to be open is estimated which
requires pitch eynchronous information. Figure 1.1

iflustrates the idea.

2. A ueighted least squares estimate of the predictor
(or reflection) coefficiente is made based upon only thoee

portione of the speech wave uhen the glottie is cloeed.

3. An error siygnal is formed as indicated in Equation

(1) using actual spmech wave data {s.}.

4, The zero coefficients bi are estimated from only
that part of the error signal that corresponds to when the
glottie ie judged to bs open as illustrated in Figure

11.4.
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Although zero coefficients and the error signal must be
calcuiated in addition to the usual Atal calculations, feuer
predictor coefficiente nead be calculated. Consequentiy no
eignificant increase in the number of computer operations is
expected, and real time implementation s expected. Real time
synchronous pitch detection, which operates With few errore, wWae

reported in Reference 2.
11.2 Zeros and the Glottal Wave

In the mathematical mode! of the epeech wave presented in
Equations (1) and (2), ths zeros act only on the forcing function,
the glottal wave. Consequently, according to the model, the zeros
play an active role only uhen the glottis is open. The zeros only
indirectly affect the ballistic or free portion of the speech wave
when the glottie is closad by modifying the glottal wave which in
turn adjuete the initial condition of the ballistic nortion at the
point uwhen the glottis clcses. The error signal, therefore, is

approximately the glottal wave modified by zeros of the syetem.
11.3 Glottal Interval

The interval of time during @ pitch pariod when the glottis s
judged to be open terminates at the absolute maximum value of the
epeech wave as indicated in Figure 11.1. The beginning of the
glottal Interval is judgsd to be two zero crossings prior to the

terminal point. Filanagan [3], eetimatee the interval to vary from

38 to 78 psrcent of the pitch period which will usually be different
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from this assumption. Howsver, the quality of the eyntheeized

spesch, batod upon the abovs assumptions, is very good.
11.4 Suppression of Dietorted Data

In the frequency domain analysis of speech, the suppression of
unkanted data 18 a very difficult problem. By utilizing weighted
least equares estimation in a time domain aralysis, the suppression
of unwanted data becomes a straightforward process as will be

demonstrated belou.

In LFC, # Ilinear rejression analysis using lsast squares
estimation is upced to estimate predictor coefficients in vector

form.

| . (3)

LIl (4)

:}m

The least squaree esvimate of the predictor coefficients can be

uritten as

T 4y

2 - (")
A28 N (5)




m————ae,
e

AT < e i nte, i e S e e e S e
= == ol

Page 187

where the H matrix contalne sampied data ae folloue:

' 1 ]
= [§n-1 : 2n-2 : o : §n-p] L

The ﬂ?ﬂ»natrlx ie the autocorrelation of autocovariance matrix.

The weighted l|eaet s3quaree estimate of the predictor
coefficiente can be uritten as

-1 T -1
- (ETR 1H) HR "~ s (7

- -

>

where B normally would be the covarlance matrix on the estimation

error.
R 5 e’
511
€2
P
g = ; g, =8 - L a., s
= i n . i "n-i
8 i=1l
Eq
L

1¢ 5;1 -l the ldentity matrix, then the weighted westimate,
Equation (7), would be identica! to Equation (5), the unweighted
least equares estimate. 1§ one chooses to throw out some data and

retain other data wuith equal weighting, the.ﬂ:l can be chosen ae

follouss
) G ' s
i o0
<4 - ap =@ === - !
R™ = o!o'o (8) !
-=-r - % = = = =
0 + 0 , 1, etc
S 3 B
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-1
Theji expression in Equation (5) is diagonal with ones or zeros on

the diagonail. The ones correspond to the data to be retzined, and

the zeroe <orrespond to the data to be discountca.

1f the W matrix is partitioned to correspond to Equation (8) as

fol lowss

T
the autocovar:ance matrix H H can be uritten as

T 41 T T
= + s
W= L M My O, ¢ ) LH

T
= + ,
51 Hl + H H3 etc (9)

Equation 9 generally requirzs fewer multiples than does ﬂ?ﬁ when all
of the data are retainsd in the wusual LPC situation.

T =1
The H s terms are calculated as a subset of Equation (9).

e~

11.5 Estimation of Zeros

The poiynomial coefficients for the zeros b, can be deconvo | ved

from the glottal portion of the srror wave &e represented in

Equation (2) as follows. Equation (2) can be expressed as & system
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of equatione expreessed in Equation (18):
T = 1R
E:n 9n-1 In-2 i In-r b1
n-1 gn—2 9n-3 In-r-1 b2
: = ) (10)
En—q gn-q-l gn—q—2 e gnx-q-r_ i

A glottal wave is assumad which forms the 9 § elements. As
Equations (1) and (2) indicate, p poles and r zeros are empioyed in

the model. In more compact mati'ix form, Eq. (18) can be written ae

E =Gb (11)

where E, G, and b correspondi to the matrices in Eq. (18). It s
assumed that q + 1 > r. Consequently least squares calculation of
the zero coefficient may be used which is

-1
T
-g'gl GE (12)

fo

Since the glottal wave shape ie assumed known, the elemente,
dij' of D = {Q?Q}-l QF'can be precalculated and stored in computer
memory such that

b. = I 4., E, (13)

—
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The glottal wave is aseumed to be o raised cosine wave.
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(1] Atal, B.S. and S.L. Hanauer. "Speech Analyeis and Synthesis
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(2) Miller, N.J. "Pltch Detection by Data Reduction." IEEE
Symposium Record on Speesch Recognition, Aprii 16-19, 1974,
Carnegle-Mellon Universlity, Pltteburg, Penneylivania, 71-9,
‘ pp. 122-138.

; ‘ {31 Fianagan, Jeles "Speech Analyeis and Synthesis, and

Perception." Springer-Vsrlag (1972), p. 13.
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Figure 11.2 -- Synthesized waveform using
impulse excitation
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Section 12
Phaea Estimate of a Linear Sgate*

by Blind Deconvolution
Chien H. Chiang

12,1 The Probliem Description

In spite of the Ohm’e Law on acouetice [1), many studies 2,3]
have ehown that the phaee distortion does cauee audible
deterioration of speech and music quality. We, therefore, make the
hgpothesla that the residual reverbrant characteristics in an old
recording, after having been deconvolved for magnitude compensation,
ie caused by the phaee distortion associated with the old recording
technoiogy. Hence, it ie possible to further Improve the audio
quailty in an oid recording by proper plase compeneation (or
deconvoiution) if one can aleo estimate the phase of the recording

system which was ueed in making the recording.

Since the only data available ie the phase dietured waveform,
both the original waveform and the dietorting system are unknoun,
thie task of estimating the phase of the linear system can also be

regarded ae "blind deconvolution."”
12.2 The Theoretical Background

The rocorded signai v(t) is related to the originai waveform

e(t) by

vit) = e(t) @h(t) (1)

e
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where h(t) roprooontz tha linear system used In making the
recording.
Taking the Fourier transform producing
Vit) = S(f) « H(f) (2)

Further, taking the complex logarithms of both sides of (2),

one obtains
log [V(f)| = log|S(f)] + log|H(f)] (3)
and

LVUE) = [S(H) + [H(f) (4)

Equation (3) relates the magnitudes and (4) represents the
relation betueen the phases. The main objective here ie to

estimate [H(f).

One approach might be to take =everal recordings made with the
seme recording equipment, calculate the phase, put sach one in the
form of (4) and average both sides >f these equatione across all of
the recordings, namely

N N
z z

Z|~
Z |

kv, 8y = [S;(f) + (H(£) (S)
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where N is the number of the re‘prdings. If thsre were enough
recordinge and the spesch or signing on each recording were quite
different, then one might expect, according to ths central |imit
theorem, that the right hand side of (5) will converge to [H(f).
The difficulty ie that it is hard to come by enough recordinge which
are knouwr to be made uith the same equipment. The way %to get around
the problem is tc chop up one recording into sections and take the
phases of these ssctions as the ensemble on which to carry out the
averaging. Thus, It might bs possible to estimate the phase of the
iinear eystem by a three step process: 1) average the phase of the
dietorted waveform; 2) average the phase of a similar acnustic wave
which hae not been phas2 distorted (probably by using a gcod
recording of "identical" spasech or singing); and then 3) subtracting

betuesn the tuwo.
12.3 The Difficuities Encountered

Tuo difficuities arise when one tries to implement the procese

described above:

a) The Phass Unurapping.--The digital computer utilizing the
conventional four quadrant inverse tangent function routine computes
only the principle value of the phase. Unfortunately, the sum of
tuo principle values doss not give the principle value of the eunm.
So one has to, somshow, find the actual phases before he averagee
them, An algorithm by Schafer [4] is to decide the number of jumpe

of 27 so that one can obtain the actual phase fron its principle

value version. The process is called phase unwrapping and both

—

e
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Schafer and Oppenheim [S] have discuquJ thies topic elseuhere. The
phase unurapping echeme of,'i',' schafer l*'ll not work when there are
sudden ene~gy dipe in the spectrum. Unfortunately, this is just the
case when the time waveform is periodic, as is true for speech. The
dips causs the spectrum to become "discontinuous"” in some

frequencles.

To get the beet unurapping result using Schafer’s method, the
phase has to be computed from a data frame so smali that the fine

detalis (the energy dipe) wili not appear in the spectrum.

b).Th. Reference Points in the Time Waveform.--Many peopl2 have
noticed that a slight shift in the relative position of the windou
Wwith reepect to the waveform causes a tremendous change in the
unwrapped phass [6), This phenomenon is undesirable especially when

the etatlietic property of the phase is of major concern.

To circumvent the effect of this change, ue "sgﬁchronize" the
waveform prior to the taking of FFT in such a manner that the
waveform wili aiways have the peaks located at the beginning point
of the FFT array. In other words, ue take FFT in a synchronous

faehion Wlith respect to the peak o/ the time waveform.

It turne out that using this synchronization scheme, the phase
caiculated becomes statistically stabilized. Thus, we hope to avoid

the bad statistic behavior noted by other researchers.

12.4 The Experiment and The Resul t¢
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An Initia’ sxperiment wae carrled .pt to illustrate the method
cf eotlmaiﬁng the phase of the Ilinear system given only the

diatorted waveform.

A epeech passage by tha male subject number 1 readirg from a
text Iie digitally recordad and the convolved with an all-pase
digltal filter which sinulates the phase distorting process in tne
old recording. The phase of the filter was designed to have a
| inear ramp phass dispersion with the maximum value of 3 ms at the
nyquiet frequency. This distorted speech was used as if it were the
only data avallable with which to etart with ths estimation proceee.

Proceeeing thie data yields the left hand (first) term of (5).

In order to reveal the second term on the right hand eide of
(5), one needs an isolatzd version of the first term in the right
hand eide. To supply this, a second speech passage is recorded by
the male eubject number 2 raading from the same text as the previoue
recording, and this recording is regarded as the prototype.

Processing of this data, than, yields the second term of (5).

The processing yielded the average phase of both recordinge, eo
the estimate of [H(f) was obtaired by subtraction. The aseumption
made here ie that the average phase of the prototype recording has
the eame mean value as does the original speech to be restored. The
estimated and the actual phases (a parabolic curve) of the eyetem

are compared in Figure 12.1.

12.5 Discuselion and Future Work
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)

The result is still of little practical applicability for the

following reasons: 1) It s noticlear what caused the eetimated

phase of the system to roll off from the actual value in the higher
frequency portion as shoun in Figure 12.1; 2) Since the length of
the data window has to be limited to obtain better wunwrapping
result, the amount of detectable phase dispersion is also |imited to
just a few ms. Thie means the forementionsd process will not yleld
a correct estimate of system phase if this phase dispersion were

more than atout 5 ms.

The future research will be devoted to finding a way to
calculate ths reliable unurapped phase withcut the restriction of
using small windows. [f such is shown to be practical, the method

Wwill be applied to appropriate test cases.
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Section ﬁﬁ‘ “
Other ‘.

Final Computer Science ODepartment technical reports by Rom
(UTEC-CSc-75-115) and Ingebreteen (UTEC-CSc-75-118) are in

preparation.

A report entitied “"Cepstral Prediction Analysis of Digital
Waveforme,” by All Atashroo, was presented at the IEEE 75 Region Six
Weeter~n Conference. Thie raport describss the continuing attempt to
incorporate zeroe ae weil as poles into a spectral model to match a
given spectrum. Knowing the impulse tr;in response of a time
invariant digital filter with a rational system function, the paper

deecribes a proceee that idertifies the digital filter In terme of

the lucation and order of its poles and zeroee.

PUBLICATIONS AND PRESENTATICNS
Sensory Information Processing

{1) Boll, S.F. “Applications of Linear Predictive Coding to Digital
Speech Communication and Recognition." Proc. of the IEEE
1975 Region Six Conference on Communicatione Technology,
(May 1975), Salt Lake City, Utah.

(2] Boll, S.F. "Waveform Comparison Using the Linear Prediction
Reeidual." Computer Science Technical Memorandum #7508,
Univereity of Utah, May 1975.

{3) Boll, S.F. Invited tutorial lecture on Linear Predictive Coding
given at the National Electronice Conference, Chicago,
I[1l., October 1975,

[4) Boli, S.F. Invited tutorial lecture on Linear Predictive Coding
given at the United States Department of Commerce, Office
of Tele- communications, Institute for Telecommunication
Sciencee, Boulder, Colorado, Feb. 1975.
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(€] Boll, S.F. Invited instructor for Short Course given on Digital

Speech Analysis and Synthesis presented at the University
of Utah, March 19765,
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111. RESEARCH ACTIVITIES
y  swmeoic compuTaTYON

This report summarizss the work of the group during the period
of January 1, 1975 through June 38, 1975. The Group's research is
directed towa~d the development of eoftware techniquee for the

eciution of a wide range of symbolic and algebraic problems.

Ouring the last six months, the work of the group hae been

directed into the following areas:

Section 1
Deveiopment of a Made Analyzing Algebraic
Simplification Program
In the iaet two semi-annuial reporte we described a new mode
analyzing version of REDUCE and our progress towards ite
impiementation. A baeic REDUCE systsm has been compieteiy
implemented ueing these id3as of a complete mode analyeis following
parsing and only some aspects of the pattern matching, vector and
high energy physice packages remain to be checked out before a
complete REDUCE system can be released locally for exteneive

experimentation and tesiing.

The impismentation of a user data definition faciiity e
sufficientiy complets to parmit all the features of a rather simple
type, such as COMPLEX, to ba dsfined quite easiiy. This includee

cosrcionse to and from other types, defauit valuee, printing

functions, and all the basic operations. A compietely satiefactory
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definition of a recursive type, such das a polynomial, le almoet

within our grasp, but still requires some classlfication of the

1y o
UNION mode.

We belleve that a completely working version of REDUCE,
including an integrated data definition facllity, will become
aval lable during the next six monihs, and we will then concentrate
on rewrlting REDUCE using the power of the new system, and extendiing

the data definltion mechanism,

Seztlon 2
Research in [ndspendent Compller and
Interprater Dezign

The davaelopment in this area over the past six months has been
particularly exciting. As reported previously, we have extensively
reuritten and improved the basic LISP/368 compller, isolating the
code generation into the production of 1/ falrly machine independent
macros. The latest distributed version of REDUCE for the IBM
368/370 serles Iincludes thls compiler, written entlrsly In REDUCE
{(11. Recently, a more sophisticated version for the sume compiler
hae been able to produce executable code for the POP-18, after
redrlting the macros. The cods produced comparss extremely weli
Wwith the exlisting LISP 1.6 compiler (2). In the last few wseks, we
have Indications that we can p~oduce even better code, axd all the
optimizations écrformod should reflect Immediately in
correspondingly better code for the IBM machines as well. We wWill

In the next few months try this compiler on the 368 to conflrm the

AT e e ke
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‘.
effectivenees of the machine independent optimizations, and have
also begun an implaomentation of the macros for the UNIVAC 1188 LISP

system,

The work on portabla LISP incerpreters is progressisg
satiefactorily, uith a complete pseudo-code model now executing on
the PDP-10 (3). This work is being written up as a report, and then
an attempt to transfer ths program to a different rachine will be

inlftiated.

A eecond approach, using the ideas of abstract machine modeling
(4), ehould ultimately lead o a portable LISP system that can tive
full adventage of the target machine, and so produce a faster eystem
than the pseudo-code interpreter model. An initiai implementation
shouid be completed during the next six month period. The ideal
portable LISP ‘eystem would probably include both pseudo-code (for
initial rapid implementation and code packing efficiency), and
abstract-machine code (for critical or ext~emsly machine dependent
featuree such as [/0) to produce a system that executes with
reaeonable speed, and a wide range of capabilities on even quite

emall machinee.

Sect on 3

Sparse Matrices and Factored Polymonial Aigebra

We have continued improving the programs described in the

previous reports, uWith particular emphasie on replacing the expanded

poiynomiai representation by factored polymonials in the different
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matrix eolution methods.

The Bareles (gauselan slimination) methcd galns sigrificantiy
In speed, &8s well as producing a factored resuit. The Miner
Expansion method takes much longer, losing its former advantage.
The minor expansion method irvolves many more algebraic operations
constructing many terms that are discarded before the final result.
Using the expanded representation, most of these operations involve
simpler polynomials then in the Bareiss caee, compensating for the
increased number. The factored representation seems to involve a
different coet/numher tradoff, which we are studying further. One
method of (improving the minor expanzion method is to delay
evaluation by constructing a "formal" expreeeion tree. The excess
terms wWill drop out before ths final tres is evaluated. Ueling this
scheme, We can obtain the rasult in only slightly more time than the
Bareiss method. This "formal" representation has other advantages
and we plan to etudy how the advantages of each representation
(expanded, factored, formal) can be explolited at the appropriate

time In large caiculations such as these.

Section &

Algebraic Applications Packages

A number of extremely ussful algebraic packages have been
completed and documented within this period. The first s a fairly
powerful pattern machine symbolic integrraior, capable of handling a
very large ciess of common integrals, with polynomial, rational,

trigonomentric and other integrands. This package combinee a number
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of interesting techniques, and uill provide a "buiit-in" integration
facility previously lacking in REDUCE. The package is easily
extensibie with the addition of new patterns and wiil aiso provide

an interface to othsr more offlcient but specialized methods of

integration (8].

Another package of soms intersst is a program for solving a

variety of equations in finite terms. This capability is embodied

in @ general purposs "SOLYE" command, that ciassifies the equation

as uhether it has one or mors unknowns, whsther or not it is

non-|inear, and whether or not it is simply polynomial, or involves

radicals and transcendental functions. By repeated application of

algebraic identities, square free factorizztions, and reduction of

the equation to knoun |linear, quadratic or cubic forms, the program

is able to solve a considerable numbsr of quite complex equatione.

It aiso provides another convenient interface to the |inear equation

solving facilities in ths system and indicates the need for further

extensions, such ae the solution of systems of non-I|inear polynomial

equations [6].

The previous tus packages were developed as tools to be used in

an integral equation packags, designed along the |ine of more common

differential equation packages. This package attempts to classify

| the input equation into ones of a number of ciasses, and then applies

! a battery of techniquss, some sxact and some In the form of

"analytic" approximations.
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While the claseification methods may often indicate that an
equation will rapidiy ulelJ to a particuliar method (e.g. Laplace
Transform, or Separable Kernai), others can oniy occasionally “e
solved exactly and eome Kind of series expaneion 111l at beet be
able to give eome feeling for the behavior of the solution near It e
singularities, and dependance on input parameters. Most of the
exact methods lead to complicated aigebraic equations to solve,
while the seeries methods (Neuman, Taylor, or Fredhoim) required
repeated analytic integrations or differentiations. In many cases,
the package is iimited by the current limitations of the SOLVE

command or the Integration package.

References for Part III
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| IV. RESEARCH ACTIVITIES
' GRAPHICS

Over the past six months, much of the work of the past eeveral
yeare has been consolidated, focused by the implementation of

eeiected techniques on the neu POP-11/45 baeed facility. The baeie

ﬂ*r.u:l—l- e —

f9» promising nsu research sfforts involving the results of graphice
we~K hae been defined.

Section 1
| ‘ Complex Scens Image Generation

Martin E. Newe!l

The properties of procedure modele ae applied to the

representation of three dimensional objects, for the purpoee of
eynthesizing imagee in the form of shaded pictures, have besn
investigated. It hae bean shoun that procedure models faciiitate
the procsssing of scenes of far grsats- comliexity than has proved
practicable wueing data base modeling techniquee aione. The
general ity and flexibility of procedure models has enabled a system
to be impiemented which can be, and has been, incrementally expanded
to accomodate new model formulations. Examplee of output generated

by the system are shoun in Figures 1.1 and 1.2.

It is beileved that tha benefits of prccedure modals are not
confined to the field of image synthesie, but have coneiderable
reievance in many areas where modsling of three Zimensional objecte

is of concern, such as computsr aided design, computer aided

manufacture, etress analysis and dynamics simulation.




TR S TR S I TS i
ol
il
i
g
§
3 i ‘sanbtuyoa3 HBUTTTI2POW TeINPD20OId
f bursn pajexauab sumed T19¢ 3o =2bewl -- [°71 @anb1g
t
i
3
d

i St b Al Sk e o

T

T

s

SRRREF T o




e e

WO, T R SRR T S T

3

1
=

2

wst

AT

PR

sanbrtuyoayl HBUTTITISPOW
Teanpad01gd buisn paurTquwod suorjejussaadsa
snotaea bursn s3oslqo HuUTUTEIUOD BUIDS ~-- Z°T @2anbrg




Page 135

Section 2

Meaeurement and Analysis of 3-D Scenes
Henry Fuchs

Dececribed are the dacign and implementation of a new

ranga-meaeuring seneing device and an associated software aigorithm
for constructing surface descriptions of arbitrary three-dimensional

objecte from eingle or multiple vieus.

The seneing device, which measures surface points from objecte
in ite environment, is a computer-controlled, random-access,
triangulating rangefindar with a mirror-deflected laser beam and

revolving disc detectore.

The aigorithm developed processes these surface points and
go srates, in a deterministic fashion, complete eurface descriptionse

of all encountered objects. In its processing, the algorithm also

detects parts of objects for which there is insufficient data, and
can supply the sensing device iith the coritrol parametsrs needed to

succeseful |y measure the uncharted regionu.

The resulting object dascriptions are suitable for use in a
number of areas, such a3 computer graphics, where the process of
constructing object definitions has heretofore been very tedious.
Together with the eensing device, this approach to object
description can be utilized in a variety of scene analysis and

pattern recognition applications which involve interaction Wwith

d “real worid," three-dimensional cbjects.
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Section 3
Real-Time Measurement of 3-D Positions
Larry Evans
Test equipmsnt is c.rrantly being acquired and Iinterfacez to
the PDP-11/45 computer. [t is expected that the summer will see the
completion of tests needad to dstermine the feaelbility and

etructure of an advanced posltion measuring device.

Section &
Advanced Image Quality

Frank Crou
The problew of allasing in pictures displayed on & discrete
array of picture elements has received continuing attention. A
model of the effects of aliasing has bzen developed. The two main
effects, namely loss of small detail and staircase edges, have been
almost ertirely removed in carefully designed iest situations. The
application of the developed undsrstanding to exieting visible

eurface algorithms is the subject of the efforts during the eummer.

Section B

POP-11/45 Facility

Apart from some problems of secondary importance, the frame
buffer has been successfully functioning for six months. Only color
television output has been used. Problems with the existing

precision display have thus far precluded |ts successful use, but

that eltuation will be resolved in the near future,
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