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AUTOMATIC TRANSLATION OF ENGLISH TEXT TO PHONETICS
BY MEANS OF LETTER-TO-SOUND RULES

INTRODUCTION

Hardware to produce synthetic speech existed in various forms as early as 1939. At
the New York World's Fair in that year, Homer Dudley exhibited his Synthetic Speaker
(1], the ancestor of many of the more successful speech synthesizers now in use. Today
phonetically programmable synthesizers of reasonable intelligibility are commerically avail-
able for a few thousand dollars. Such devices have stimulated widespread interest in
computer voice output for various civilian and Department of Defense (DoD) applications.
A fu_-ther impetus to DoD interest is resulting from the development of narrowband digital
voice-transmission systems, such as NRL's Linear Predictive Coder [2], and the likelihood
of their widespread future use. These speech-transmission systems include a synthesizer
that could also be used for computer voice output.

'Among the most promising applications of computer voice output are:

0 ways to transmit information from English-language data bases to remote locations
by telephone,

* a channel of communication with busy operators of computer-controlled systems
who have to give most of their attention to complicated visual displays and would
find extraneous text messages intolerable, and

i reading machines for the blind.

In such applications the potential utility of computer-controlled speech synthesizers is
greatly enhanced if the speech is not restricted to a prestored vocabulary.

Among the numerous approaches to providing such unrestricted text-to-speech trans-
lation, the simplest is to use a small set of letter-to-sound rules to guess at the pronunciation
of any word. Each rule specifies a phonetic correspondence to one or more letters. In
some cases the letter's context is used to determine which rule should be applied. An
example is the elementary school rule "when two vowels go walking, the first one does
the talking," which indicates that whe one vowel is followed by another, the first is
transcribed into the long vowel phoneme whereas the second vowel is silent and receives no

*- phonetic symbol. In other cases no context is necessary, as with the letter j, which
usually receives the /d3/ phoneme. (The International Phonetic Alphabet (IPA)* will be
used to denote English phonemes and indicate pronunciations.)

A more complicated approach, and one requiring much more storage, uses a large
pronunciation dictionary supplemented by various sets of rules. Words are isolated from

• the text and looked up in the dictionary. If the lookup fails, various rules are used to break
the word into constituent parts for which there are dictionary entries. Finally, if all else
fails, letter-to-sound rules are used to guess at the pronunciation.

Manuscript submitted October 29, 197-.
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A yet more elaborate approach adds syntactic analysis of sentences to the preceding in
order to determine the part of speech of each word. This resolves the pronunciation
arnbiguities of words like approximate (adjective or verb?) and house (noun or verb?).

-m Finally, well beyond the current state of the art, one could imagine an approach incorpora-
ting a semantic analysis sophisticated enough to decide whether unionized refers to unions
or ionization.

To be attractive as a routine addition to computer systems, text-to-speech translation
cannot require a large fraction of the available computational resources. This constraint,
which is particularly strong for real-time military systems, precludes approaches that embody
large pronouncing dictionaries or linguistic analysis programs. Thus routine use of text-to-
speech translation is likely only if sufficient intelligibility can be attained with a limited
set of letter-to-sound rules.

We report here on work that has demonstrated the practicality of routine text-to-
speech translation. We have developed a set of 329 letter-to-sound rules that translate
English text into the International Phonetic Alphabet (IPA). Using the 50,000-word
Standard Corpus of Present-Day Edited American English ("Brown Corpus") [3], we have
determined that the rules will produce correct pronunciations for approximately 90% of
the words in an average sample of English text. Typically the remaining 10% have single

* errors that in most cases can easily be mentally corrected by the listener. A separate set
of rules was developed to translate from IPA into a phonetic encoding compatible with a
particular commercial speech synthesizer (Federal Screw Works Votrax VS-6).

In the next section we discuss previous work in text-to-speech translation. The
technical approach used in the NRL system is described in the third section as are the
support hardware and softwvxe that we developed. Our results are summarized in the
fourth section. Together with overall performance figures, we give detailed statistics that
show the importance of each rule. Our conclusions and our plans for further work are
discussed in the fifth section. Descriptions and listings of two SNOBOL programs that
were important for our work are included as appendixes. A third appendix contains some
remarks on the improvem'ent in these programs' performance that followed our changing
from an interpreted version of SNOBOL to a compiled version, FASBOL.

SOME EXISTING TEXT-TO-SPEECH SYSTEMS

Text-to-speech systems have been built ranging in complexity from letter-to-sound rule
systems to dictionary-lookup systems with syntactic analysis. We will describe three briefly:
those developed at MIT, the University of Keele, and Bell Telephone Laboratories. None
that we encountered however completely satisfy all the criteria we imposed:

0 The implementation must be straightforward, for reasons given in the Introduction,
requiring little space for the program and none at all for large dictionaries;

0 The translation rules must be easily modifiable, both to allow for development and
-'-I improvement of the rules and to permit the system to be tailored to a variety of

special applications;

O The system should not be tied to a particular hardware synthesizer;

2
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0 There should be an objective measure of the system's performance.

MIT System

Allen and Lee have reported on research in automatic text translation at the Massa-
chusetts Institute of Technology [4-8]. The MIT system not only confronts the text-to-
speech conversion problem but attempts to read printed text using a character recognizer.
The MIT system includes a parts-of-speech preprocessor to aid in the pronunciation of
such homographs as refuse, appropriate, and lives. After parts-of-speech analysis, the system,
using a phrase analyzer module, assigns such prosodic features as inflection and stress to
the phonetic transcription. The resulting string of phonemes and prosodic features is
transformed to the signals needed to operate the synthesizer, designed in the MIT laboratory.

The grapheme-to-phoneme translator uses a typical dictionary-lookup approach with a
set of letter-to-sound rules. One word is isolated from the input text and looked up in a
dictionary. If the word is found and has no alternate transcriptions, the result is passed to
the phrase analyzer, assigned prosodic features, and passed for speech-synthesizer param-
etrization. If an alternate transcription is encountered, the parts-of-speech information
obtained by the parts-of-speech preprocessor is used to determine which transcription is to
be used. This result is then passed along the translation chain.

When a word is not found in the dictionary, an attempt is made to partition the word
into morphs and isolate affixes. The individual morphs are then looked up in the dictionary.
If they are found, the result is passed along for stress analysis and synthesizer parame-
trization as before. When all else fails, the set of letter-to-sound rules is applied to the
original input word.

Currently the MIT system contains a dictionary of 11,000 words and a set of approxi-
mately 400 letter-to-sound rules [9]. The phrase analyzer does not parse a sentence
completely, but techniques to assign prosodic features are being investigated. Each item
in the dictionary requires parts-of-speech information and alternate transcriptions along with
various internal flags. Consequently the amount of external computer storage can grow quite
large. Lee estimates that a 32,000-word dictionary requires approximately 4 million bits [4].
Additionally the internal storage for such a translation program could become quite large when
new features such as syntax analysis and prosodic feature assignment are added. A comprehen-
sive list of the letter-to-sound rules has not been published, nor has a quantitative evaluation
of the system's performance.

University of Keele System

The system developed at the University of Keele in England by Ainsworth [10] is a
letter-to-sound-rule system that converts text punched on paper tape to symbols used to
generate parameters to control a speech synthesizer. Ainsworth does the translation to
speech in the following steps.

3
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1. Segmentation into breath groups,

2. Translation to phonemes via letter-to-sound rules,
3. Lexical stress assignment,

Q 4. Speech synthesizer parametrization.

Step I inserts pauses at convenient locations, to provide more natural sounding speech.
A translation buffer of about 50 characters is filled until a punctuation mark is encountered.
This buffer becomes a breath group. If the buffer is filled before a punctuation mark is
encountered, the buffer is search for a conjunction, and the buffer up to the conjunction
becomes a breath group. If a conjunction does not occur, an auxiliary verb, a preposition,
or an article is searched for. Otherwise the entire contents of the buffer becomes a breath
group.

Step 2 provides the translation of input text to phonemes. Ainsworth's rules are
intended to produce a dialect of British English. These rules are context sensitive, and the
order of their application is critical. For example, the rules

(o)ing /Ou/• !; .and
and (oi) /3i/

occur in that order among the rules for translating the letter o. The first illustrates context
dependence; it states that o, in the context of following n, is pronounced as /au/, like the
o in going in Ainsworth's dialect. The order is important since going matches both rules.
In such a case the first matching rule is used; if the order were e rsed, the oi in going
would be transcribed as l/oi, the sound of the oi in coin. Ainsworth's rules were the start-
ing point for the development of the rules used by the NRL system.

Ainsworth reports performance measures based on 1000-word passages from three
sources: a textbook, a novel, and a newspaper. His figures show 92% of the words in the
first sample correctly translated, 89% in he second, and 89% of the third. Listening tests
using the same three passages showved scores ranging from 50% to 90% of words correctly
understood.

The rules are embodied as a section of PDP-8 assembly code with numerous conditional
branches testing the symbol being translated and its neighbors [11]. Changing the rules
would presumably involve rewriting part of the assembly code and reassembling.

Bell Telephone Laboratories System

Another system for translating text to speech by letter-to-sound rules has been de-
scribed by McIlroy [121 at Bell Telephone Laboratories. McIlroy's system contains more
than 750 letter-to-sound rules, which include 100 words, 580 word fragments, and 70
letters and occupies 11,000 bytes in a PDP 11/45. This is the typical approach taken by
a letter-to-sound rule system. The system has a small 100-word exception dictionary, with
the remainder being context sensitive translations (the 580 word fragments).
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The approach taken is to isolate a word from the input text and attempt to find it
in the exception dictionary. If the word is not found, capital letters are converted to
lower-case letters and leading and trailing punctuation eliminated. The dictionary is then
searched for the converted word. If it still is not found, a final s is removed and final ie
is changed to y when appropriate. The altered word is looked up. If none of the above
procedures succeeds in finding the word in the dictionary, letter-to-sound rules are applied.

McIlroy's rules specify not only phonetic output but alterations to be made in the
input string. For instance, his qu rule outputs a synthesizer code corresponding to the /k/
phoneme and also rewrites the input string so that w appears instead of u. This additional
complication allows his war rule to give the right pronounciation to the a, not only in war,
but in quart.

McIlroy reported that the program performed satisfactorily for 97% of the 2000 most
common words listed in the Brown Corpus [3] and performed satisfactorily for 88% of the
tail consisting of a 1% sample of the Corpus remainder. McIlroy does not report the
criterion of satisfactory performance used.

The 750 rules mentioned are contained in tables in the program and are fairly easy
to modify. A number of others however are embedded in the program code. These include
rules for marking medial and final silent e, common suffixes, certain potential long vowels,
and voiced s. The system directly generates codes for a particular synthesizer; no IPA
ti'anscription is produced.

THE NRL SYSTEM

A .As was discussed in the Introduction, the NRL system is designed to test the conjec-
ture that acceptable intelligibility can be obtained with a limited set of letter-to-sound rules.
The implementation algorithm is simpler than either McIlroy's or Ainsworth's in that it
involves fewer ad hoc preprocessing steps before the application of the rules. Mcllroy's
final-s stripping and ie-to-_ conversion are absent, as is his lookup in an exceptions dictionary.
Instead of an exceptions dictionary, we have included, for each word needing individual
treatment, a rule giving its correct pronunciation; such single-word rules make up about a
sixth of the full set. Ainsworth's breath-group segmentation is also absent, although we
include some rules that convert punctuation into pauses of various lengths. The NRL
system, like Ainsworth's, but unlike McIlroy's, does no rewriting of the input string and
produces IPA as the output of the rules. The decision to use IPA was due to our desire
not to be tied to a particular synthesizer; the text-to-phonetics information is contained
in device-independent rules, and only the more direct phonetics-to-synthesizer rules need
to be changed when it is desired to change to a new synthesizer.

Because we required a convenient means of changing the rules in the course of their
development, we have not immediately proceeded to a hand-coded system (like Ainsworth's)
which incorporates the rules in the form of assembly code. Among the research tools we
have developed is a translation program in SNOBOL, to be described more fully, which
contains the rules as a text string easily modifiable even by someone with no knowledge of
SNOBOL.

1.5
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Research Tools - Hardware

Our work so far has used a commercial speech synthesizer, a Federal Screw Works
Votrax VS-6 audio-response unit. It can produce 63 basic speech sounds (called "phonemes"
by the manufacturer) at four different pitch levels (inflections) and string them together to
form continuous speech. Although the Votrax "phonemes" do not correspond exactly to
the phonemes of English, one can set up a fairly straightforward mapping from a phonemic
transcription to Votrax codes.

We used the synthesizer with a system of support devices that provide for convenient
input, output, and manipulation of phonetic texts. The speech-synthesis laboratory system
(Fig. 1) includes a minicomputer and a collection of peripheral devices. Besides the speech
synthesizer, there are a phonetic keyboard, a terminal with twin digital magnetic-tape
cassette units, a cathode-ray-tube (CRT) terminal, a teletype with paper-tape punch and
reader, and a modem for communication with NRL's PDP-10.

To time-sharing system

TI 960A
T minicomputer

01 speech Spae
' ' synthesizer

Phoneticones

keyboard editing terminal
terminal with dual au d er,- "--' ~cassettestaercdr

Fig. I - The Naval Research Laboratory's speech laboratory system

The phonetic keyboard, made by Federal Screw Works for use with the Votrax
synthesizer, has a key for each phoneme, four inflection keys, and a few control keys.

The terminal is a Texas Instruments (TI) 733 Silent 700 data terminal, used for typing
commands to control the system, for entering phonetic texts and other messages, and for

0 printing out messages and error reports. The cassette units record messages on tape and
* . play them back. The teletype is a backup for the TI 733 terminal and permits paper tapes

to be punched and read.

Editing is the function of the CRT terminal, a Delta Data Systems TelTerm video-
display terminal. Messages can be sent to the screen by the system or typed there directly

6
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from the CRT keyboard, characters can be added or deleted, and the resulting message can
be sent back to the system for transmission to another device. For example a phonetic
message can be composed on the screen, edited, and spoken out by the Votrax; it can then
be edited further and spoken out again. A permanent copy can be printed on the TI 733
or teletype, recorded digitally on the TI 733's cassette unit, or recorded on an audio tape
recorder.

The minicomputer is a TI 960A computer with 12,000 16-bit words of memory. It
receives messages from the peripheral devices, transmits messages to the devices, holds
messages in buffers in its memory, and translates messages to formats appropriate to the
various peripheral devices. The messages are transferred and translated in response to
commands that are usually entered from the TI 733 terminal keyboard. It is possible
however to specify another peripheral device or a memory buffer as the source for commands.

The modem links the TI 960A to a remote time-sharing computer when computations
are needed beyond the current capabilities of the TI 960A software. Among these compu-
tations is the translation of English text to phonetics, which is handled by a SNOBOL pro-
gram running on NRL's PDP-10. The procedure is to link to the PDP-10 by telephone,
start the SNOBOL program, send it an English-text message from the terminal, and record
on a cassette the phonetic text received in reply. The cassette is then played back for
editing, speaking out through the Votrax, and the like.

Research Tools -- Software

and TRANS, the translation program mentioned, accepts text, applies the translation rules,

and returns the translated results. Input may come from the terminal or a text file; output
may be sent to a file, the terminal printer, or the cassette unit. The complete translation
from English to Votrax codes may be requested, or the English-to-IPA or IPA-to-Votrax
pass may be requested separately. TRANS is described more completely it, Appendix A.

The rules are kept in character strings in a form easy for human beings to read and
write. They are interpreted by the program. Each rule has the form

A[B] C=D
which is essentially the same form as Ainsworth's. The meaning is "The character string

* B, occurring with left context A and right context C, gets the pronunciation D."

D consists of IPA symbols - or rather a capitalized latin-letter representation of IPA
to cater to computer character sets (Table 1). B is a letter or text fragment to be trans-
lated. A and C are patterns; like B they may be strings of letters and other characters,
but some special symbols denote classes of strings such as "voiced consonant" and "vowel

-. cluster." Table 2 lists the symbols that have such special interpretations. Blanks are
significant, because they identify the beginnings and ends of words.

7
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.. Table 1
Latin-Letter Representation of IPA

Standard Standard
IPA Representation Example Representation Example

i IY beet g G goat

"'K I IH bit f F fault

e EY gate v V vault

_ EH get 0 TH ether

ge AE fat DH either

a AA father s S sue

3 AO lawn z Z zoo

0 OW lone f SH leash

U UH full 3 ZH leisure

u UW fool h HH how

3,0 , ER murder Im M sum

AX about n N sun

A AH buit NX sung

al AY hide ,l L laugh

aU AW how w W wear

31 OY toy j Y young

A p P pack r R rate

-_ b B back tf OH char

- t T time d3 JH jar

d D dime 1w WH where

k K coat

08
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Table 2
Special Symbols Appearing in the English-to-IPA Translation Rules

Symbol Meaning

# One or more vowels*

* One or more consonantst

* One of B, D, V, G, J, L, M, N, R, W, and Z: a voiced consonant
$ One consonant followed by an E or I

% One of (ER, E, ES, ED, ING, ELY): a suffix

& One of (S, C, G, Z, X, J, CH, SH): a sibilant

@ One of (T, S, R, D, L, Z, N, J, TH, CH, SH): a consonant influencing the
sound of a following long u (cf. rule and mule)

A One consonant
+ One of (E, I, Y): a front vowel

: Zero or more consonants

* Vowels are A, E, 1, 0, U, Y.
tConsonants ate B, C, D, F, G, H, J, K, L, M, N, P, Q, R, S, T, V, W, X, Z.

For example, a typical rule is

'C[O]M=/AA/',

which means that an 0 after an initial C and before an M gets the pronunciation /a/, the
a-sound in father. Another rule is

:[E] =/IY] ',

where the colon denotes .-ny sequence of zero or more consonants, which means that final
e, if the only vowel in a word, gets the long-e sound /i/ of be and she.

The translation algorithm scans input text from left to right and, for each character
scanned, sequentially searches the rules pertinent to that character until it finds one whose
left-hand side matches the text at the correct position. It outputs the right-hand side, passes
over the characters bracketed in the rule, and resumes the scan with the next character of
text. The input string is never altered.

To illustrate the operation of the algorithm, we will describe a worked example: the
translation of RATIO using the English-to-IPA rules from the program listing of TRANS in
Appendix A.

9
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To the left of the first character, R, the program adds a blank to delimit the word,
and the scan starts with the R, as we indicate with a pointer: t RATIO. The program
searches the R 4ules -- the rules with R as the first character between brackets., The first
R rule, ' [RE] A # =/R IY/', fails to match, since it requires that R be followed by E. The
next, and last, R rule, '[R]=/R/', is the default; it matches any R not matched by earlier
rules. Consequently, /R/ goes into the output string, and the scan moves past the R to
A: Rt ATIO.

The search of the A rules turns up no match before '[A] A + #=/EY/', which applies
when A is followed by a single consonant, a front vowel (E, I, or Y), and another vowel.

The program adds /EY/ to the output and moves the pointer past the A to T: RAt TIO.

The first T rule that matches is '[TI] 0 =/SH/'. Consequently, /SH/ goes into the
output, and the pointer moves past TI to 0. RATI t 0. The program does not search the
I rules, since the I occurs inside the brackets with the T; the string TI as a whole gets the
pronunciation /SH/ and no output phonemes correspond to I alone.

*The first match among the 0 rules is '[0] =/OW/'; the program outputs /OW/ and
moves the pointer past the 0 to the blank at the end of the word: RATIOt. The output
string is /R/ /EY/ /SH/ /OW/, which represents the IPA /refo/, the correct transcription

\V' [12]. If the translation continued, the next matching rule would be in the set that passes
blanks, commas, periods, and other punctuation into the output string as /( )/, /(,)/, /(.)/, etc.
The program would output /( V/and move the pointer past the blank to the beginning of
the next word, if any.

The IPA output string is the input to a second pass that uses the same algorithm and
rules of the same form to translate IPA to Votrax codes. The IPA-to-Votrax rules arefewer and more straightforward than the English-to-IPA rules (for example, '[T]=[T] ').

Since the synthesizer automatically varies the pronunciation of its "phonemes" to suit vari-
- ous contexts, the rules need not contain much context dependence. Some context-

dependent rules have been included however to implement the manufacturer's suggestions
about liquids, particularly L, adjacent to certain vowels. The complete set of rules is

N "contained in the program listings of TRANS in Appendix A.

Another program DICT, was used during rule development to insure that a rule change
'4 proposed to fix up a dozen mispronounced words would not ruin a hundred others previ-

0 ously translated correctly. DICT accepts a pattern like the left-hand side of a rule but
without brackets; it gives the same interpretations as TRANS to the same special symbols.

6.11 WAfter reading the pattern, DICT searches a file of words ard outputs the words that contain
a match. The program is described in Appendix B.

DICT must read the entire file of words and convert to SNOBOL internal representa-
"* tion before searching. Although we have a copy of the frequency-ordered list of words in

the Brown Corpus [3] on line, core-size restrictions have limited us to searching a few
thousand words at a time. DICT was complemented by the on-line text-editing program
SOS, which can search an entire text file for patterns. Pattern searching in SOS is less
convenient than in DICT; for instance, one cannot specify "consonant" as an element of
an SOS search pattern. However with SOS we could search the entire 50,000-word Brown

, Corpus file.

.5...10~:-:
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The Brown Corpus comprises 500 samples of English text written in a wide variety of
styles. Each sample is roughly 2000 words long, and the entire Corpus totals slightly more
than a million words. The file we use lists the roughly 50,000 individual words occurring
in the Corpus, arranged in decreasing order of frequency. The entry for each word contains
some items of numerical information, including frequency (the number of occurrences of
the word in the Corpus) and number of texts (the number of text samples, among the 500
comprising the Corpus, in which the word occurs).

One output that can be requested from TRANS is a stat file - a file listing every
instance of every rule used in translating every word in a text file. A program STAT reads
stat files and produced statistics on the relative importance of the rules. For each rule STAT
counts the words in whose translation the rule was used, sums the frequencies of those
words, and sums the number of text samples, among the 500 in the Corpus, in which each
of those words appear. The output comprises these three absolute results together with
the relative results obtained by normalizing the absolute ones so that their sums over all
rules are 1.

Pre- and postprocessors were written to enable the time-sharing system SORT utility
to produce from a stat file a file giving, for each rule, a list of all the words in whose trans-
lation the rule was used. This provides a detailed analysis of the interactions of a set of
rules. A program for line-by-line comparison of two files was used to compare translations
of a text file by different sets of rules. In scoring the'results of translating a set of words,
a program was used that accepts a user's "good/bad" judgments on translated words and
accumulates total and frequency-weighted total scores.

Rule Development

Our starting point, version 1 of the rules, was a modification of Ainsworth's set. The
main alterations were changes in the right-hand sides to Americanize the accent and addi-
tions to handle final S, ES, and ED correctly. Then began a development cycle with the
following steps:

1. Translate. With version 1 we translated the most frequent 4000 words in the
Brown Corpus. With later versions we included samples from deeper in the corpus.

2. Examine results. We had much of the translated output Epoken by the synthesizer
and listened to it, marking mistakes on a printed listing. Kenyon and Knott's pronouncing
dictionary [13] was the arbiter in case of doubt or disagreement as to what constituted a
mistake. (The authors' linguistic backgrounds are diverse enough that disagreements were
fairly frequent). Later in the project we grew proficient enough at reading the machine
representation of IPA to risk checking some samples visually, but we never abandoned the
practice of listening to at least part of the output from each version of the rules. The
major goal was a good IPA transcription. In the few cases where a correct transcription
still sounded strange, the. IPA-to-Votrax rules were fixed up when possible, and the problem
was otherwise blamed on the synthesizer.

3. Classify errors. We divided the mispronounced words into lists with headings like
"TH problem," "Silent E problem," "Long A problem," and "Stress problems." Then we
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scanned the lists to identify specific letter patterns being frequently mistranslated.
4. Modify. For a given frequently mistranslated letter pattern, we would find all

sufficiently frequent words, mistranslated or not, that matched the pattern. If the correct
pronunciations agreed in a majority of cases, or in even a clear plurality of cases, we wrote
a new or altered rule tc give that pronunciation; otherwise we tried a more specific context.
For example, version 1 had no rule for the EA combination, which has a great variety of
pronunciations: great, heart, ready, sea, earth. Most words containing EA showed up on
the "EA problem" list. We found the long-e pronunciation /i/ in roughly half of them. The
addition of a rule '[EA] =/IY/' was justified, since it improved many words and did not
harm the rest. Meat received the correct pronunciation /mit/, and great was no worse as
/grit/ than it had been as /gre set/. During the second round of development many EA
words still showed up as problems, but a search with DICT turned up the l'ge number now
getting the correct pronunciation. Looking for a more specific pattern, we found lots of
EAD words on the problem list. A search of the Corpus for EAD words suggested adding
a rule '[EA] D=/EH/', which fixes ready, changes one acceptable pronunciation of lead to
another, and hurts a few previously correct words like bead. The additions and alterations
continued until the accumulation of changes made the interactions between rules hard to
keep track of.

5. Iterate. Having produced a new version, we would start the cycle over by trans-
lating several thousand words. We went through the cycle twice, ending with version 3.
Before testing version 3 we pruned the rules by looking at the STAT outputs for version
2 and removing rules that were rarely used. Hence the rles for initial PT and initial X,
although quite reliable, were thrown out for small importance.

Testing

We tested version 3 by translating the 8000 most frequent words plus a 1000-word
sample selected from the tail of the corpus - words with frequencies of 1 or 2 per million.
The first 5000 words and the tail sample were scored like the translations by earlier versions:
the criterion for correctness was a good IPA transcription, and, although we did not look
up most words in a pronouncing dictionary, Kenyon and Knott [13] was the arbiter when
questions arose. Numbers, symbols, and abbreviations were excluded from the scoring.
Any transcription accepted by Kenyon and Knott was allowed, not just the preferred. Some
deviations were allowed. The horse:hoarse distinction (/or/ vs /or) was ignored, as were
the Mary:merry:marry distinction and similar distinctions involving vowels followed by
R. Doubled consonants (/bItta,/ instead of /blta/ for bitter were not counted as errors.
Otherwise we tried to be quite strict in scoring consonants and stressed vowels. Sometimesan unstressed vowel translated with the full or stressed pronunciation was classed as a
"stress problem" rather than a mistake, if vowel reduction upon stressing would give a good

transcription. Thus /mbaUt/ instead of /obaUt/ for about, though marked as a stress
problem, was not scored as an error. Some subjectivity entered here. Stress problems
judged less severe than that in about were sometimes not marked at all; more severe ones
were sometimes scored as errors.
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