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1. Introduction

Nearly every machining operation has a potential for improvement in
productivity, This potential arises from the fact that the optimum machining
conditions vary with the job, the machine tool, the cutting tool, and the
operator.

Machining conditions for a particular job are often selected by
Taylor's tool life equation, through the use of handbooks such as the
Machining Data Handbook [ 14], or on the basis of the engineer's or
operator's experience, These methods in conjunction with trial runs allow
the determination of machining conditions which apparently produce satis-
factory results. mThese machining cenditions, however, are often "ball park"
estimates of the optimal conditions, They are in a sense similar to the
estimates of the optimal operating conditions for a chemical facility
obtained by pilot plant operations. A process of "tuning" still remains
to be done. However, the production personnel may leave the process
"untuned" in order to concentrate their efforts on more pressing problems,

The objective of this study is to develop and to implement a system
for optimizing machining conditions for single-operation and multiple-
operation (numerically controlled) machine tools. The measures of
productivity considered are:

1. Production cost per piece, and
2. Production rate,

This system is designed to use data collected by production personnel
and to provide feedback so that the machining parameters can be adjusted
accordingly. This system is based on the concept that the machining process
not only generates the configuration of a part, but also generates the neces-
sary metal-cutting information on "how to machine the part." A primary
consideration in the development of this system isthatthe process under study
should not initially be drastically changed or upset. Thus changes in operating
conditions should be minor rather than major. This is accomplished through
a set of rules for normal operation, so that, without serious danger of loss
through the manufacture of unsatisfactory parts, an evolutionary influence
is at work which steadily and automatically moves the process toward its
optimal operating conditions.

This planned program of perturbations of the process variables of a
machining process differs from programs of planned statistical experimenta-
tion in the following two major ways[ 9]:




1. The program is conducted on the machining process during actual
production of a product which is expected to be shipped to the
customer. In a planned experiment, the testing is usually
conducted in a laboratory or pilot plant during product develop-
ment. Often a scaled-down version of the final product line is
involved. Since actual production is being carried out, the
amplitude of perturbations introduced during the program is
generally small, and sometimes effects may only be determined
statistically. In a standard experimental program, the amplitude
of perturbations are often maximized to determine the effects
resulting more expediently.

2. The program is frequently conducted over an extended time
period rather than on a one-time basis as in the case of most
standard experimental programs.

Certain process characteristics are favorable to this evolutionary
manner of operation, while others are unfavorable. Table 1.1 gives a
list of some of these characteristics. It is particularly important to note
that low volume, non-repeating job shop orders are not suitable candidates
for this type of optimization. These jobs are usually completed before
sufficient information is gathered to suggest optimum operating conditions.

The optimization system includes computer programs which analyze the

data. The computer output is then technically evaluated by a committee.

The major task of this committee is to discuss the implications of current
results and to suggest potential changes. This committee should be composed
of production personnel, such as the foreman and an operator, as well as

staff personnel, such as an industrial engineer and a tool engineer. This
committee should meet on a regular basis to review the current operations

and to suggest future studies,

The technical exchange which occurs in these meetings can be more
important than the information provided by the computer programs. For
example, the programs can suggest new speeds and feeds at which to
operate and can be used to compare different tool materials and/or different
types of tool inserts, However, they can not suggest a new tool material,
These types of suggestions must come from personnel familiar with the
particular problem., The programs, however, help to motivate these
discussions, and the improvements are accomplished through the informa-
tion exchange which takes place at these meetings. The programs can also
be used to evaluate and to document the performance of different cutting
tools. This documentation could serve as a justification to procure
proven tools of particular brands-at possibly higher costs for similar future
applications.




Table 1.1

Process Characteristics Which are Favorable

or Unfavorable to the Use of EVOP[ 9]

Characteristics Which Are Favorable Characteristics Which Are Unfavorable

1. The process involves high
volume production over a
reasonably extensive time
period.

2, The potential benefits of
process improvements are
large (the process is an
important one and is not
already operating at optimum
conditions).

3. The process variables can
be perturbed readily.

4, The process stabilizes
rapidly after a process change.

5. The process response can be
obtained rapidly.

1. The process is a job shop with
few or no repeats of units with
identical specifications.

2. The cost for process improvement
exceeds the potential benéfits,

3. The process variables cannot be
perturbed readily.

4. The process requires a long time
to stabilize after a process change.

5. The process response is not
obtained rapidly (for example, if the
response variable is time until failure
on a life test).




Two computer programs are given in this report for optimizing machining
parameters, the Performance Index Method (PIM) program and the Machining
Optimization (MACHOP) program.

The PIM program, referred to as the "on-hand" program in the contract,
was available from AWC " as a computer listing. It was designed for opti-
mizing machining conditions of single-operation machine tools. During the
initial phase of this project, the PIM program was modified, debugged, and
tested on simulated data. During this same period, production data was
collected at the Rock Island Arsenal (RIA) Operations Division shops. Section
2 of this report contains a discussion of the problems encountered with the
PIM program and the recommendations concerning its use, 2

Because of the difficulty in collecting data for the PIM program and in
using the program with shop data, the MACHOP program was developed. The
latter program can be used to optimize single-operation machine tools as well
as multiple operation (numerically controlled) machine tools.

The MACHOP approach is described in Section 3. Section 4 describes the
use of MACHOP, including the data handling system. Section 5 contains the
MACHOP analysis of the data collected at the RIA Operations Division shops.

Appendix A contains a sample output of a regression program which was
used to verify the regression modules of the PIM and MACHOP optimization
programs., Appendix B contains a simulation program listing and sample out-
put. This program was developed for preliminary analysis of the logic in the
PIM and the MACHOP programs., Appendix C contains the data collection forms
for the MACHOP program. An analysis of the PIM design module is given in
Appendix D. Appendix E contains sample output from the Carboloy Systems
Computerized Machinability Program. A program listing for the MACHOP program
is given in Appendix F. Program documentation necessary for the implementation
and maintenance of the MACHOP program is included as Appendix G.

2. The Performance Index Method (PIM) Program

The first phase of this contract concerned the adaptation of the "on-
hand" program (herein called the PIM program) for use with single-operation
machine tools. This phase of the contract required approximately 3 months.

During this period, production operations in the Rock Island Arsenal
(RIA) Operations Division shops were surveyed and data collection schemes
were determined., Simultaneously the PIM program was converted from a

lU. S.Army Weapons Command, now U,S,Army Armament Command.

2Section 2 can be bypassed without loss of continuity if the MACHOP
program is of primary interest.




program listing to punch cards. The program logic was checked and
corrected, and the program was tested on simulated data. The results
of this testing indicated some additional programming errors. Following
the correction of these errors, the program performed satisfactorily on
the simulated data. Details are given in Sections 2.1 and 2.2,

Major problems were encountered in the collection and analysis
of production data with the PIM program. A discussion of these problems
is given in Section 2.4.

2.1 Recommendations on the Use of the PIM Program

The problems which may be encountered in using the PIM program
restrict its applicability. On the basis of the experience obtained in
using the PIM program on RIA data, the following recommendations are

made:

1.

The PIM program should be used only for those machining
processes or operations where the production personnel are
readily able to find nine feed-speed combinations (three levels
of feed for each of three levels of speed), which can be run
without disturbing the production process or risking the
production of scrap parts.

The validity of the performance index prediction outside of

the region where data has been taken is highly questionable.
Hence the range of prediction, which is specified in the
program by the usable speeds and feeds, should be restricted.
In particular the usable feeds (speeds) should be limited to
one feed (speed) level above and below the feeds (speeds) at

which data are to be collected.

The data collection forms developed for the MACHOP program
should be used for collection of data for the PIM program.

The PIM program can be used for multiple-operation tools
(numerically controlled), replacing the speed and feed variables
by increments of the speed and feed overrides, respectively.

2.2 Program Logic Check

The PIM program was available as a program listing. This was
converted to punch cards and verified.

Although the PIM program had been previously "debugged, " a few
errors were noted. A list of the changes made in the program follows:




1. Definition of Performance Index (PI)
The PI was defined in the final Report DAAF01-70~-C~-106a [10] as:
PI=Q.Pr + (1 - Q)/Cu,

In the computer program (subroutine PERIND) the following defini-
tion was used:

PI = (1 -Q).-Pr + Q/Cu.
This was corrected to agree with the report,
2, Programming Emors in the PICK Subroutine

Following the determination of the optimum feed and speed based
on a given set of experimental observations, the program selects
the next set of feeds and speeds by one of two methods depending on
whether the previous optimal point was on a boundary. If the previous
optimal point was not on a boundary, Ham [ 10] indicates that nine
points are to be picked around the previous optimal point, subject
to the maximum feed, maximum speed, and maximum horsepower
constraints and tesgts made for uniqueness. See Appendix D for an
analysis of the design strategy.

The program (PICK subroutine), however, incorrectly selected
at most eight points, one of which was the first point in the
previously analyzed set. The other seven points (2-8) are shown in
Figure 2.1.

® (] @
7 3 )
Feed ®
(ipr) 2 (previous optimum)
° ° o
8 4 6

Speed (rpm)

Figure 2.1 Points Selected by Design Module




To be consistent with the report and to achieve a reasonable
design, line #15 of the program was changed to NPT=0 and line
#25 was changed to IF(J.EQ.1) GO TO 75.

3. Format Statements

Some format statements in the program were changed to allow
costs of over $10 per piece to be printed out.

2.3 Program Testing with Simulated Data

Prior to obtaining plant data, a simulation model, which is discussed
below, was constructed for testing the PIM program. Some of the logic
errors reported in Section 2,1 were first noted when the data from these
simulations were analyzed by the PIM program.

2,3.1 The Simulation Model

The simulation model was based on the turning operation on the Monarch
lathe (RIA, ID #30303) for a recoil cylinder (part #10895646), This model
was constructed for the preliminary evaluation of the PIM program. This
simulation is different from that discussed by Ham [ 10]. He used Taylor's
tool life equation to determine the tool life and thus the cost. Then a
random error term was introduced into the cost function. In the simula-
tion model given here, individual tool life data are generated.l On the
basis of these tool lives, the number of pieces produced and the number
of edges used during one shift of operation are determined., Thus, the
data are in the same format as the production data.

The simulation model was developed according to the following
assumptions:

1. The equation used for determining the tool life is
vT®FB = C,

where «, B, and C are constants,

_ DN
V=2

D = Diameter of work piece in inches,

N = spindle speed in rpm,

lThe tool life model does not include the possibility of tool breakage
and the accompanying loss of unused edges.

7




F = feed in ipr, and
T = tool life in minutes,

If one takes logarithms, the above tool life equation can be
written as

InT =<[InC-gInF-Inv].
A random error term, ¢, is added to the above equation to
introduce variability into the tool life. The error term, €, is

assumed to have a normal distribution with mean zero and
standard deviation of

%{[mc -8 InF - InV ]-ERR,
where ERR is the percentage error appropriate for the process.,

2. An eight hour day, allowing for the operator's personal time,
is assumed to consist of 420 minutes of production time.

3. If at the end of a shift, a part is over 75% finished, it is
assumed to be completed.

A flow chart based on the above assumptions is given in Figure 2,2,
The computer program, written in FORTRAN IV and a sample output are given
in Appendix B.

2,3.2 Analysis of Simulation Data

The center of the initial set of points selected was V = 220 rpm and
F=0.0187 ipr. Although the PIM program will operate with as few as
six design points, Ham's [ 10] recommendation of nine points in a geometric
pattern of a 32 factorial design was fotlowed. A large range of feeds and
speeds were available on the Monarch lathe. However, the usable speed
range was limited to 95 rpm - 330 rpm and the usable feed range was
limited to 0.007 ipr - 0.0337 ipr.

The data generated by the simulation program for the first experiment
are given in Table 2.1,

Based on these data, the on-hand program selected the optimal speed
and feed as V =220 rpm and F =0.0337 ipr. Note that this is on the
usable feed boundary. Hence, feed is no longer adjustable. The points
suggested for the next experiment and the simulated production data for
these points are given in Table 2.2,




Initialize SHIFT, diameter of work piece (D),
length of work piece (XL), Taylor's tool life

constants, handling time (TH), tool changing
time (TCT). PARTS =0, TIME =0, TOOLS = 0

b —

>

Generate tool life (T).

Calculate the matching time/piece
(TM = XL/VF)

Calculate the no. of parts produced by
this tool
PARTS1:=.T/TM

Calculate the total time for each tool
TIME1 = PARTS1(TM + TH) + TCT

PARTS = PARTS + PARTS1
TIME = TIME + TIME1
TOOLS = TOOLS + 1

No

Yes

[

Summarize Results

Figure 2.2 Simulation Flow Chart




Speed
192

192
192
220
220
220
255
25%

259

Speed
166

220
290

330

Based onthesedata, the PIM program selected the optimal speed and
Since the two previous optimal points
were not identical, the PIM program selected a new set of five points on
The feed and speed settings and the simulated data
for these 5 points are given in Table 2.3.

feed as 220 rpm and 0.0337 ipr.

the feed boundary,

The point 220 rpm, 0.0337 ipr was again chosen as the optimal point.

Feed

O.

0.

0.

0.

0.

0168

0187

0210

0168

0187

.0210
.0168
.0187

.0210

Feed

0.

0.

OO

0.

0337

0337

0337

0337

Table 2.1 First Data Set

No, of parts

14

14,

15

14,

15.

16.

14,

15,

16.

Table 2.2

No., of parts

.0

0

'0

Time

420.
420.
420.
420.
420.
420.
420.
420.

420,

0

0

0

Sécond Data Set

17

19.
19.

18.

.0

0

0

0

No. of edges

No.

8.
11.
14,
16.
20.
21.
36.
32,

31.

of edges

0

0

0

9.

17.

45

0

0

.O

64.0

The analysis was terminated since the same point was chosen on two
consecutive runs.
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Table 2.3 Third Data Set

Speed Feed No, of parts Time No. ofedges
126 0.0337 16 420.0 6.0
166 0.0337 18 420.0 2.0
220 0.0337 18 420.0 22,0
290 0.0337 19 420.0 46.0
330 0.0337 18 420.0 63.0

A graphical presentation of these results is given in Figures 2.3
and 2.4,

The PIM program required 18 observations to obtain the optimal feed

and speed. Table 2.4 gives the cost per piece in dollars for some of the
usable feeds and speeds for the case where ERR is 0.

Table 2.4 Cost/Piece ($) as Given by Taylor's Equation

Speed
(rpm) 145 166 192 220 255 290 330

Feed
(ipr)

0.0153 11.76 10.89 10.24 10.47 10.05 10.44 10.95
0.0168 10.78 10.05 10.24 9.72 9.38 9.74 10.22

0.0187 10.78 10.08 9.51 9.07 9.38 9.74 10.22

0.0210 9.95 9.36 8.88 9.10 8.79 9.14 9.58
0.0240 9.24 8.74 8.35 8.53 8.30 8.60 9.02
0.0337 8.11 k! 7.42 7.58 7.41 7.67 8.47

11




0.0337 Q* % 8
0.0306
optimum optimum
selected selected
by Exps. 2 and 3 by Exp. 1
0.0210 ®Q ©O© ©
Feed 0.0187 ©Q 0O O
(ipr)
0.0168 O O O
0,0153
0.0146
0.0140
0.0129

110 126 145 166 192 220 255 290 330

Speed (rpm)

Figure 2.3 Design Points for the PIM Method

*the circled numbers indicate the experiment number,
i.e,, i indicates that this point is in the ith experiment.
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7.053 7.513 7.653  8.473
&
0.0337 | 8.03%3 7.632 7.012 7.63%2  g8.492
0.0210 8.971 8.431 g,69!
Feed
(lpr)  0.0187 9.331  8.961 9.30!
0.0168 9.241 9,481 10.08!
126 166 192 220 255 290 330

Speed (rpm)

Figure 2.4 Cost/Piece Estimates ($) at
Observed Feeds and Speeds

*The superscripts refer to the experiment number.
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2.4 Program Testing with Rock Island Arsenal (RIA) Data

This phase of the study required a major portion of time and dollar
expenditures of the research project. All previous experimentation using
the PIM program was based on simulated data and/or a very limited amount
of laboratory experimental data.

A turning operation on a recoil cylinder using the Monarch lathe was

selected for the first study. Other information conceming this operation
is given in the job description in Table 2.5.

Table 2.5 Job Description for First Study
Operation: - Turning
Part: - Variable recoil cylinder
Material: - Steel tube 4140.
Dimensions: 47.5" long, 8.5" dia., depth of cut 1/8"
Job order #: 0016011
Part #: 10895646
Cutting tool: - Titanum coated carbide insert, multi-edged
Tool cost/edge: - $.42

Machine tool specifications: Monarch stepped lathe.
50 HP. RIA ID #30303

Available speeds (in rpm): 84, 95, 110, 126, 145, 166, 192, 220, 255, 290,
330, 380, 435

Available feeds (in ipr): .0032, .0035, .0037, .0038, .0042, .0047, .0013,
.0060, .0065, .0070, .0073, .0076, .0084, .0093,
.0105, .0120, .0129, .0140, .0146, .0153, .0168,
.0187, .0210, .0240, .0259, .0293, .0306, .0337,
.0374, .0421, .0451, .0518, .0561, .0585, .0612,
.0673, .0748, .0841, .0962, .1036, ,1122, 1171,
.1224, ,1346, .1496, .1683.

Labor and overhead rate; - $18/hr.
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A 32 factorial experiment! wasconducted with V = 220 rpm and
F =0.0187 ipr as a center point. Each of the nine feed-speed combina-
tions was used for one shift of operation. The same operator was used
for all of the points. The data in Table 2.6 were recorded by the machine
operator,

Based on the above production data, the cost per piece in dollars is
calculated in each case and is given in the last column of Table 2.6. In
this case the performance index is taken as 1/Cu.? The PIM program fits
a regression equation of the form PI = b0 + blv + sz + b3v2 + b4I2 + b5V~F

to the data. (See Ham [ 10] for a more complete discussion.) The!performance
index is'evaluated at all usable feed-speed combinations.

Table 2,6 Data Summary for Experiment 1
Results for Recoil Cylinder - First Study

Speed (rpm) Feed(ipr) No. of parts Production No. of tool Cu

\' F time edges $/piece
192 0.0168 14 434 17 9.51
192 0.0187 18 410 18 7.28
192 0.0210 14 377 18 8.63
220 0.0168 13 396 23 9.90
220 0.0187 15 393 15 8.28
220 0.0210 20 440 by 7.52
255 0.0168 10 217 17 7.22
255 0.0187 11 267 29 8.39
255 0.0210 14 357 31 8.58

The optimal feed-speed combination is selected as the point which
maximizes the predicted-performance index PI and thus minimizes the
predicted cost, Cu.

1An experiment conducted at 3 levels on each of 2 factors, resulting in
a total of 9 experimental points,

2The reciprocal of Cu, the cost per piece, in $/piece.
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The feed-speed combination selected as optimal was V = 95 rpm
and F=0.0187 ipr. At this combination the performance index predic-
tion is PI = 0.212 and hence the cost estimate is Cu = $4.72/piece.
However, a few calculations illustrate that the predicted cost cannot
be achieved at this feed and speed.

The machining time per piece is 47.5/(95 x .0240) = 20,8 min/piece.
Allowing nine min/piece handling and no time for tool change we arrive at
a total time of 29.8 min/piece. Using the labor plus overhead rate of
$18/hr and neglecting the tool costs, we obtain a conservative estimate
of cost per piece of $9.00/piece. This is nearly double the cost predicted
by the PIM program. It is also higher than the cost per piece for many of
the original nine feed-speed combinations.

The cost estimates obtained by the PIM program for a number of feed-
speed combinations are given in Table 2.7, (These are not printed by the
PIM program but are easily obtained.)

The regression calculations in the PIM program were also verified
by analyzing the data on a separate regression program., (See Appendix A.)
No substantial differences were noted. The prediction equation explained
37.3% of the variability in the data.

Table 2.7 Cost/Piece Predictions ($) Using the PIM Program

Speed

(rpm) 95 145 166 192 220 255 290
Feed
(ipr)
0.0153 14,59 14,04 12,75 10.97 8.75 6.88

0.0168 8.67 9.81 9.90 9.66 9.01 7.87 6.61
0.0187 6.24 7.46 7.84 8.10 8.09 7.65 6.85
0.0210 5.10 6.49 7.08 7.76 8,32 8.59 8.19

0.0240 | 4.72' 6.69  7.82  9.53 11.71 14.98 16.62

1Indicates the optimal point.
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The major reason for this failure of the PIM program is the large
amount of variability present in the data. Due to this high variability
in the shop data, the prediction equation used in the PIM program was
valid only over a small region of feed-speed combinations where the
data were collected.

One method of reducing the variability of the prediction equation is
to take data for at least two shifts at each feed-speed combination.l How-
ever, this would require data from eighteen shifts of operation, This does
not appear to be a viable alternative because of the excessive length of
time required to collect the data prior to feedback.

It should also be noted that the-specification of constraints such as
the horsepower constraint did not seem to be of any value. This is
probably attributable to the fact that the mathematical expressions for
the constraints are only approximations. Determination of feasible
operating feed-speed combinations would be better left to shop personnel.
These points can be determined on the basis of experience and trial runs.

Another problem was encountered in collecting shop data for the PIM
program. The program requires a minimum of six feed-speed combinations.
(Actually nine combinations are recommended in the users instructions.)
On the operations observed in the RIA shop it was difficult to select three
feeds and three speeds (yielding nine feed-speed combinations) without
taking a high risk of producing scrap parts at one of these combinations.

Since the PIM program functioned satisfactorily with the simulated
data, some commentary seems to be in order concerning the differences
between the simulated data and the production data.

Whereas the simulation model assumed that the handling time and the
total production time were constant, namely 15 min/part and 420 min/day,
respectively, the quantities were highly variable in the actual production
situation. The handling time varied from 9 min/part to 15.8 min/part,
while the production time varied from 217 min/day to 440 min/day.

The variation in the handling time leads to much higher variability in the
estimates of the performance index. The production time variability
illustrates the need for recording down time, rather than using the eight

hour work shift as a time base. Another major difference between the
simulation model and the real production situation is that the tool lives

for the simulation model were determined by the tool life equation with a

20% random error term added. In the shop the variability was even higher
due to tool breakage. Since "triangular throw away" inserts were beingused,
braakage of the tool could result in a loss of one to six edges at one time,

1The complete experiment should be performed using the same operator,
if possible, so that an additional source of variability is not introduced.
Data from long runs by multiple operators may be averaged.

17




3. The Machine Optimization (MACHOP) Program

The problems encountered in the collection of data and in the applica-
tion of the PIM program indicate the importance of the following objectives
for development of a usable optimization program:

1. A limited number of feeds and speeds should be attempted and r
analyzed initially in order to provide early feedback and to
minimize disruption to the shop operation.

2. Since changes in feeds and speeds must be gradual, it is
initially sufficient for the optimization program to determine
the direction of the optimal operating conditions rather than
selecting a particular feed-speed combination as optimal.
This procedure will greatly reduce the chances of incorrectly
determining the optimum feed-speed combination. This is
particularly important because of the variability in shop data.

3. At most two variables should be varied simultaneously to
facilitate the usage and understanding by production personnel.

The MACHOP program is designed to accomplish the above objectives
in addition to those specified in the contract. No constraints other than
the definitions of the speed and feed environment are considered in this
process. Although certain constraints were directly incorporated into the
PIM program, they were not incorporated into the MACHOP package. The
data collected in this project indicates that the mathematical expressions
for these constraints (i.e., the horsepower or the surface finish) were only
crude approximations. Hence it seemed better to rely on the shop personnel's
experience than to eliminate a particular operating point because of a
constraint equation. In addition, these constraints are not as critical to
the MACHOP program as they were to the PIM program, since the MACHOP
program moves in small steps toward the optimum operating conditions.

To simplify the collection of data in the shop, observations are always
taken in sets of four at two adjacent feeds and two adjacent speeds. For
numerically-controlled multiple-operation machine tools the feeds and
speeds are controlled by feed and speed overrides, This procedure avoids
the cost of preparing new NC tapes for each run.

For each feed-speed combination, the following data are collected
during one shift of operation:

1. the number of parts produced,

2. the number of tool edges used for each tool type, and
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3. the production time.l

These results are submitted to the MACHOP program,

On the basis of these data the MACHOP program calculates two
performance indices:

1. the cost/piece (Cu) in dollars/piece, and
2. the production rate (Pr) in pieces/minute.

The MACHOP program then performs two types of analyses for each of the
responses or performance indices:

1. an evolutionary operation analysis, and

2, a response surface, regression analysis.

The evolutionary operation analysis is based on the work of Box and
Draper [ 3]. An automatic feedback provision for systematic optimization
is given in this portion of the program. The program recommends a set of
four feed-speed combinations for the next phase or cycle of operation,
(This set of feed-speed combinations may be the same as the set just
completed.) The evolutionary operation analysis makes no assumptions
concerning the form or shape of the response surfaces, Its purpose is to
evaluate the differences in the observed responses at the four feed-speed
combinations as compared to the variability of the process and to suggest
the direction of movement toward the optimal machining conditions.

The response surface, regression analysis uses the same data as the
evolutionary operation analysis. The parameters of two regression equations
are estimated, and these equations are used to predict the responses at the
feed-speed combinations in the region in which data have been collected.
When sufficient data are available, second order equations are fitted to the
natural logarithms of the feeds and speeds. Each of these second order
equations requires the estimation of six parameters, and hence, at least
six different feed-speed combinations are necessary to estimate all the
parameters.

When data has been collected at fewer than six feed-speed combina-
tions, lower order equations are used. For example, for the initial set of
four feed-speed combinations, first order models are fitted to the data, and
used to make the predictions. In addition to the predictions, analysis of
variance tables are also provided 2 An understanding of regression analysis
is not necessary for program use, Production personnel will generally be
interested only in the predictions,

lActual cutting, work piece handling and tool changing time,

2A complete discussion of regression and analysis of variance tables is

given in references [ 4] and [5].
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The output of these two portions of the program serves as the basis for
the MACHOP committee's discussion concermning the next phase or cycle of
experimentation. In general, the committee should follow the MACHOP
suggestions, unless their collective experience indicates otherwise, The
prediction output gives them an indication of both the unit costs and the
production rates at adjacent feeds and speeds.

On the basis of this information the committee can also make decisions
such as the following:

1. try a new cutting tool,
2, try a different machining process, or
3. prepare a new tape for an N/C job.

A new cutting tool might be suggested upon collaboration by the tool
engineer and the operator. It might be determined that a more expensive
cutting tool is warranted by a corresponding increase in production rate
and/or reduction in total cost, A different machining process might be
proposed in order to decrease high machining costs for particular parts.
The suggestion to prepare a new tape might result from the fact that the
MACHOP program suggests that an override be increased by 5%, although
the upper limit has already been attained. Under these circumstances it
may be economical to prepare a new tape. This situation could also occur
if the program suggested increasing an override, but‘the operator felt that
this change would have a negative effect on one or more of the machining
operations. In this case a new tape could be prepared which would change
the feeds and/or speeds of a particular set of operations relative to the
feeds and/or speeds of the other optrations. Following any of these changes,
the usual data should be collected and submitted to the program in order to
investigate and to document the effect of the change.

The technical aspects of the MACHOP program are discussed in the
subsequent sections, Section 3.1 gives information on the performance
index calculations. The details of the evolutionary operation portion of
the program are given in Section 3,2, and the response surface-regression
analysis portion of the program is discussed in Section 3.3.

3.1 Computation of Performance Indices

The two performance indices used in the MACHOP program are
Cu = Cost per piece ($/piece), and

Pr = Production rate (pieces/minute).
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These quantities are calculated for each of the test points,

For a given test point the following data are collected:

N p = Number of parts produced,
Nti = Number of tool edges of tool 1 used, z:md1
T = Time period of test (in minutes).

The test will usually consist of running at a given feed and speed for
one shift, Forms for collecting these data are provided in Appendix C.
Note that the length of the test will usually be less than the shift time
because of interruptions for other activities such as safety meetings and
personal time,

The production rete computation for single-operation, multiple-
operation, and/or numerically controlled processes is

Pr = N/T.
For a single-operation machining process the cost per piece is
Cu =[ (RLO)T + (TLC)Nt ]/Np
where
RLO = Labor and overhead rate in dollars per minute, and
TLC = Tool cost in dollars per edge.
If the objective is to minimize tool cost per piece then RLO is set equal
to zero, Alternatively, the overhead may be removed from the problem by

setting RLO equal to the labor rate.

For a multiple-operation machining process the cost per piece is

n
Cu =[ (RLO)T + (TLCi)NtiJ/N
i=1
where

n = Number of different tools, and

TLCi = Cost of tool i in dollars per edge.

thl is shortened to Nt'
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3.2 Evolutionary Operation (EVOP)

Evolutionary operation (EVOP) is a method of process improvement
that:

1. is readily conducted under actual processing conditions by
production personnel,

2. operates despite the presence of large experimental error,

3. provides an efficient basis for scientific or technological
feedback, and

4, does not assume knowledge of the functional form of the
response surface or any explicit knowledge of the response
function except that it is smooth.,

EVOP computations and procedures for analyzing the results of the 22
factorial experiment are based on the work of Box and Draper [3]1. In
this analysis, the two performance indices, Cu and Pr, are examined
as a function of the feed and speed of the machining operation. The effect
that each of these factors exerts on the performance indices is evaluated
and two (possibly identical) sets of operating conditions are suggested for
future operation,

3.2.1 EVOP Calculations

A cycle is a set of four observations in a rectangular pattern at two
adjacent feeds and two adjacent speeds. This set of four observations
allows the determination of the effect of

1. feed,

2, speed, and

3. feed-speed interaction

on both the production rate and the cost per piece,

lpox and Draper also consider a 22 factorial design with an additional
reference condition. This approach, if used here, would require taking data
at three feed and speed levels, Experience with the machining operations
at the RIA shops indicated that this was too wide a range and could lead to
production of scrap. Hence, the 22 factorial design without reference
condition was chosen.
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A phase consists of repetitions of the same cycle. In other words,
phase indicates which set of four points is being observed and cycle
indicates the number of observations which has been taken at each feed~
speed combination during this phase. Cycles are repeated within a phase
until sufficient information is gathered on the effects of feed, speed and
their interaction to suggest a new set of feed~speed combinations, i.e.,

a new phase of operation. The new phase begins when observations are
taken at a new set of feed-speed combinations. The concepts of phase and
cycle are important in understanding the EVOP analysis. A minimum of two
cycles of observations are required in Phase 1 to estimate the variability

of the data. Prior estimates of the variability can also be used as will

be discussed later, The estimate of variability is necessary to determine
the significance of the effects of feed and speed on the responses. Moving
to a new phase constitutes the movement across the response surface.
Taking another cycle means additional information is being gathered to
determine the direction of movement.

The EVOP computations of Box and Draper [ 3] have been modified to
accomodate machining data and to facilitate computerization. The computa-
tional procedure is summarized in Figure 3.1. A complete discussion of
these calculations is given for phase M and cycle n.

The first step in the EVOP analysis is the calculation of the phase
averages and phase ranges. These computations are the same for each of
the performance indices. The performance index will be denoted by y
in the following discussion. Each of the performance indices are calculated
for each feed-speed combination, for which data are available, according
to the equations given in Section 3.1. For cycle n the new observations
at each of the four feed-speed combinations are denoted by y;, (i=1,2,3,4).
The previous cycle sum (PCSj) at each of these four points is given by

n-1
PCSi - E y1j-
}=1
Thus, the previous cycle average is

;; = PCSi /(n-1).

The four differences (di) are calculated by subtracting the new observa-
tions from the previous cycle averages, i.e.,

d1 = y1 = Yip*
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These differences are used to estimate the variability of the data. The
new sums (NS;) are computed as the sum of the previous cycle sums and
the new observations

NS; = PCS; + ¥y,
Finally the new averages are calculated as

¥; = NS;/n
for each of the four feed-speed combinations.

The new averages are the values used to determine the effects of the
factors on the performance index. The new cycle sums and the new cycle
averages become the previous cycle sums and previous cycle averages for
the next cycle (i.e., cycle n + 1), if the current phase is continued.

For the first cycle of any phase, the previous cycle sums and the
previous cycle averages are zero by definition. The new sums and new
averages (NS; and y.) are just the new observations. The range is not
meaningful and hence is not calculated for this cycle., If this is the first
phase, there is no measure of error with which to compare the effects of
the factors. This is the reason that a minimum of two cycles in the first
phase is required to produce an initial estimate of the standard deviation
of the error of the response, In later phases, the estimate obtained from
previous phases is used.

The effects of the factors, feed and speed, are calculated using the
new averages Y,. Consider the 22 factorial design configuration as in
Figure 3.1. Eacln yy 1is associated with a point i in Figure 3.1. Speed
increases from left to right as depicted by the arrow. The effect of speed
is given by

cl (5 4T (5 4T =L (T 4T - - F
SPEED EFFECT =3 ((y; +¥3) = (Y} +V)) =5 (V) +Y3-¥; -V,
Feed increases as indicated by the labeled arrow and the effect of feed is
given by
= l —h v - v v = l v - -
FEED EFFECT = ((¥5 + V) - (V) +TV3) =5 (7, + 7, - 7, - ¥3).
The effect of the interaction of speed and feed is given by

SPEED-FEED (INTERACTION) EFFECT =

3 UTL+T) - (T3 +T) =L (3, +7, -7, - 7.
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122 Factorial

4 4 2 PHASE =
Feed
1 3 CYCLE(n) =
Speed ¥

Calculation of Averages

Calculation of
Standard Deviation

Operating conditions (1) (2) (3)

f4,n

(i)Previous cycle sum PCS 1 PCS, PCS3 PCS,
(1i)Previous cycle average 71' ??: ?é '37& Previous average S =
(lii)New observations Yin Yo Yan Yan New S = range X f4,n=
(ivDifferences (ii) less (iil) d; d, d, d4 Range=M.§\X[di]-M§N[di]=
(vINew sums NS; NS, NS, NS, |New sum S=S'+New S =
(vi)New averages: yj '}71 9'2 §3 y P New average S =
New sum S/2 =
Calculation of
Calculation of Effects 2 S.E. Limits
e L5 45 -F. =T =
SPEED effect = = (y, +y; =¥, = ¥,)
i _
FEED effect = 2 ( 2 5V =91." y3) = For new effects:
1 = \,ﬁi 0T
SPEED-FEED effect =5 (Y} +V5 = V3 = V) =
n 1 2 3 4 S 6 7 8 9 10
0 0.34 0.40 0.42 0.43 0.44 0.45 0.45 0.46 0.46

Figure 3,1 Evolutionary Operation

25




The variability of the data is measured by the standard deviation (S)
of the observation errors, and the computational procedure to obtain it
for phase M cycle n 1is described subsequently. The new S for cycle
n is computed as the range multiplied by the factor f (given in
Figure 3.1) as follows:!

4,n
New S = Range = f4 -
where Range = [ MAX (di) - MIN(di)] . The new sum S is then computed as
i i

New sum S = (S' + S),

where S' is the previous sum S. The new average S (S) is equal to the
new sum S divided by 2:

S = (New Sum S)/2.

As indicated, the standard deviation is a weighted average of the standard
deviations of all previous cycles.

When a prior estimate of the standard deviation of the response variable
is known, it can be used as a substitute for the computed standard devia-
tion during the initial phase. Having reached the second cycle in any
phase, however, the prior estimate of the standard deviation is disregarded,
and the computed standard deviation is used.

For any cycle (n> 1), the standard deviation is recomputed as indicated.
For the first cycle of a new phase (i.e., n = 1), the standard deviation from
the last phase is used, For n> 1 the standard deviation is updated as above.
The standard error (SE) is calculated as follows:
SE =5§/\m,

where n is the cycle number, and S is the estimate of the standard deviation.

3.2,2 Direction of Movement on the Response Surface

Based on the results of the EVOP calculations, the MACHOP routine
selects a set of operating conditions. This may be another cycle in the
current phase (i.e., new observations at the same four feed-speed combina-
tions) or a new phase may be initiated (i.e., observations at a different
set of four feed-speed combinations). In either case, MACHOP recommends
the four points (i.e., two adjacent feeds and two adjacent speeds) where
new observations should be taken.

1
The factor fq is used to convert a range to an estimate of the
standard devia'trlon.
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The recommendations are derived by comparing the calculated effects
with two standard errors of the effect:

1, If the absolute value of an effect is greater than or equal to the
two standard errors, the effect is judged significant, i.e.,

1f |EFFECT| 2 2SE
then the EFFECT is judged significant.

2, If the absolute value of an effect is less than two standard
errors, the effect is judged not significant, i.e.,

If |EFFECT| < 2SE,
then the EFFECT is judged not significant.

When one or more effects are judged significant, a new set of operating
conditions is recommended by the program (i.e., a new phase) in accordance
with a decision table. The decision table for minimizing ‘Cu is given in
Table 3.1. To maximize the production rate (Pr), the negative of Pr is
minimized. Hence the same table is used by the program with the production
rates replaced by their negatives.

3.3 Response Surface and Regression Analysis

Regression analysis is a technique for estimating the parameters of an
equation relating a response variable to a set of independent variables, The
resulting equation is called a regression equation. In the MACHOP program
two response variables, the cost per piece and the production rate, are
considered and regression equations are developed for each. The two
independent variables are the feed (F) and the cutting speed (V).

The regression equation is used to predict the response (y) for the
feeds and speeds in the region where the data were collected. Five
different forms of the prediction equation are considered:

(3.1) y=b0+blln\l+b2 InF

(3.2) y=b0+bllnv+b21nF+b31nV-lnF
(3.3) y=by+byInV+b, InF+bslnV - InF +by(ln V)?
(3.4) y=by+byInV+b,InF+byInV * InF +b,(InF)?

(3.5) y=b. +b an+b21nF+b

- ’ 2
o * b1 InV 1nF+b4(ln.V)z +be(In P

3
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Table 3.1 Decision Table for Minimization of Cost*

Significance and

Direction of Effects Action
Reobserve
same Inc. Decr. Inc. Decr.
Speed(V) Feed(F) Interaction (VxF) settings Speed Speed Feed Feed
0 0 0 *
P 0 0 »
N 0 0 *
0 P 0 *
0 N 0 *
P P 0 * *
N P 0 * *
P N 0 * *
N N 0 * *
0 0 P If 71 is min., decr. speed and feed;
0 N if Y, is min., incr. speed and feed;
if y3 is min., incr. speed an<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>