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This report describes the development of computerized models for predicting the temperatures and thermal damage (protein denaturation) caused by the exposure of eyes to laser beams. The extent of thermal damage or the threshold level for thermal damage may be predicted either for the cornea, lens or retina of the eye -- wherever the energy deposition is greatest. Included in the report is (continued)
Item 20. continued

A description of the models and data for predicting the thermal damage to monkey and human eyes for known laser exposures.

Model predictions were found to be in reasonably good agreement with experimental results for pulse durations ranging from about $10^{-2}$ sec to $10^3$ sec. However, major discrepancies arise with pulses less than about $10^{-7}$ sec. With such short pulses, the predicted temperature rises are much too small to cause thermal damage. Therefore, some other damage mechanism appears responsible for the damage caused by the very short pulse. At present, the mechanism of damage has not been identified.
PREFACE

This report describes the development of the Corneal and Retinal models for predicting the temperature rises and thermal damage produced in the eye by laser exposures. IIT Research Institute personnel involved in the program were A. N. Takata, L. Goldfinch, J. K. Hinds, L. P. Kuan, Y. Shikari and A. Weigandt. The project monitor was Capt. D. Egbert of the AMD School of Aerospace Medicine's Radiobiology Division, Laser Effects Branch (SAM/RAL) at Brooks AFB, San Antonio, Texas.

Work presented in this report represents the combined efforts of IITRI with various Brooks AFB personnel. Particularly notable is the excellent guidance and support efforts provided by Dr. Ralph Allen and Capt. David Egbert of Brooks AFB.
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1. INTRODUCTION

This is the final report of the contract entitled "Thermal Model of Laser-Induced Eye Damage" and covers the work performed by IIT Research Institute (IITRI) from October 1973 through September 1974. The principal objective of the program was to select and develop mathematical models for predicting eye damage caused by exposure to lasers. The laser exposures of concern involve various wavelengths, beam geometries and intensities, as well as pulse lengths, number of pulses, and repetition rates. Predictions of eye damage involve either threshold lesions or the extent of damage. These capabilities were achieved by

- Reviewing the literature for pertinent
  - thermal and optical analytical techniques
  - optical and thermal property data
  - experimental temperature and damage data
- Developing a model (Retinal model) for predicting temperatures and damage in and about the retina
- Developing a model (Corneal model) for predicting the temperatures and damage to the cornea and lens
- Checking models by comparing predictions against experimental data
- Assessing sensitivity of predictions to input variables
- Evaluating consequences of estimated errors in input variables on total laser power necessary to cause eye damage

These models allow for variations in laser exposures described in terms of

- wavelength
- pulse duration
- repetition rate
- number of pulses
beam profile

laser power on the cornea

beam divergence

Major assumptions used to develop the models are:

- simulation of eye geometries by polar coordinates
- use of retinal image at all depths of the eye in the Retinal model
- all reflected radiation considered to move along axial directions
- use of rates of damage pertaining to skin for retinal, corneal and lens damage
- radiation is coherent and defocus can be calculated via geometric optics

A summary of the model capabilities is presented below:

**Input**

1. User inputs thermal, optical, and physiological properties of desired layers for human or monkey

2. User specifies beam characteristics, at the cornea (or at the retina if desired): total power, beam diameter, divergence (or the distance from the nearest beam waist)

3. User specifies the range of spatial coordinates for damage calculations, printouts of temperature rise histories and/or 3D plotting of temperature rises

**Output**

1. Damage thresholds at specified spatial coordinates

2. Prediction of the extent of damage for input power as a function of depth and radius

3. Prediction of temperature-rise time histories as a function of depth and radial position

4. Prediction of thresholds for preselected peak temperature rises in the pigment granules

5. 3D or 2D plots of temperature rises

6. Retinal image distribution calculated by optical routine
Innovations Compared to Original Tech. Inc. Model
(Refs. 1, 52)

1. Damage is predicted by integrating a damage rate function over the time history of the temperature rises of selected points to determine their threshold levels and then the extent of damage.

2. Possible to validate model predictions with threshold, extent of lesion and temperature measurements.

3. Automated optimum selection of temporal and spatial grid elements, their extent and configuration for input physiological and beam parameters, to include automated handling of repetitive pulse exposures.

4. Optical routine available to predict retinal or lenticular beam characteristics based on beam description at the cornea and distance of the last beam waist.


6. Granular structure provided in pigment epithelial layer to simulate the melanin granule absorption. The same structure is available but not used for the cornea.

7. Able to adjust the position and thickness of the melanin granule structures within the PE to accommodate simulation of both human and monkey retina.

8. Simple selection of spatial coordinates for temperature rise history and threshold predictions output.

9. Documented collection of appropriate thermal, optical, and physiological parameter values necessary to determine damage to human and monkey eyes.

10. Calculated predictions comparable with representative threshold data for retina and cornea.

11. Can run a number of test exposures at once where pulse repetition rate and numbers of pulses (or train length) can be varied.

In the remainder of this report all aspects of the development of computer codes for the thermal models are discussed and a comparison is made between predictions with experimental results. Detailed analytical studies and information are included in appendices as well as documentation of a code developed by IITRI for preparing 2D and 3D illustrations of the temperature rise profiles.
Figure 1 illustrates principal components of the eye. Except for the pigment epithelium and the underlying chorio-capillaris, all components have relatively substantial thicknesses. Periodically within this report, we shall refer to these eye media.
2. LITERATURE

Before formalizing the computer codes, the literature was searched for means and information with which to base the models. This literature search pertained to

- Schemes for predicting laser deposition of energy within the eye
- Schemes for predicting the transfer of heat within the eye by heat conduction or the flow of blood
- Thermal and optical property data for human and animal eyes
- Experimental laser-induced temperature and threshold damage data with which to check and refine predictions

The literature study involved searching for recent articles of interest and using the resultant lists of references to identify earlier articles. All reference titles have been placed on computer cards to speed revision and listing of articles pertaining to important subject areas. The result is the list of references shown in Appendix N, arranged according to the following subjects:

- thermal models
- optical models
- thermal properties
- optical properties
- blood effects
- threshold damage criteria
- experimental temperature data
- experimental damage data
- melanin granules
- miscellaneous

A very significant portion of the models is based on information found in the literature as well as that provided by SAM/RAL of Brooks Air Force Base.
3. **OPTICAL STUDIES**

Due to differences in the absorption constants of the various media of the eye with wavelength, there are considerable differences in the locations at which the lasers deposit their energy within the eye. Peak depositions may occur either in the cornea, lens or retina. For this reason, two models were developed -- one for retina damage (Retinal model), and one for cornea and lens damage (Corneal model).

In each model, the optical calculations are initiated by a determination of the refraction of the laser beam by the cornea. The result is a description of the irradiance as a function of radius and depth from the anterior surface of the cornea to the pupil and beyond. The resultant irradiance profile is then used directly by the Corneal model with appropriate provisions for absorption and reflection to assess the rate of energy deposition in the cornea, aqueous humor, lens and vitreous humor.

On the other hand the Retinal model utilizes the above analysis to assess the irradiance profile at the pupil of the eye. This profile is then used by the optical analysis described in Section 3.2 to determine the retinal profile. The resultant irradiance distribution of the retinal image is preserved at all depths of the eye and tissues analyzed by the Retinal model. Each model will accept any symmetric laser profile at the cornea. This includes uniform, gaussian or irregular profiles.

In the Retinal model, the user has two options for the irradiance profile at the retina. The first is to calculate the irradiance profile using parameters describing the incident laser beam and the eye; while the second is to use experimental measurements of the profiles. Similarly, two options are provided in the Corneal model, depending on whether one wishes to assess cornea or lens damage. In order to ensure accurate burn predictions, each model concentrates the finer mesh grid in the region of the eye at which the greatest temperatures and temperature gradients are anticipated.
In the remainder of this section we shall discuss means for calculating irradiance profiles from the cornea to the lens. Then we shall discuss imaging the laser beam onto the retina accounting for spherical and chromatic aberrations.

3.1 Irradiance Profiles Produced by Refraction of Laser Beam by Cornea

Laser beams can be reduced in diameter by as much as a factor of 1.2 in traveling from the cornea to the lens due to refraction by the cornea. This can cause an appreciable increase in the peak irradiance incident upon the lens and thereby increase the possibility for lens burns. Also, if the beam is appreciably reduced in size at the pupil, significant changes can occur in the retinal image.

The first step in analyzing the effect of the cornea on the beam is to determine the imaginary depth at which the beam would be focused solely by cornea. This depth exceeds the depth of the retina as illustrated by Fig. 2. The depth $z_f$ shown in this figure is given by

$$z_f = \frac{n z_o f_c}{(n z_o - f_c)}$$

subject to the condition that $n z_o > f_c$, where

- $f_c$ = focal length of cornea
- $n$ = index of refraction of ocular media
- $z_o$ = distance between laser's waist and pupil

Here $z_o$ may be approximated by dividing the beam diameter at the cornea by the total beam divergence expressed in radians. More accurate determinations of $z_o$ require measurements of the width of the beam at 2 or more axial locations. The above condition has been found to hold for all AFSC experiments to date.

To determine the irradiance profiles between the cornea and lens, we shall neglect the curvature of the cornea and utilize linear interpolation based on the triangle formed by the two entrance points and the imaginary focal point. Here it is readily
Fig. 2 NOMENCLATURE FOR DETERMINING LASER PROFILE AFTER CORNEAL REFRACTION
seen that incident rays at a radial distance r are displaced to radial distances $\xi \cdot r$ upon entering the eye where $\xi$ depends on the depth $z$ as follows

$$\xi = 1 - \frac{z}{z_f} \quad (2)$$

This means that a laser profile of $P_c(r)$ at the surface of the cornea will assume a shape $P_c(r/\xi)$ upon entering the eye, where $\xi > 0$. Moreover, conservation of energy for the case of no absorption requires that the total power in the incident beam equals that of the refracted beam. Thus, if the refracted beam is described by $C' \cdot P_c(r/\xi)$, then

$$\int P_c(r) \cdot 2\pi r \ dr = C' \int P_c(r/\xi) \cdot 2\pi r \ dr \quad (3)$$

$$= C' \cdot \xi^2 \int P_c(r') \cdot 2\pi r' \ dr'$$

so that the constant $C'$ is given by

$$C' = \frac{1}{\xi^2} \quad (4)$$

Based on the above, the irradiance $P(r,z)$ at points $r,z$ is given by

$$P(r,z) = \frac{P_c(r/\xi)}{\xi^2} \quad (5)$$

Thus to determine the profile at a depth $z$, one first evaluates $z_f$ and $\xi$ using Eqs. 1 and 2, and then substitutes the resulting value for $\xi$ into Eq. 5.

3.2 Retinal Image

The first step in computing the distribution of the irradiance $H(r)$ at the retina is the determination of the profile $P_p(r)$ at the pupil plane given by

$$P_p(r) = P_c(r/\xi)/\xi^2 \quad (6)$$

where

$$\xi = 1 - \frac{p_c}{z_f}$$

$p_c$ = distance of pupil from cornea (see Fig. 2)
The normalized irradiance at the retina is then given by (Appendix H)

\[
\frac{H(r)}{H(0)} = \left| \frac{1}{r^2} \int_0^\infty \sqrt{p} \left( \frac{2\pi r^3}{\lambda^2} \right) F_1(\rho) F_2(\rho) \, d\rho \right|^2 \tag{7}
\]

where

\[a = \text{pupil radius, cm}\]
\[f' = f_0 - p\]
\[f_0 = \text{second principal focal length at a reference wavelength of } \lambda_0\]
\[F_1(\rho) = \text{function accounting for defocusing (chromatic and geometric)}\]
\[F_2(\rho) = \text{function accounting for spherical aberration}\]
\[J_0 = \text{zero order Bessel function of first kind}\]
\[p = \text{distance of pupil from second principal plane, cm}\]
\[r = \text{radial distance in retinal plane, cm}\]
\[\lambda = \text{wavelength, nm}\]
\[\rho = \text{radial distance in pupil plane, cm}\]

In Eq. 7 the functions \(F_1(\rho)\) and \(F_2(\rho)\) are given by:

\[F_1(\rho) = \exp \left( i \cdot C_0 \cdot \rho^2 \right) \tag{8}\]
\[F_2(\rho) = \exp \left( i \cdot C_2 \cdot \rho^4 \right) \tag{9}\]

while the constants \(C_0\) and \(C_2\) are given by

\[C_0 = \frac{2\pi n}{\lambda^2} \left[ -f' - \Delta z \cdot (1 - \cos \alpha) + (f'^2 - \Delta z^2 \sin^2 \alpha) \right] \tag{10}\]
\[C_2 = -3 \cdot 10^6 / \lambda\]

where

\[\alpha = \text{angle between the refracted beam at the cornea and the axis of the eye}\]
\[n = \text{index of refraction at wavelength } \lambda\]
\[p = \text{distance of pupil from second principal plane}\]
\[z_0 = \text{distance of pupil from waist of laser beam, cm}\]
The incremental distances $W$ and $\Delta z$, the angle $\alpha$, and the focal length $f$ are illustrated in Fig. 3. The distance $W$ is expressed by Eq. 10 while $\alpha$, $\Delta z$ and $f$ may be obtained from the following equations:

$$f = f_0 \cdot \frac{n(n_o-1)}{n_o(n-1)} \quad (11)$$

$$\tan \alpha = \frac{a}{(f' + \Delta z)} \quad (12)$$

$$\Delta z = \frac{n_z \cdot z_o \cdot (f/f_0)}{n \cdot (z_o/f_0) - (f/f_0) - f_0} \quad (13)$$

where

- $f$ = focal length at laser's wavelength, cm
- $n$ = index of refraction at a reference wavelength $\lambda_0$, cm

Constants required for the optical analyses are presented in Tables 1 and 7.

3.3 Check of Optical Analysis

To ensure a comprehensive check of the optical analysis, eight experiments were chosen representing a wide variety of conditions. Experimental and predicted results for the image radius (1/e² point) are given in Table 2.
Fig. 3  SCHEMATIC FOR EVALUATING $W$
TABLE 1

PHYSIOLOGICAL PARAMETERS
REQUIRED FOR OPTICAL ANALYSES (derived from Ref. 17)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values of Parameters, cm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Human Eye</td>
</tr>
<tr>
<td>a</td>
<td>0.35</td>
</tr>
<tr>
<td>( f_o ) (at ( \lambda_c = 500 \text{ nm} ))</td>
<td>2.24</td>
</tr>
<tr>
<td>( p )</td>
<td>0.135</td>
</tr>
<tr>
<td>( f_c )</td>
<td>3.12</td>
</tr>
<tr>
<td>( p_c )</td>
<td>0.31</td>
</tr>
</tbody>
</table>

TABLE 2

COMPARISON OF PREDICTED AND EXPERIMENTAL
RETINAL IMAGE RADII FOR GAUSSIAN LASER PROFILES

<table>
<thead>
<tr>
<th>Run Number*</th>
<th>Beam Radius, ( r_{\text{Cornea}} ) at ( 1/e^2 ) points, cm</th>
<th>( z_o ), cm</th>
<th>( \lambda ), ( \text{mm} )</th>
<th>Image Radius, at ( 1/e^2 ) points, ( \text{cm} )</th>
<th>Exp.</th>
<th>Calc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>0.135</td>
<td>270.0</td>
<td>530.0</td>
<td>0.0025</td>
<td>0.0013</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>0.075</td>
<td>118.0</td>
<td>514.5</td>
<td>0.0025</td>
<td>0.0009</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>0.180</td>
<td>600.0</td>
<td>514.5</td>
<td>0.0025</td>
<td>0.0009</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>0.144</td>
<td>533.0</td>
<td>520.8</td>
<td>0.0025</td>
<td>0.0009</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.124</td>
<td>310.0</td>
<td>647.1</td>
<td>0.0025</td>
<td>0.0024</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>0.125</td>
<td>12.8</td>
<td>647.1</td>
<td>0.0140</td>
<td>0.0179</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>0.125</td>
<td>7.50</td>
<td>647.1</td>
<td>0.0225</td>
<td>0.0288</td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>0.125</td>
<td>3.17</td>
<td>647.1</td>
<td>0.0525</td>
<td>0.0523</td>
<td></td>
</tr>
</tbody>
</table>

*See Table 9 for a description of experiments.

From a comparison of the experimental and calculated image radii, one can see that all five predictions of the radii of the smaller experimental images are less than their experimental counterparts of 25 \( \mu \text{m} \). The source of this discrepancy is not known. Very appreciable changes in the constant \( C_2 \) (which could be in error by as much as 50 percent) had a negligible effect on the small images.
4. THERMAL STUDIES

In this section we shall review means for calculating the deposition and transport of heat starting with a knowledge of the laser's profile within the eye which has been covered in Section 3 and Appendix H. Each model

- selects the grid network for predicting the deposition and transport of heat which consists of a network of points located at various radii and depths,
- computes the deposition rates of energy per unit volume at each of the grid points,
- computes the transport of heat by thermal conduction.

In addition the Retinal model

- computes the absorption and transport of heat by blood flow
- computes the temperature rises of melanin granules in the pigment epithelium (PE)

4.1 Grid System

The grid system chosen for performing the temperature calculation is shown in Fig. 4. Here the front of the eye is located at the left-hand side of the network while the axis of the eye is located at $R(1)=0$. In each model, the fine portions of the grid are located at regions of greatest temperature rise. In the Retinal model this region would be at the retina while in the Corneal model the region would either be in the cornea or lens depending on where the temperatures are greatest. Within the finer grid, each of the spacial steps $DR$ and $DZ$ are uniform. Beyond this region the spacial increments are sequentially increased by the constant factors $R_1$ and $R_2$ as illustrated below

$$Z(i+1)-Z(i) = R_1 \cdot (Z(i)-Z(i-1))$$
$$R(j+1)-R(j) = R_2 \cdot (R(j)-R(j-1))$$

(14)

The choice of a constantly expanding network away from the region of highest temperature was made to conserve on computational time. In addition the size of the smallest elements was varied according to the magnitude of the anticipated temperature gradients.
Figure 4 GRID SYSTEM USED BY CORNEAL AND RETINAL MODELS
In this regard the spacial increments are increased in size with the pulse duration. Moreover, in the Corneal model the increments are decreased with increased absorption coefficients. A detailed description of the means used to arrive at the grid system is given in Appendix I.

4.2 Energy Deposition

Having established the shape of the laser beam within the eye, the next problem is to determine where the laser's energy is deposited within the eye. With this purpose in mind six different eye media are provided in each model. These eye media are distinguished according to:

- thicknesses
- absorption coefficients
- total reflections at the various interfaces

All reflected radiation is considered to move in axial directions. Multiple reflections are considered of secondary importance and neglected. Energy deposition is computed using Lambert's Law at the various grid points described in the previous section. The deposition of energy is considered to be uniformly dispersed throughout each spacial increment. A description of the means used to calculate the rates of energy deposition is presented in Appendix F.

4.3 Use of Implicit Explicit Alternating Direction Technique for Predicting Transient Temperatures

Temperature predictions for single pulses are made using the scheme developed by Technology, Inc. (Refs. 1,52). This scheme is based on the work of Peaceman (Ref. 2) and evaluates the consequence of heat conduction using finite-difference solutions of parabolic equations. This is accomplished by solving the finite-difference equation explicitly in $z$ (axial direction) and implicitly in $r$ (radial direction) for odd time steps; and implicitly in $z$ and explicitly in $r$ for even time steps. The implicit representation of the thermal gradients involves using future temperatures while the explicit representation of the thermal gradients involves using existing temperatures. The result is two sets of equations which are solved using ordinary matrix algebra.
The primary advantage of this method is that the time steps may be one or more orders of magnitude larger than those required by standard explicit methods. Solutions are stable provided the time steps are not excessively large during periods of sudden changes in the deposition of energy, such as at the start and end of a pulse. To ensure accurate temperature predictions, the time steps and spacial steps must be chosen consistent with the thermal gradients (See Appendix E). This finite-difference technique is used to predict temperature rises at specific locations of the eye during and following a single pulse.

In order to minimize the execution times of the computer codes, it is important to use the largest time intervals possible consistent with accurate temperature predictions. For this reason an analysis was conducted to establish how these time intervals should be chosen. This analysis is described in Appendix E and indicates that progressively larger time intervals may be used as the temperature gradients diminish with time. As shown in Appendix E these time intervals may be increased sequentially by a factor \( X_C \) as illustrated below:

\[
\Delta t_{k+1} = X_C \cdot \Delta t_k
\]

where the first time interval \( \Delta t_1 \) should be chosen such that it is of the order of the times required by purely explicit finite-difference solutions and the factor \( X_C \) may assume values from 1 to 1.4 (See Appendix E).

The above technique for computing the time intervals guards against excessively large errors that may not be obvious to the user in that the alternating-direction, implicit, explicit technique is usually stable even for excessively large time steps.

A major limitation of using constantly expanding time steps occurs when one considers multiple pulses. Direct application of the method to multiple pulses would require regular time steps during each pulse. Use of regular time steps throughout the exposure will cause enormous computational times because of the relatively large times between pulses. Thus, the finite-difference predictions of the temperature rise are confined to single pulse exposures.
Instead, a more efficient method was developed for computing the temperature rises from multiple pulses. This method is described in Appendix D and involves adding the temperature contributions from each pulse provided by the finite-difference computations. Here, of course, it is necessary to account for the differences in elapsed time. To illustrate the method used for multiple pulses, let us represent the temperature rise prediction from a single pulse at a particular point by \( T(t) \). Then the temperature rise following a second pulse is given by

\[
T(t) + T(t-\tau)
\]

where \( \tau \) represents the time period from the start of the first pulse to the start of the second pulse. Temperature rises from the various pulses can be added because all the terms in the heat conduction and its subsidiary equations are linear in \( T \) (See Appendix D).

When the times \( t \) are less than the interval \( \tau \), the second term of Eq. 16 is zero and the temperature is \( T(t) \). For exceptionally large time intervals \( \tau \) wherein \( T(\tau) \neq 0 \), the temperatures during the second pulse are essentially the same as those during the first pulse.

4.4 Blood Flow

In the Retinal model account is also made for the transport of heat by blood flow. Two regions of blood flow are considered. The first is the chorio-capillaris layer beneath the pigment epithelium, while the second is the blood flow through tissues surrounding the eye.

Blood is considered to enter the chorio-capillaris layer through major blood vessels at the ambient temperatures of the eye. Once blood enters the chorio-capillaris it is diverted into numerous small blood vessels of various sizes and paths. Thereafter, thermal equilibrium is considered to exist between the blood and tissues through which it flows. The immediate effect of the blood flow is to abstract sufficient heat to raise its temperature to that of the spatial increment within which it enters. Additionally,
radial blood flows can transport heat as they move through regions of differing temperatures. The resultant radial transport of heat depends upon the flow of blood, the temperature gradients and the specific heat of blood. Radial flows are controlled through values assigned the artificial blood flows entering and leaving the chorio-capillaris at various radial distances.

Consideration is also given to the thermal effects of blood flow within tissues surrounding the eye. In this case the blood is assumed to enter the tissues at the ambient temperatures of the tissue and leave at the temperature of the tissue. Here the transport of heat between grid elements by blood flow is of secondary importance and therefore is neglected.

4.5 Melanin Granules

To estimate the temperatures of the melanin granules within the pigment epithelium (PE), it is necessary to take advantage of the fact that the granules lose their temperature much more rapidly than the PE grid increments within which they lie. This allows one to treat the granules separately from the PE grid increments. To predict the granule temperatures, calculations are made describing how an increment's heat is partitioned between the granules and its surroundings with respect to time.

To provide such determinations, two sets of calculations must be made. The first is to subdivide the pulse into a number of incremental pulses short enough so that essentially no heat is transferred from the granule to its surroundings during the incremental pulse. For this purpose we have chosen a time of $0.3 \cdot 10^{-8}$ sec for the incremental pulses. If no further heat were deposited into the granules, then their normalized temperature rise would decay in time as shown in Fig. 5. After a relatively short time of about $5 \cdot 10^{-7}$ sec there would be essentially no difference between the temperatures of the granules and their immediate surroundings.

To account for additional heat deposition from several incremental pulses, it is necessary to add the temperature contributions
Fig. 5 DECAy OF NORMALIZED TEMPERATURE RISES OF MELANIN GRANULES FOLLOWING AN INSTANTANEOUS DEPOSITION OF ENERGY
from each incremental pulse allowing for differences of elapsed time. These time-dependent results are then divided by the number of incremental pulses and multiplied by the temperature rise of the spacial increment to arrive at the actual temperature rise of the granules.

4.6 Typical Temperature Rises

To acquaint the reader with the magnitude of the temperature rises needed to thermally damage the eye, we have chosen three widely different pulse durations. The temperature rises at the end of the pulses are shown in Figs. 6 and 7. Figure 6 shows the temperature profiles in the axial direction at the end of pulses of duration $1.5 \times 10^{-8}$, $4.0 \times 10^{-2}$, and 1000 sec. Figure 7 shows the corresponding temperature profiles in the radial direction.
Figure 6 AXIAL TEMPERATURE PROFILES AT END OF SINGLE PULSE
Run No. 11 (see Table 10) (pulse width = $1.5 \times 10^{-3}$ sec)
Run No. 59 (pulse width = $1.0 \times 10^{-2}$ sec)
Run No. 67 (pulse width = 1.000 sec)

Figure 7 RADIAL TEMPERATURE PROFILES AT FRONT OF PE AT END OF SINGLE PULSE
5. DAMAGE CRITERIA

There are at least two modes by which lasers can cause eye damage. These are

- thermal damage causing protein denaturation
- mechanical damage caused by acoustic and/or shock waves

Thermal damage is produced by pulses in excess of roughly $10^{-7}$ to $10^{-8}$ sec while pressure waves may be a primary cause of damage by shorter pulses. Here we shall briefly review each damage mechanism.

5.1 Thermal Damage

Thermal damage is an accumulative process which depends both on the temperatures and their duration (Ref. 3). Damage commences at a temperature of 43°C. To compute the damage $\Omega$, one must first convert the predicted temperature rises $\Delta T(z,r,t)$ at the points $r,z$ into absolute temperature $T(z,r,t)$ in degrees Kelvin and use the following expression

$$\Omega(z,r) = \sum \Delta \Omega(z,r,t) = \sum \frac{C_1}{\Delta t} \exp\left(-\frac{C_2}{T(z,r,t)}\right) \Delta t (17)$$

For skin, the constants $C_1$ and $C_2$ are as follows (Ref. 3)

$$C_1 = \begin{cases} 4.322 \cdot 10^{64} / \text{sec} & \text{for tissue temperatures } \\ 9.389 \cdot 10^{10} / \text{sec} & \text{for tissue temperatures } \end{cases} \quad (18)$$

$$C_2 = \begin{cases} 50,000^\circ \text{K} & \text{for tissue temperatures } \\ 80,000^\circ \text{K} & \text{for tissue temperatures } \end{cases} \quad (19)$$

Here $\Delta t$ represents the time interval in seconds over which the damage is being summed. Once the accumulated damage $\Omega(z,r)$ achieves a value of 1, the tissue is irreversibly damaged. These damage determinations are made for all ocular media except for the 6μm thick tear layer on the cornea.
Because of the large magnitude of $C_1$ and the small magnitude of the exponentials, it is most efficient to use logarithms to evaluate the incremental damage $\Delta \Omega$. Thus

$$\Delta \Omega(z,r,t) = \exp(\ln C_1-C_2 / \sqrt{C}(z,r,t)+\ln \Delta t_k)$$  \hspace{1cm} (20)$$

In the two codes the values for $\ln C_1$ and $C_2$ are stored in the array DAMAGE.

5.2 Mechanical Damage

With the shorter pulses appreciable pressures can result due to the lack of time for energy losses either by thermal conduction, wave propagation, or media displacement.

Studies covering the generation of acoustic waves by the uniform radiant exposure of a semi-infinite body are presented in Ref. 4. This study shows that pressure of the order of a hundred psi can cause damage. Unfortunately, much has to be learned regarding the

- generation of acoustic waves by non-uniform heat deposition,
- shock waves caused by extremely short pulses, and
- criteria of mechanical damage.

Until such knowledge is available, damage predictions can only be made for pulses in excess of roughly $10^{-7}$ to $10^{-8}$ sec wherein the damage is primarily thermal in origin.
6. OPTICAL, THERMAL, AND LESION DATA

In this section we shall present input data required by the codes, and summarize experimental data acquired from corneal and retinal burns of the rhesus monkey.

6.1 Optical Properties Associated with the Eyes of Man and the Rhesus Monkey

Amongst the more important data needed to predict damage to the eye by laser exposures are the optical properties of the various eye media. Optical data for man and the rhesus monkey are presented in Appendix G.

In this section, we shall discuss the optical data and present our best estimates of the absorptance, reflectance and transmission data for use in the models. Before presenting these data, it should be emphasized that the published data are incomplete and a number of inconsistencies have been found in examining the data. The reasons for the discrepancies are apparently due to

- differences in experimental technique
- differences in terminology
- specimen variations
- limited number of experiments

6.1.1 Absorption and Reflection Coefficients

Optical data, derived primarily from the work of Coogan (Ref. 5), Boettner (Refs. 6,10), Geeraets (Refs. 7,8,9,11), and Smith (Ref. 42) are presented for the rhesus monkey, caucasian, and negro in Tables 3 through 5 respectively at several selected wavelengths.

For the Corneal model one should use the values of the absorption coefficients for water shown in Table 6. These values were derived from transmission measurements of Hale (Ref. 12).
Table 3
SUMMARY OF OPTICAL DATA FOR RETINAL MODEL (RHESUS MONKEY)*

<table>
<thead>
<tr>
<th>Wavelength (nm) (WAVEL) *</th>
<th>Total Transmission from Cornea to Retina (TOM) (Ref. 6)</th>
<th>Absorption Coefficient For Pigment Epithelium, cm⁻¹ (APE) (Ref. 5)</th>
<th>Absorption Coefficient for Choroid, cm⁻¹ (ACH) (Ref. 6)</th>
<th>Reflection from Cornea (RCC) (IITRI calc.)</th>
<th>Reflection from Retina (RRT) (Ref. 6, 9)</th>
<th>Reflection from Sciera (RSC) (Ref. 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>400.0</td>
<td>.077</td>
<td>1852.</td>
<td>187.</td>
<td>.025</td>
<td>.080</td>
<td>.360</td>
</tr>
<tr>
<td>500.0</td>
<td>.826</td>
<td>1545.</td>
<td>169.</td>
<td>.025</td>
<td>.070</td>
<td>.325</td>
</tr>
<tr>
<td>514.5</td>
<td>.836</td>
<td>1485.</td>
<td>166.</td>
<td>.025</td>
<td>.070</td>
<td>.318</td>
</tr>
<tr>
<td>520.8</td>
<td>.841</td>
<td>1460.</td>
<td>164.</td>
<td>.025</td>
<td>.070</td>
<td>.315</td>
</tr>
<tr>
<td>530.0</td>
<td>.847</td>
<td>1425.</td>
<td>163.</td>
<td>.025</td>
<td>.070</td>
<td>.310</td>
</tr>
<tr>
<td>600.0</td>
<td>.877</td>
<td>1194.</td>
<td>151.</td>
<td>.025</td>
<td>.070</td>
<td>.265</td>
</tr>
<tr>
<td>647.1</td>
<td>.882</td>
<td>1108.</td>
<td>145.</td>
<td>.025</td>
<td>.075</td>
<td>.242</td>
</tr>
<tr>
<td>694.3</td>
<td>.887</td>
<td>1028.</td>
<td>141.</td>
<td>.025</td>
<td>.079</td>
<td>.231</td>
</tr>
<tr>
<td>700.0</td>
<td>.887</td>
<td>1019.</td>
<td>.025</td>
<td>.080</td>
<td>.230</td>
<td></td>
</tr>
<tr>
<td>800.0</td>
<td>(.892)**</td>
<td>838.</td>
<td>123.</td>
<td>.025</td>
<td>.095</td>
<td>.250</td>
</tr>
<tr>
<td>900.0</td>
<td>(.878)</td>
<td>605.</td>
<td>114.</td>
<td>.025</td>
<td>.144</td>
<td>.245</td>
</tr>
<tr>
<td>1000.0</td>
<td>(.790)</td>
<td>434.</td>
<td>110.</td>
<td>.025</td>
<td>.210</td>
<td>.240</td>
</tr>
<tr>
<td>1060.0</td>
<td>(.814)</td>
<td>363.</td>
<td>108.</td>
<td>.025</td>
<td>.252</td>
<td>.252</td>
</tr>
<tr>
<td>1064.0</td>
<td>(.816)</td>
<td>258.</td>
<td>108.</td>
<td>.025</td>
<td>.255</td>
<td>.253</td>
</tr>
<tr>
<td>1100.0</td>
<td>(.830)</td>
<td>313.</td>
<td>107.</td>
<td>.025</td>
<td>.280</td>
<td>.260</td>
</tr>
<tr>
<td>1200.0</td>
<td>(.315)</td>
<td>303.</td>
<td>100.</td>
<td>.025</td>
<td>.260</td>
<td>.215</td>
</tr>
</tbody>
</table>

* Results derived from data presented in Appendix G, computer symbols presented in parentheses

** Extrapolated values
Table 4
SUMMARY OF OPTICAL DATA FOR RETINAL MODEL (CAUCASIAN)*

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Total Transmission from Cornea to Retina (TOM) (Ref. 6,10)</th>
<th>Absorption Coefficient for Pigment Epithelium, cm⁻¹ (APE) (Ref. 6,8,9,10)</th>
<th>Absorption Coefficient for Choroid, cm⁻¹ (ACH) (Ref. 6,8,9,10)</th>
<th>Reflection from Cornea (RCO) IITRI Computation</th>
<th>Reflection from Retina (RRT) (Ref. 9)</th>
<th>Reflection from Sclera (RSC) (Ref. 42)</th>
</tr>
</thead>
<tbody>
<tr>
<td>400.0</td>
<td>.094</td>
<td>1838.</td>
<td>240.</td>
<td>.025</td>
<td>.078</td>
<td>-</td>
</tr>
<tr>
<td>500.0</td>
<td>.763</td>
<td>1827.</td>
<td>106.</td>
<td>.025</td>
<td>.091</td>
<td>.530</td>
</tr>
<tr>
<td>514.5</td>
<td>.777</td>
<td>1745.</td>
<td>99.</td>
<td>.025</td>
<td>.097</td>
<td>.543</td>
</tr>
<tr>
<td>520.8</td>
<td>.782</td>
<td>1711.</td>
<td>97.</td>
<td>.025</td>
<td>.099</td>
<td>.549</td>
</tr>
<tr>
<td>530.0</td>
<td>.791</td>
<td>1664.</td>
<td>93.</td>
<td>.025</td>
<td>1.04</td>
<td>.557</td>
</tr>
<tr>
<td>600.0</td>
<td>.823</td>
<td>1371.</td>
<td>68.</td>
<td>.025</td>
<td>1.33</td>
<td>.620</td>
</tr>
<tr>
<td>647.1</td>
<td>.848</td>
<td>1253.</td>
<td>61.</td>
<td>.025</td>
<td>1.60</td>
<td>.620</td>
</tr>
<tr>
<td>694.3</td>
<td>.853</td>
<td>1144.</td>
<td>54.</td>
<td>.025</td>
<td>1.18</td>
<td>.620</td>
</tr>
<tr>
<td>700.0</td>
<td>.854</td>
<td>1132.</td>
<td>53.</td>
<td>.025</td>
<td>1.18</td>
<td>.620</td>
</tr>
<tr>
<td>800.0</td>
<td>.840</td>
<td>974.</td>
<td>43.</td>
<td>.025</td>
<td>1.28</td>
<td>.580</td>
</tr>
<tr>
<td>900.0</td>
<td>.763</td>
<td>524.</td>
<td>36.</td>
<td>.025</td>
<td>3.98</td>
<td>.520</td>
</tr>
<tr>
<td>1000.0</td>
<td>.394</td>
<td>373.</td>
<td>32.</td>
<td>.025</td>
<td>.409</td>
<td>.450</td>
</tr>
<tr>
<td>1060.0</td>
<td>.492</td>
<td>247.</td>
<td>31.</td>
<td>.025</td>
<td>.450</td>
<td>.426</td>
</tr>
<tr>
<td>1064.0</td>
<td>.499</td>
<td>238.</td>
<td>31.</td>
<td>.025</td>
<td>.453</td>
<td>.421</td>
</tr>
<tr>
<td>1100.0</td>
<td>.562</td>
<td>164.</td>
<td>30.</td>
<td>.025</td>
<td>.478</td>
<td>.410</td>
</tr>
<tr>
<td>1200.0</td>
<td>.082</td>
<td>191.</td>
<td>29.</td>
<td>.025</td>
<td>3.94</td>
<td>.320</td>
</tr>
</tbody>
</table>

* Values derived from Appendix G, computer symbols presented in parentheses
Table 5
SUMMARY OF OPTICAL DATA FOR RETINAL MODEL (NEGRO)*

<table>
<thead>
<tr>
<th>Wavelength nm (WAVEL)</th>
<th>Total Transmission from Cornea to Retina (TON)</th>
<th>Absorption Coefficient for Pigment Epithelium, cm⁻¹ (APE)</th>
<th>Absorption Coefficient for Choroid, cm⁻¹ (ACH)</th>
<th>Reflection from Cornea (RCO)</th>
<th>Reflection from Retina (RRT)</th>
<th>Reflection from Sclera (RSC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>400.0</td>
<td>.094</td>
<td>1838.</td>
<td>240.</td>
<td>.025</td>
<td>.078</td>
<td>-</td>
</tr>
<tr>
<td>500.0</td>
<td>.753</td>
<td>1355.</td>
<td>203.</td>
<td>.025</td>
<td>.091</td>
<td>.530</td>
</tr>
<tr>
<td>514.5</td>
<td>.777</td>
<td>1261.</td>
<td>195.</td>
<td>.025</td>
<td>.097</td>
<td>.543</td>
</tr>
<tr>
<td>520.8</td>
<td>.782</td>
<td>1223.</td>
<td>194.</td>
<td>.025</td>
<td>.099</td>
<td>.549</td>
</tr>
<tr>
<td>530.0</td>
<td>.791</td>
<td>1170.</td>
<td>192.</td>
<td>.025</td>
<td>.104</td>
<td>.557</td>
</tr>
<tr>
<td>600.0</td>
<td>.823</td>
<td>850.</td>
<td>179.</td>
<td>.025</td>
<td>.133</td>
<td>.620</td>
</tr>
<tr>
<td>647.1</td>
<td>.848</td>
<td>743.</td>
<td>168.</td>
<td>.025</td>
<td>.160</td>
<td>.620</td>
</tr>
<tr>
<td>694.3</td>
<td>.853</td>
<td>643.</td>
<td>159.</td>
<td>.025</td>
<td>.186</td>
<td>.620</td>
</tr>
<tr>
<td>700.0</td>
<td>.854</td>
<td>632.</td>
<td>158.</td>
<td>.025</td>
<td>.189</td>
<td>.620</td>
</tr>
<tr>
<td>800.0</td>
<td>.840</td>
<td>433.</td>
<td>136.</td>
<td>.025</td>
<td>.289</td>
<td>.580</td>
</tr>
<tr>
<td>900.0</td>
<td>.763</td>
<td>271.</td>
<td>120.</td>
<td>.025</td>
<td>.398</td>
<td>.520</td>
</tr>
<tr>
<td>1000.0</td>
<td>.394</td>
<td>205.</td>
<td>109.</td>
<td>.025</td>
<td>.409</td>
<td>.450</td>
</tr>
<tr>
<td>1060.0</td>
<td>.492</td>
<td>131.</td>
<td>106.</td>
<td>.025</td>
<td>.450</td>
<td>.426</td>
</tr>
<tr>
<td>1064.0</td>
<td>.499</td>
<td>126.</td>
<td>105.</td>
<td>.025</td>
<td>.453</td>
<td>.424</td>
</tr>
<tr>
<td>1100.0</td>
<td>.562</td>
<td>79.</td>
<td>103.</td>
<td>.025</td>
<td>.478</td>
<td>.410</td>
</tr>
<tr>
<td>1200.0</td>
<td>.082</td>
<td>223.</td>
<td>100.</td>
<td>.025</td>
<td>.394</td>
<td>.320</td>
</tr>
</tbody>
</table>

* Values derived from Appendix G, computer symbols in parentheses
<table>
<thead>
<tr>
<th>( \lambda (\mu m) )</th>
<th>( \alpha (cm^{-1}) )</th>
<th>( \lambda (\mu m) )</th>
<th>( \alpha (cm^{-1}) )</th>
<th>( \lambda (\mu m) )</th>
<th>( \alpha (cm^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.200</td>
<td>6.9115 \cdot 10^{-2}</td>
<td>0.900</td>
<td>6.7858 \cdot 10^{-2}</td>
<td>3.400</td>
<td>7.2072 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.225</td>
<td>2.7367 \cdot 10^{-2}</td>
<td>0.925</td>
<td>1.4400 \cdot 10^{-1}</td>
<td>3.450</td>
<td>4.8080 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.250</td>
<td>1.6839 \cdot 10^{-2}</td>
<td>0.950</td>
<td>3.8757 \cdot 10^{-1}</td>
<td>3.500</td>
<td>3.3750 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.275</td>
<td>1.0739 \cdot 10^{-2}</td>
<td>0.975</td>
<td>4.4852 \cdot 10^{-1}</td>
<td>3.600</td>
<td>1.7977 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.300</td>
<td>6.7021 \cdot 10^{-3}</td>
<td>1.000</td>
<td>3.6317 \cdot 10^{-1}</td>
<td>3.700</td>
<td>1.2227 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.325</td>
<td>4.1759 \cdot 10^{-3}</td>
<td>1.200</td>
<td>1.0357</td>
<td>3.800</td>
<td>1.1244 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.350</td>
<td>2.3338 \cdot 10^{-3}</td>
<td>1.400</td>
<td>1.2387 \cdot 10^{+1}</td>
<td>3.900</td>
<td>1.2244 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.375</td>
<td>1.1729 \cdot 10^{-3}</td>
<td>1.600</td>
<td>6.7152</td>
<td>4.000</td>
<td>1.4451 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.400</td>
<td>5.8434 \cdot 10^{-4}</td>
<td>1.800</td>
<td>8.0285</td>
<td>4.100</td>
<td>1.7225 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.425</td>
<td>3.8438 \cdot 10^{-4}</td>
<td>2.000</td>
<td>6.9115 \cdot 10^{+1}</td>
<td>4.200</td>
<td>2.0585 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.450</td>
<td>2.8484 \cdot 10^{-4}</td>
<td>2.200</td>
<td>1.6508 \cdot 10^{+1}</td>
<td>4.300</td>
<td>2.4694 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.475</td>
<td>2.4736 \cdot 10^{-4}</td>
<td>2.400</td>
<td>5.0056 \cdot 10^{+1}</td>
<td>4.400</td>
<td>2.9417 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.500</td>
<td>2.5133 \cdot 10^{-4}</td>
<td>2.600</td>
<td>1.5321 \cdot 10^{+2}</td>
<td>4.500</td>
<td>3.7420 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.525</td>
<td>3.1595 \cdot 10^{-4}</td>
<td>2.650</td>
<td>3.1772 \cdot 10^{2}</td>
<td>4.600</td>
<td>4.0158 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.550</td>
<td>4.4782 \cdot 10^{-4}</td>
<td>2.700</td>
<td>8.8430 \cdot 10^{2}</td>
<td>4.700</td>
<td>4.1977 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.575</td>
<td>7.8676 \cdot 10^{-4}</td>
<td>2.750</td>
<td>2.6961 \cdot 10^{3}</td>
<td>4.800</td>
<td>3.9270 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.600</td>
<td>2.2829 \cdot 10^{-3}</td>
<td>2.800</td>
<td>5.1612 \cdot 10^{3}</td>
<td>4.900</td>
<td>3.5135 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.625</td>
<td>2.7948 \cdot 10^{-3}</td>
<td>2.850</td>
<td>8.1571 \cdot 10^{3}</td>
<td>5.000</td>
<td>3.1165 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.650</td>
<td>3.1706 \cdot 10^{-3}</td>
<td>2.900</td>
<td>1.1613 \cdot 10^{4}</td>
<td>5.100</td>
<td>2.7350 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.675</td>
<td>4.1516 \cdot 10^{-3}</td>
<td>2.950</td>
<td>1.2694 \cdot 10^{4}</td>
<td>5.200</td>
<td>2.4408 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.700</td>
<td>6.0139 \cdot 10^{-3}</td>
<td>3.000</td>
<td>1.1394 \cdot 10^{4}</td>
<td>5.300</td>
<td>2.3236 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.725</td>
<td>1.5860 \cdot 10^{-2}</td>
<td>3.050</td>
<td>9.8883 \cdot 10^{3}</td>
<td>5.400</td>
<td>2.3969 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.750</td>
<td>2.6138 \cdot 10^{-2}</td>
<td>3.100</td>
<td>7.7830 \cdot 10^{3}</td>
<td>5.500</td>
<td>2.6504 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.775</td>
<td>2.3998 \cdot 10^{-2}</td>
<td>3.150</td>
<td>5.3856 \cdot 10^{3}</td>
<td>5.600</td>
<td>3.1865 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.800</td>
<td>1.9635 \cdot 10^{-2}</td>
<td>3.200</td>
<td>3.6285 \cdot 10^{3}</td>
<td>5.700</td>
<td>4.4754 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.825</td>
<td>2.7722 \cdot 10^{-2}</td>
<td>3.250</td>
<td>2.3586 \cdot 10^{3}</td>
<td>5.800</td>
<td>7.1498 \cdot 10^{2}</td>
</tr>
<tr>
<td>0.850</td>
<td>4.3317 \cdot 10^{-2}</td>
<td>3.300</td>
<td>1.4013 \cdot 10^{3}</td>
<td>5.900</td>
<td>1.3248 \cdot 10^{3}</td>
</tr>
<tr>
<td>0.875</td>
<td>5.6154 \cdot 10^{-2}</td>
<td>3.350</td>
<td>9.7905 \cdot 10^{2}</td>
<td>6.000</td>
<td>2.2410 \cdot 10^{3}</td>
</tr>
</tbody>
</table>
Table 6

ABSORPTION CONSTANTS OF WATER (Concl)

<table>
<thead>
<tr>
<th>( \lambda (\mu m) )</th>
<th>( \alpha (cm^{-1}) )</th>
<th>( \lambda (\mu m) )</th>
<th>( \alpha (cm^{-1}) )</th>
<th>( \lambda (\mu m) )</th>
<th>( \alpha (cm^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.100</td>
<td>2.6987 ( \cdot 10^3 )</td>
<td>9.800</td>
<td>6.1421 ( \cdot 10^2 )</td>
<td>27.000</td>
<td>1.6011 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>6.200</td>
<td>1.7836 ( \cdot 10^3 )</td>
<td>10.000</td>
<td>6.3837 ( \cdot 10^2 )</td>
<td>28.000</td>
<td>1.5169 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>6.300</td>
<td>1.1370 ( \cdot 10^3 )</td>
<td>10.500</td>
<td>7.9228 ( \cdot 10^2 )</td>
<td>29.000</td>
<td>1.4430 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>6.400</td>
<td>8.8161 ( \cdot 10^2 )</td>
<td>11.000</td>
<td>1.1058 ( \cdot 10^3 )</td>
<td>30.000</td>
<td>1.3739 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>6.500</td>
<td>7.5785 ( \cdot 10^2 )</td>
<td>11.500</td>
<td>1.5517 ( \cdot 10^3 )</td>
<td>32.000</td>
<td>1.2724 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>6.600</td>
<td>6.7782 ( \cdot 10^2 )</td>
<td>12.000</td>
<td>2.0839 ( \cdot 10^3 )</td>
<td>34.000</td>
<td>1.2162 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>6.700</td>
<td>6.3207 ( \cdot 10^2 )</td>
<td>12.500</td>
<td>2.6038 ( \cdot 10^3 )</td>
<td>36.000</td>
<td>1.1973 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>6.800</td>
<td>6.0430 ( \cdot 10^2 )</td>
<td>13.000</td>
<td>2.9483 ( \cdot 10^3 )</td>
<td>38.000</td>
<td>1.1938 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>6.900</td>
<td>5.8643 ( \cdot 10^2 )</td>
<td>13.500</td>
<td>3.1928 ( \cdot 10^3 )</td>
<td>40.000</td>
<td>1.2095 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>7.000</td>
<td>5.7446 ( \cdot 10^2 )</td>
<td>14.000</td>
<td>3.3211 ( \cdot 10^3 )</td>
<td>42.000</td>
<td>1.2237 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>7.100</td>
<td>5.6637 ( \cdot 10^2 )</td>
<td>14.500</td>
<td>3.3626 ( \cdot 10^3 )</td>
<td>44.000</td>
<td>1.2452 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>7.200</td>
<td>5.6025 ( \cdot 10^2 )</td>
<td>15.000</td>
<td>3.3678 ( \cdot 10^3 )</td>
<td>46.000</td>
<td>1.2621 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>7.300</td>
<td>5.5430 ( \cdot 10^2 )</td>
<td>15.500</td>
<td>3.3564 ( \cdot 10^3 )</td>
<td>48.000</td>
<td>1.2776 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>7.400</td>
<td>5.5020 ( \cdot 10^2 )</td>
<td>16.000</td>
<td>3.3144 ( \cdot 10^3 )</td>
<td>50.000</td>
<td>1.2918 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>7.500</td>
<td>5.4622 ( \cdot 10^2 )</td>
<td>16.500</td>
<td>3.2596 ( \cdot 10^3 )</td>
<td>60.000</td>
<td>1.2294 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>7.600</td>
<td>5.4234 ( \cdot 10^2 )</td>
<td>17.000</td>
<td>3.1712 ( \cdot 10^3 )</td>
<td>70.000</td>
<td>1.0340 ( \cdot 10^3 )</td>
</tr>
<tr>
<td>7.700</td>
<td>5.4019 ( \cdot 10^2 )</td>
<td>17.500</td>
<td>3.0806 ( \cdot 10^3 )</td>
<td>80.000</td>
<td>8.5923 ( \cdot 10^2 )</td>
</tr>
<tr>
<td>7.800</td>
<td>5.3971 ( \cdot 10^2 )</td>
<td>18.000</td>
<td>2.9740 ( \cdot 10^3 )</td>
<td>90.000</td>
<td>7.4840 ( \cdot 10^2 )</td>
</tr>
<tr>
<td>7.900</td>
<td>5.3924 ( \cdot 10^2 )</td>
<td>18.500</td>
<td>2.8597 ( \cdot 10^3 )</td>
<td>100.000</td>
<td>6.6853 ( \cdot 10^2 )</td>
</tr>
<tr>
<td>8.000</td>
<td>5.3878 ( \cdot 10^2 )</td>
<td>19.000</td>
<td>2.7382 ( \cdot 10^3 )</td>
<td>110.000</td>
<td>6.0661 ( \cdot 10^2 )</td>
</tr>
<tr>
<td>8.200</td>
<td>5.3790 ( \cdot 10^2 )</td>
<td>19.500</td>
<td>2.6035 ( \cdot 10^3 )</td>
<td>120.000</td>
<td>5.5083 ( \cdot 10^2 )</td>
</tr>
<tr>
<td>8.400</td>
<td>5.4066 ( \cdot 10^2 )</td>
<td>20.000</td>
<td>2.4693 ( \cdot 10^3 )</td>
<td>130.000</td>
<td>4.9686 ( \cdot 10^2 )</td>
</tr>
<tr>
<td>8.600</td>
<td>5.4357 ( \cdot 10^2 )</td>
<td>21.000</td>
<td>2.2859 ( \cdot 10^3 )</td>
<td>140.000</td>
<td>4.4880 ( \cdot 10^2 )</td>
</tr>
<tr>
<td>8.800</td>
<td>5.4978 ( \cdot 10^2 )</td>
<td>22.000</td>
<td>2.1306 ( \cdot 10^3 )</td>
<td>150.000</td>
<td>4.1469 ( \cdot 10^2 )</td>
</tr>
<tr>
<td>9.000</td>
<td>5.5711 ( \cdot 10^2 )</td>
<td>23.000</td>
<td>2.0052 ( \cdot 10^3 )</td>
<td>160.000</td>
<td>3.8956 ( \cdot 10^2 )</td>
</tr>
<tr>
<td>9.200</td>
<td>5.6685 ( \cdot 10^2 )</td>
<td>24.000</td>
<td>1.8902 ( \cdot 10^3 )</td>
<td>180.000</td>
<td>3.4837 ( \cdot 10^2 )</td>
</tr>
<tr>
<td>9.400</td>
<td>5.7886 ( \cdot 10^2 )</td>
<td>25.000</td>
<td>1.7895 ( \cdot 10^3 )</td>
<td>190.000</td>
<td>3.3136 ( \cdot 10^2 )</td>
</tr>
<tr>
<td>9.600</td>
<td>5.9429 ( \cdot 10^2 )</td>
<td>26.000</td>
<td>1.6916 ( \cdot 10^3 )</td>
<td>200.000</td>
<td>3.1667 ( \cdot 10^2 )</td>
</tr>
</tbody>
</table>
6.1.2 Index of Refraction

For computing the laser profiles, the indexes of refraction are taken equivalent to those of water as shown below. The index of refraction for water for wavelengths greater than 1.4μm can be obtained from Ref. 12.

Table 7

INDEX OF REFRACTION VERSUS WAVELENGTH FOR WATER
(Refs. 48 and 49)

<table>
<thead>
<tr>
<th>Wavelength, nm</th>
<th>Index of Refraction</th>
<th>Wavelength, nm</th>
<th>Index of Refraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>350</td>
<td>1.357</td>
<td>900</td>
<td>1.328</td>
</tr>
<tr>
<td>400</td>
<td>1.346</td>
<td>950</td>
<td>1.327</td>
</tr>
<tr>
<td>450</td>
<td>1.341</td>
<td>1000</td>
<td>1.326</td>
</tr>
<tr>
<td>500</td>
<td>1.336</td>
<td>1050</td>
<td>1.325</td>
</tr>
<tr>
<td>550</td>
<td>1.334</td>
<td>1100</td>
<td>1.324</td>
</tr>
<tr>
<td>600</td>
<td>1.332</td>
<td>1150</td>
<td>1.3235</td>
</tr>
<tr>
<td>650</td>
<td>1.331</td>
<td>1200</td>
<td>1.323</td>
</tr>
<tr>
<td>700</td>
<td>1.330</td>
<td>1250</td>
<td>1.322</td>
</tr>
<tr>
<td>750</td>
<td>1.329</td>
<td>1300</td>
<td>1.321</td>
</tr>
<tr>
<td>800</td>
<td>1.328</td>
<td>1350</td>
<td>1.320</td>
</tr>
<tr>
<td>850</td>
<td>1.327</td>
<td>1400</td>
<td>1.320</td>
</tr>
</tbody>
</table>

The only exceptions are for wavelengths 350, 400, and 450 nm where the index of refraction is taken as 1.357, 1.346, and 1.341, respectively (see Appendix H).

6.2 Thermal Property Data

Property data associated with the conduction and storage of heat are taken as:

Density = 1.0 gm/cm³
Specific Heat = 1.0 cal/gm°C
Thermal Conductivity = 0.0012 cal/cm-sec°C

The above value of thermal conductivity was estimated based on values associated with organic media such as (Ref. 13)

Dermis .00088 cal/cm-sec°C
Blood .0012 "
Egg white .0013 "
Beef vitreous humor .0014 "
Beef aqueous humor .0014 "


Different values of blood flow were used for the chorio-capillaris, and for tissues surrounding the eye. Total blood flow to the chorio-capillaris was taken as 0.024 ml/sec (Ref. 14) and was distributed uniformly throughout the chorio-capillaris. The result is a flow of 0.016 gm/sec per unit radial area of the chorio-capillaris. Blood flow to tissues surrounding the eye was assumed as 0.001 gm/cm$^3$-sec. In both cases, the specific heat of blood was taken 0.97 cal/gm-°C Ref (15).

6.3 Thicknesses of Eye Media

Thicknesses of various eye media for rhesus monkeys and humans are presented in Table 8.

Table 8

<table>
<thead>
<tr>
<th>THICKNESSES OF EYE MEDIA*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Thicknesses in cm</strong></td>
</tr>
<tr>
<td>Monkey</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>Tear Layer</td>
</tr>
<tr>
<td>Cornea</td>
</tr>
<tr>
<td>Aqueous Humor</td>
</tr>
<tr>
<td>Lens</td>
</tr>
<tr>
<td>Vitreous Humor</td>
</tr>
<tr>
<td>Pigment Epithelium</td>
</tr>
<tr>
<td>Chorio-Capillaris</td>
</tr>
<tr>
<td>Choroid</td>
</tr>
<tr>
<td>Sclera</td>
</tr>
<tr>
<td>Corneal Surface to Second Principal Plane</td>
</tr>
<tr>
<td>Corneal Surface to Pupil</td>
</tr>
</tbody>
</table>

*Ref. 5, 16, 17, and 18
6.4 Experimental Ocular Threshold Damage

To ensure a comprehensive check of the two models, experimental data were acquired by Brooks Air Force Base. These data are associated with retinal and corneal damage and are presented in Tables 9 and 10, respectively. Later, in Section 8 we shall use selected experiments to verify the two models.
### Table 9

**EXPERIMENTAL DATA FOR RETINAL DAMAGE IN RHESUS MONKEY EYES**

<table>
<thead>
<tr>
<th>Run No. (NRJN)*</th>
<th>Wavelength, nm (WAVELENGTH)</th>
<th>Beam Radius (1/e² point) at Cornea, cm (RIM)</th>
<th>Divergence at Cornea, Milli-Radians</th>
<th>Image Radius (1/e² point), cm (RIM)</th>
<th>Total Power of Laser, Watts (POW)</th>
<th>Pulse Width, Sec (DPULSE)</th>
<th>Number of Pulses (nPULSE)</th>
<th>Repetition Rate, Pulses/Sec (REPET)</th>
<th>Lesion Radius, cm (LESION)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2(19)</td>
<td>1060.0</td>
<td>.175</td>
<td></td>
<td>.0025</td>
<td>1.67 x 10¹</td>
<td>5.00 x 10⁻¹²</td>
<td>12</td>
<td>1.45 x 10⁸</td>
<td>.0010</td>
</tr>
<tr>
<td>3(20)</td>
<td>694.3</td>
<td>--- (U)</td>
<td></td>
<td>.0025</td>
<td>2.48 x 10⁵</td>
<td>4.50 x 10⁻¹¹</td>
<td>7</td>
<td>7.25 x 10⁷</td>
<td>.0010</td>
</tr>
<tr>
<td>4(21)</td>
<td>594.3</td>
<td>--- (U)</td>
<td></td>
<td>.0025</td>
<td>2.75 x 10³</td>
<td>8.00 x 10⁻⁹</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>5(22)</td>
<td>1060.0</td>
<td>.15 (M)</td>
<td></td>
<td>.0025</td>
<td>1.20 x 10⁴</td>
<td>1.00 x 10⁻⁸</td>
<td>20</td>
<td>2.00 x 10¹</td>
<td>.0010</td>
</tr>
<tr>
<td>6(22)</td>
<td>1060.0</td>
<td>.150 (M)</td>
<td></td>
<td>.0025</td>
<td>1.22 x 10⁴</td>
<td>1.00 x 10⁻⁸</td>
<td>10</td>
<td>1.00 x 10¹</td>
<td>.0010</td>
</tr>
<tr>
<td>7(22)</td>
<td>1060.0</td>
<td>.150 (M)</td>
<td></td>
<td>.0025</td>
<td>1.37 x 10⁴</td>
<td>1.00 x 10⁻⁸</td>
<td>10</td>
<td>1.00 x 10¹</td>
<td>.0010</td>
</tr>
<tr>
<td>8(22)</td>
<td>1060.0</td>
<td>.150 (M)</td>
<td></td>
<td>.0025</td>
<td>1.57 x 10⁴</td>
<td>1.00 x 10⁻⁸</td>
<td>5</td>
<td>1.00 x 10¹</td>
<td>.0010</td>
</tr>
<tr>
<td>9(22)</td>
<td>1060.0</td>
<td>.150 (M)</td>
<td></td>
<td>.0025</td>
<td>1.64 x 10⁴</td>
<td>1.00 x 10⁻⁸</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>10(20)</td>
<td>694.3</td>
<td>--- (U)</td>
<td></td>
<td>.0025</td>
<td>2.20 x 10³</td>
<td>1.00 x 10⁻⁸</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>11(23)</td>
<td>530.0</td>
<td>.135 (U)</td>
<td></td>
<td>.0025</td>
<td>2.01 x 10²</td>
<td>1.50 x 10⁻⁸</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>12(24)</td>
<td>1060.0</td>
<td>.150</td>
<td></td>
<td>.0025</td>
<td>1.21 x 10⁵</td>
<td>1.50 x 10⁻⁸</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>13(24)</td>
<td>1060.0</td>
<td>.150</td>
<td></td>
<td>.0070</td>
<td>2.11 x 10⁴</td>
<td>1.50 x 10⁻⁸</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>14(24)</td>
<td>1060.0</td>
<td>.150</td>
<td></td>
<td>.0070</td>
<td>7.73 x 10³</td>
<td>1.50 x 10⁻⁸</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>15(23)</td>
<td>530.0</td>
<td>.135</td>
<td></td>
<td>.0025</td>
<td>1.13 x 10¹</td>
<td>1.50 x 10⁻⁸</td>
<td>600</td>
<td>5.00</td>
<td>.0010</td>
</tr>
<tr>
<td>16(23)</td>
<td>530.0</td>
<td>.135 (U)</td>
<td></td>
<td>.0025</td>
<td>3.40 x 10¹</td>
<td>1.50 x 10⁻⁸</td>
<td>150</td>
<td>5.00</td>
<td>.0010</td>
</tr>
<tr>
<td>17(23)</td>
<td>530.0</td>
<td>.135 (U)</td>
<td></td>
<td>.0025</td>
<td>2.60 x 10¹</td>
<td>1.50 x 10⁻⁸</td>
<td>150</td>
<td>5.00</td>
<td>.0010</td>
</tr>
<tr>
<td>19(25)</td>
<td>1060.0</td>
<td>--- (U)</td>
<td></td>
<td>.0045</td>
<td>9.66 x 10³</td>
<td>3.00 x 10⁻⁸</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>20(26)</td>
<td>1060.0</td>
<td>---</td>
<td></td>
<td>.0044</td>
<td>9.33 x 10³</td>
<td>3.00 x 10⁻⁸</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>21(25)</td>
<td>1060.0</td>
<td>---</td>
<td></td>
<td>.0030</td>
<td>7.33 x 10³</td>
<td>3.00 x 10⁻⁸</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>22(25)</td>
<td>1060.0</td>
<td>---</td>
<td></td>
<td>.0045</td>
<td>5.00 x 10³</td>
<td>3.00 x 10⁻⁸</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>23(27)</td>
<td>694.3</td>
<td>.400</td>
<td></td>
<td>.0025</td>
<td>8.70 x 10²</td>
<td>3.00 x 10⁻⁸</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>24(28)</td>
<td>694.3</td>
<td>.395</td>
<td></td>
<td>.00495</td>
<td>8.2 x 10²</td>
<td>3.00 x 10⁻⁸</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>25(29)</td>
<td>694.3</td>
<td>.150</td>
<td></td>
<td>.0025</td>
<td>6.00 x 10²</td>
<td>3.00 x 10⁻⁸</td>
<td>1</td>
<td></td>
<td>.0010</td>
</tr>
</tbody>
</table>
Table 9
EXPERIMENTAL DATA FOR RETINAL DAMAGE IN RHESUS MONKEY EYES (contd)

<table>
<thead>
<tr>
<th>Run No. (NRUN)</th>
<th>Wavelength, cm (WAVEL)</th>
<th>Beam Radius, (1/4 point) at Cornea, cm (RIM)</th>
<th>Full Angle Divergence at Cornea, Milli-Radians (RIM)</th>
<th>Image Radius (1/4 point), cm (RIM)</th>
<th>Total Power of Laser, Watts (PW)</th>
<th>Pulse Width, Sec (Dpulses)</th>
<th>Number of Pulses (NPULSES)</th>
<th>Repetition Rate Pulses/Sec (REPET)</th>
<th>Lesion Radius, cm (LESION)</th>
</tr>
</thead>
<tbody>
<tr>
<td>26(28)</td>
<td>694.3</td>
<td>.150</td>
<td>.0028</td>
<td>5.63·10^2</td>
<td>3.00·10^-8</td>
<td>1</td>
<td>.0010</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>27(28)</td>
<td>694.3</td>
<td>.150</td>
<td>.00495</td>
<td>4.27·10^2</td>
<td>3.00·10^-8</td>
<td>1</td>
<td>.0010</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>28(27)</td>
<td>694.3</td>
<td>.400</td>
<td>.0025</td>
<td>4.33·10^2</td>
<td>3.00·10^-8</td>
<td>1</td>
<td>.0010</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>29(28)</td>
<td>694.3</td>
<td>.150</td>
<td>.0028</td>
<td>3.27·10^2</td>
<td>3.00·10^-8</td>
<td>1</td>
<td>.0010</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>30(27)</td>
<td>694.3</td>
<td>.150</td>
<td>.0025</td>
<td>3.00·10^2</td>
<td>3.00·10^-8</td>
<td>1</td>
<td>.0010</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>31(30)</td>
<td>530.0</td>
<td>--- (U)</td>
<td>.0025</td>
<td>3.33·10^2</td>
<td>5.00·10^-8</td>
<td>1</td>
<td>.0010</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>32(30)</td>
<td>530.0</td>
<td>--- (U)</td>
<td>.0025</td>
<td>1.66·10^2</td>
<td>3.00·10^-8</td>
<td>1</td>
<td>.0010</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>33</td>
<td>1064.0</td>
<td>.20</td>
<td>.0025</td>
<td>1.08·10^2</td>
<td>3.00·10^-7</td>
<td>1</td>
<td>.0010</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>34</td>
<td>1064.0</td>
<td>.20</td>
<td>.0025</td>
<td>9.70</td>
<td>3.00·10^-7</td>
<td>500</td>
<td>1.00·10^2</td>
<td>.0010</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>530.0</td>
<td>.20</td>
<td>.0025</td>
<td>6.00</td>
<td>3.00·10^-7</td>
<td>1</td>
<td>.0010</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>36</td>
<td>1064.0</td>
<td>.20</td>
<td>.0025</td>
<td>2.10·10^1</td>
<td>3.00·10^-7</td>
<td>2</td>
<td>4.00</td>
<td>.0010</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>1064.0</td>
<td>.20</td>
<td>.0025</td>
<td>2.00·10^1</td>
<td>3.00·10^-7</td>
<td>5</td>
<td>1.00·10^1</td>
<td>.0010</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>1064.0</td>
<td>.20</td>
<td>.0025</td>
<td>2.40·10^1</td>
<td>3.00·10^-7</td>
<td>5</td>
<td>1.00</td>
<td>.0010</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>1064.0</td>
<td>.20</td>
<td>.0025</td>
<td>1.50·10^1</td>
<td>3.00·10^-7</td>
<td>50</td>
<td>1.00·10^2</td>
<td>.0010</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1064.0</td>
<td>.20</td>
<td>.0025</td>
<td>9.20</td>
<td>3.00·10^-7</td>
<td>500</td>
<td>1.00·10^1</td>
<td>.0010</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>1064.0</td>
<td>.20</td>
<td>.0025</td>
<td>6.60</td>
<td>3.00·10^-7</td>
<td>500</td>
<td>1.00·10^3</td>
<td>.0010</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>1064.0</td>
<td>.20</td>
<td>.0025</td>
<td>8.00</td>
<td>3.00·10^-7</td>
<td>5000</td>
<td>1.00·10^3</td>
<td>.0010</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>1064.0</td>
<td>.20</td>
<td>.0025</td>
<td>9.70</td>
<td>3.00·10^-7</td>
<td>500</td>
<td>1.00·10^2</td>
<td>.0010</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>1064.0</td>
<td>.990</td>
<td>.0025</td>
<td>1.09</td>
<td>7.36·10^-7</td>
<td>5000</td>
<td>1.00·10^4</td>
<td>.0010</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>1064.0</td>
<td>---</td>
<td>.0025</td>
<td>5.70·10^-1</td>
<td>7.74·10^-7</td>
<td>50000</td>
<td>1.00·10^4</td>
<td>.0010</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>514.5</td>
<td>.075</td>
<td>.08</td>
<td>.0025</td>
<td>1.60·10^-1</td>
<td>1</td>
<td>.0010</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>47</td>
<td>514.5</td>
<td>.075</td>
<td>.08</td>
<td>.0025</td>
<td>6.80·10^-2</td>
<td>1</td>
<td>.0010</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>48</td>
<td>514.5</td>
<td>.075</td>
<td>.08</td>
<td>.0025</td>
<td>2.10·10^-2</td>
<td>1</td>
<td>.0010</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>49</td>
<td>514.5</td>
<td>.075</td>
<td>.08</td>
<td>.0025</td>
<td>1.50·10^-1</td>
<td>1</td>
<td>.0010</td>
<td></td>
<td>.0010</td>
</tr>
<tr>
<td>50</td>
<td>514.5</td>
<td>.18</td>
<td>.06</td>
<td>.0025</td>
<td>5.00·10^-2</td>
<td>4.00·10^-5</td>
<td>1</td>
<td>.0010</td>
<td></td>
</tr>
<tr>
<td>Run No. (SRUN)</td>
<td>Wavelength, (1/e(^2) point) at Cornea, cm</td>
<td>Beam Radius (1/e(^2) point) at Cornea, cm</td>
<td>Full Angle Divergence at Cornea, Milli-Radians</td>
<td>Image Radius (1/e(^2) point), cm</td>
<td>Total Power of Laser, Watts (POWER)</td>
<td>Pulse Width (DUR)</td>
<td>Number of Pulses (NPULS)</td>
<td>Repetition Rate, Pulses/Sec (REP)</td>
<td>Lesion Diameter, cm (LESION)</td>
</tr>
<tr>
<td>----------------</td>
<td>---------------------------------------------</td>
<td>---------------------------------------------</td>
<td>-----------------------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>----------------</td>
<td>----------------</td>
<td>-------------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>51</td>
<td>514.5</td>
<td>0.75</td>
<td>0.8</td>
<td>0.0025</td>
<td>3.00 \times 10^{-2}</td>
<td>4.00 \times 10^{-5}</td>
<td>5</td>
<td>1.00 \times 10^{1}</td>
<td>0.0010</td>
</tr>
<tr>
<td>52</td>
<td>514.5</td>
<td>0.18</td>
<td>0.6</td>
<td>0.0025</td>
<td>5.00 \times 10^{-2}</td>
<td>4.00 \times 10^{-5}</td>
<td>10</td>
<td>1.00 \times 10^{2}</td>
<td>0.0010</td>
</tr>
<tr>
<td>53</td>
<td>514.5</td>
<td>0.18</td>
<td>0.6</td>
<td>0.0025</td>
<td>2.40 \times 10^{-2}</td>
<td>4.00 \times 10^{-5}</td>
<td>50</td>
<td>1.00 \times 10^{2}</td>
<td>0.0010</td>
</tr>
<tr>
<td>54</td>
<td>514.5</td>
<td>0.18</td>
<td>0.6</td>
<td>0.0025</td>
<td>1.10 \times 10^{-2}</td>
<td>4.00 \times 10^{-5}</td>
<td>100</td>
<td>1.00 \times 10^{2}</td>
<td>0.0010</td>
</tr>
<tr>
<td>55</td>
<td>514.5</td>
<td>0.18</td>
<td>0.6</td>
<td>0.0025</td>
<td>2.50 \times 10^{-2}</td>
<td>4.00 \times 10^{-5}</td>
<td>500</td>
<td>1.00 \times 10^{3}</td>
<td>0.0010</td>
</tr>
<tr>
<td>56</td>
<td>514.5</td>
<td>0.75</td>
<td>0.8</td>
<td>0.0025</td>
<td>2.10 \times 10^{-2}</td>
<td>1.00 \times 10^{-3}</td>
<td>1</td>
<td>1.00 \times 10^{1}</td>
<td>0.0010</td>
</tr>
<tr>
<td>57</td>
<td>514.5</td>
<td>0.75</td>
<td>0.8</td>
<td>0.0025</td>
<td>1.90 \times 10^{-2}</td>
<td>1.00 \times 10^{-3}</td>
<td>5</td>
<td>1.00 \times 10^{1}</td>
<td>0.0010</td>
</tr>
<tr>
<td>58</td>
<td>514.5</td>
<td>0.75</td>
<td>0.8</td>
<td>0.0025</td>
<td>1.50 \times 10^{-2}</td>
<td>1.00 \times 10^{-3}</td>
<td>50</td>
<td>1.00 \times 10^{2}</td>
<td>0.0010</td>
</tr>
<tr>
<td>59</td>
<td>520.8</td>
<td>0.144</td>
<td>0.54</td>
<td>0.0025</td>
<td>1.05 \times 10^{-2}</td>
<td>4.00 \times 10^{-2}</td>
<td>1</td>
<td>1.00 \times 10^{1}</td>
<td>0.0010</td>
</tr>
<tr>
<td>60</td>
<td>647.1</td>
<td>0.124</td>
<td>0.8</td>
<td>0.0025</td>
<td>1.20 \times 10^{-2}</td>
<td>4.00 \times 10^{-2}</td>
<td>1</td>
<td>1.00 \times 10^{1}</td>
<td>0.0010</td>
</tr>
<tr>
<td>61</td>
<td>647.1</td>
<td>0.125</td>
<td>19.6</td>
<td>0.0140</td>
<td>3.86 \times 10^{-2}</td>
<td>2.50 \times 10^{-1}</td>
<td>1</td>
<td>1.00 \times 10^{1}</td>
<td>0.0010</td>
</tr>
<tr>
<td>62</td>
<td>620.8</td>
<td>0.125</td>
<td>19.6</td>
<td>0.0140</td>
<td>3.77 \times 10^{-2}</td>
<td>2.50 \times 10^{-2}</td>
<td>1</td>
<td>1.00 \times 10^{1}</td>
<td>0.0010</td>
</tr>
<tr>
<td>63</td>
<td>647.1</td>
<td>0.125</td>
<td>7.8</td>
<td>0.0090</td>
<td>2.00 \times 10^{-1}</td>
<td>1.00 \times 10^{-1}</td>
<td>1</td>
<td>1.00 \times 10^{1}</td>
<td>0.116</td>
</tr>
<tr>
<td>64</td>
<td>647.1</td>
<td>0.125</td>
<td>33.4</td>
<td>0.0225</td>
<td>3.20 \times 10^{-1}</td>
<td>5.00 \times 10^{-1}</td>
<td>1</td>
<td>1.00 \times 10^{1}</td>
<td>0.0342</td>
</tr>
<tr>
<td>65</td>
<td>647.1</td>
<td>0.125</td>
<td>63.3</td>
<td>0.0425</td>
<td>4.25 \times 10^{-1}</td>
<td>1.00</td>
<td>1</td>
<td>1.00 \times 10^{1}</td>
<td>0.0525</td>
</tr>
<tr>
<td>66</td>
<td>647.1</td>
<td>0.125</td>
<td>78.9</td>
<td>0.0525</td>
<td>4.25 \times 10^{-1}</td>
<td>4.00</td>
<td>1</td>
<td>1.00 \times 10^{1}</td>
<td>0.0895</td>
</tr>
<tr>
<td>67</td>
<td>514.5</td>
<td>0.075</td>
<td>0.8</td>
<td>0.0025</td>
<td>1.63 \times 10^{-3}</td>
<td>1000</td>
<td>1</td>
<td>1.00 \times 10^{1}</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

* Reference numbers given in parentheses, otherwise test data are from Brooks AFB.

** U = uniform and M = multimode, otherwise profile has a gaussian shape
Table 10

EXPERIMENTAL DATA FOR CORNEAL DAMAGE IN RHECUS MONKEY EYES

<table>
<thead>
<tr>
<th>Run No. (NRUN)*</th>
<th>Wavelength, (nm) (WAVE)</th>
<th>Beam Radius at Cornea (cm) (RIM)</th>
<th>Total Power of Laser, Watts (POW)</th>
<th>Pulse Width, Sec (DPULSE)</th>
<th>Number of Pulses (NPULSE)</th>
<th>Repetition Rate, Pulses/Sec (REPET)</th>
<th>Lesion Radius, cm (LESION)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1(31)</td>
<td>2735</td>
<td>.029</td>
<td>$1.80 \cdot 10^4$</td>
<td>$4.50 \cdot 10^{-8}$</td>
<td>1</td>
<td>-</td>
<td>.045</td>
</tr>
<tr>
<td>2(31)</td>
<td>3765</td>
<td>.034</td>
<td>$2.74 \cdot 10^4$</td>
<td>$1.00 \cdot 10^{-7}$</td>
<td>1</td>
<td>-</td>
<td>.053</td>
</tr>
<tr>
<td>3(32)</td>
<td>10600</td>
<td>.177</td>
<td>$3.93 \cdot 10^1$</td>
<td>$1.00 \cdot 10^{-3}$</td>
<td>1</td>
<td>-</td>
<td>.140</td>
</tr>
<tr>
<td>4(32)</td>
<td>10600</td>
<td>.177</td>
<td>$2.37 \cdot 10^1$</td>
<td>$2.00 \cdot 10^{-3}$</td>
<td>1</td>
<td>-</td>
<td>.140</td>
</tr>
<tr>
<td>5(32)</td>
<td>10600</td>
<td>.177</td>
<td>7.36</td>
<td>$6.00 \cdot 10^{-3}$</td>
<td>1</td>
<td>-</td>
<td>.140</td>
</tr>
<tr>
<td>6(31)</td>
<td>2795</td>
<td>.064</td>
<td>$5.50 \cdot 10^{-1}$</td>
<td>$1.00 \cdot 10^{-2}$</td>
<td>1</td>
<td>-</td>
<td>.045</td>
</tr>
<tr>
<td>7(32)</td>
<td>10600</td>
<td>.177</td>
<td>3.56</td>
<td>$1.00 \cdot 10^{-2}$</td>
<td>1</td>
<td>-</td>
<td>.140</td>
</tr>
<tr>
<td>8(31)</td>
<td>2727</td>
<td>.064</td>
<td>$4.00 \cdot 10^{-1}$</td>
<td>$2.50 \cdot 10^{-2}$</td>
<td>1</td>
<td>-</td>
<td>.045</td>
</tr>
<tr>
<td>9(33)</td>
<td>10600</td>
<td>.280</td>
<td>2.76</td>
<td>$5.50 \cdot 10^{-2}$</td>
<td>1</td>
<td>-</td>
<td>.140</td>
</tr>
<tr>
<td>10(31)</td>
<td>2795</td>
<td>.064</td>
<td>$1.32 \cdot 10^{-1}$</td>
<td>$1.00 \cdot 10^{-1}$</td>
<td>1</td>
<td>-</td>
<td>.045</td>
</tr>
<tr>
<td>11(31)</td>
<td>2727</td>
<td>.064</td>
<td>$1.80 \cdot 10^{-1}$</td>
<td>$1.00 \cdot 10^{-1}$</td>
<td>1</td>
<td>-</td>
<td>.045</td>
</tr>
<tr>
<td>12(32)</td>
<td>10600</td>
<td>.177</td>
<td>1.21</td>
<td>$1.00 \cdot 10^{-1}$</td>
<td>1</td>
<td>-</td>
<td>.010</td>
</tr>
<tr>
<td>13(31)</td>
<td>3715</td>
<td>.075</td>
<td>$3.25 \cdot 10^{-1}$</td>
<td>$1.25 \cdot 10^{-1}$</td>
<td>1</td>
<td>-</td>
<td>.052</td>
</tr>
<tr>
<td>14(31)</td>
<td>2795</td>
<td>.064</td>
<td>$6.09 \cdot 10^{-2}$</td>
<td>$5.00 \cdot 10^{-1}$</td>
<td>1</td>
<td>-</td>
<td>.045</td>
</tr>
<tr>
<td>15(31)</td>
<td>2727</td>
<td>.064</td>
<td>$9.00 \cdot 10^{-2}$</td>
<td>$5.00 \cdot 10^{-1}$</td>
<td>1</td>
<td>-</td>
<td>.045</td>
</tr>
<tr>
<td>16(31)</td>
<td>3715</td>
<td>.075</td>
<td>$1.35 \cdot 10^{-1}$</td>
<td>$5.00 \cdot 10^{-1}$</td>
<td>1</td>
<td>-</td>
<td>.053</td>
</tr>
<tr>
<td>17(32)</td>
<td>10600</td>
<td>.177</td>
<td>$3.78 \cdot 10^{-1}$</td>
<td>1.00</td>
<td>1</td>
<td>-</td>
<td>.140</td>
</tr>
<tr>
<td>18(32)</td>
<td>10600</td>
<td>.177</td>
<td>$1.47 \cdot 10^{-1}$</td>
<td>5.00</td>
<td>1</td>
<td>-</td>
<td>.140</td>
</tr>
</tbody>
</table>

* Reference numbers given in parentheses

** Lesion was estimated
7. COMPUTER CODES

In this section we shall describe the Retinal and Corneal models used to predict thermal damage to the retina, cornea and lens. Listings, nomenclature, and sample data for the two codes are presented in Appendices K and L. Basic analytical studies used to develop the codes are presented in Appendices A, B, C, D, E, F, H, and I. In this section we shall describe the two codes with particular emphasis being given to the users needs. First, we shall cover the major aspects of the codes, and then examine each code in detail.

Each code starts with a description of the laser exposure as presented below

- wavelength
- total power in the laser beam on the cornea
- shape of laser beam profile
- distance of laser's waist from pupil
- pulse duration
- number of pulses
- repetition rate

Then these input data are used to establish how the laser's beam is refracted into the eye (See Section 3). Next, the resultant laser profile and power are used in conjunction with the thicknesses and absorption coefficients of the various eye media, to determine the deposition of energy into the eye (See Appendix F) at select points in the grid system indicated by Fig. 4. Here we have chosen polar coordinates in r and z (See Appendix A) to identify the various locations of the eye.

To calculate the transient temperatures within the eye resulting from a single laser pulse, we have used a finite-difference method formulated by Tech. Inc. (Refs. 1,52) using the work of Peaceman (Ref. 2). This method represents an alternating explicit implicit technique for computing the temperature rises that allows use of constantly expanding time steps.
Temperature predictions for multiple pulses (See Appendix D) are made using the resultant temperature predictions for a single pulse. Total damage is predicted by integrating the rates of damage over the times at which the rates of damage are significant.

Based on the damage criterion of Ref. 3, the codes compute the total laser powers required to damage each of the specified locations within the eye. After the threshold powers are found for the specified points, the codes predict the region damaged by the particular laser power specified by the user. The damaged region is found by interpolating the radial extent of damage at various depths, as well as the axial extent of damage along the axis of the eye.

Having briefly reviewed the principal features of the two models, let us now examine each code in detail.

7.1 Retinal Model

The Retinal model consists of a main program plus five subroutines. Principal features of the code are illustrated in Fig. 8. Here we shall describe each part of the Retinal model using the listing presented in Appendix K. Throughout this discussion we shall refer to the sequence numbers at the left-hand side of the listing. Included in Appendix K is a description of the variables, sample data, and output results.

All input data required by the code are read in the main program and subroutine IMAGE. The order in which the data are read in is indicated by the numbers at the right-hand side of the listing. Read statements with asterisks are executed only for irregular laser profiles.

7.1.1 Main Program for Retinal Model

Figure 9 illustrates key portions of the Main Program. Numbers in the boxes refer to the sequence numbers of the listing. The symbols i, j, k refer to the grid positions Z(i), R(j) and times XT(k), respectively.
MAIN PROGRAM:
Computes temperature rises, and laser power necessary to irreversibly damage eye at various depths and radii

Subroutine GRID:
Computes grid points and elements for use in the finite-difference equations for heat conduction

Subroutine HTXDEP:
Assesses rates of energy deposition at each grid point

Subroutine MXGRAN:
Computes ratio of average temperature rise of melanin granules to that of surrounding media

Subroutine IMAGE:
Computes image profile on retina

Subroutine BLOOD:
Computes contributions to matrix elements A and B of finite-difference equations due to blood flow

Fig. 8 SCHEMATIC ILLUSTRATION OF PRINCIPAL ROUTINES OF RETINAL MODEL
Fig. 9  FLOW DIAGRAM OF MAIN PROGRAM OF RETINAL MODEL
Retinal Main: Sequence Numbers 1-52

Sequence numbers 25 through 27 define the number $N_1$ of uniform grid increments, and the total number $N_3$ of grid points in the radial grid. Here $N_1$ must be less than $N_3$. The size of the smallest radial grid increments $D_r$ is established at sequence numbers 30 and 31. For gaussian or irregular laser profiles, $D_r$ is found by subdividing the lesion radius $\text{LESION}$ into an integer number $LIM$ of increments. For uniform profiles, $D_r$ is found by subdividing the profile radius $\text{RIM}$ into $(LIM-0.5)$ increments. At present, all values of $D_r$ should be larger than about 0.0003 cm to avoid temperature instability. To use smaller $D_r$ values, the size of the initial time steps $D_T$ must be decreased and the dimension $K_T$ increased in the appropriate arrays (see Appendix K). If one wishes to reduce $D_r$ by a factor $\xi$, then $D_T$ should be decreased by the factor $\xi^2$.

At sequence numbers 37 and 38, the index $LPX$ is set equal to 0 or 1 according to whether the laser exposure involves single or multiple pulses, respectively. This index is used to control the course of the computations. At sequence numbers 42 and 43, the laser power and pulse duration are altered when the pulse duration is less than $0.3 \cdot 10^{-8}$ sec. In these alterations, the total energy is preserved. These changes save on computational time and reflect the fact that the conduction of heat is insignificant during times less than $0.3 \cdot 10^{-8}$ sec.

Retinal Main: Sequence Numbers 54-63

At sequence numbers 54 through 63, the time step $D_T$ and the total time $TIME$ are computed using the arrays $XCT$, $NPT$, and $KTT$. Specific values for $X_C$, $N_P$ and $K_T$ are selected from these arrays as a function of the pulse duration $\text{DPULSE}$. The array $XCT$ presents values for the expansion factor $X_C$ by which successive time steps are increased; $NPT$ the number of time steps $NP$ contained within $\text{DPULSE}$; and $KTT$ the total number of time steps $K_T$. The values assigned these arrays are given in the sample data cards 18, 17 and 19 presented in Appendix K. The result of these computations is time steps $D_T$, $X_C \cdot D_T$, $X_C^2 \cdot D_T$, ..., $X_C^{(K_T-1)} \cdot D_T$, where the total time $TIME$ is given by
The elapsed time from the start of a pulse to the \( K \)-th time step is represented by \( X_T(K+1) \). Here \( X_T(1)=0 \). At the end of a pulse of duration \( D_P \),

\[
X_T(K_M) = D_P \tag{22}
\]

Retinal Main: Sequence Numbers 66-77

At sequence numbers 66 through 77, the code computes \( T_M, D_T, K_T \) and \( K_M \) for multiple-pulsed exposures. Here the expansion factor \( X_C \) is set equal to the relatively large value of 1.4 so that the total time \( T_M \) brackets all the pulses without resorting to large numbers of time steps. The total time \( T_M \) is determined by first evaluating the train length, and then multiplying the result by the value selected from the array \( F_T \). To provide maximum flexibility the array \( F_T \) is described by input data as a function of pulse duration. Elements of \( F_T \) should always be greater than 1.

If the temperature rises from a pulse do not approach zero in the allotted time, then one should increase the particular element of the array \( F_T \) corresponding to \( D_P \).

To integrate damage over each pulse, \( D_P \) is subdivided into \( N_P \) uniform time steps of magnitude \( P_T \) (See Appendix D). For more refined damage calculations, one can increase the number of intervals bearing in mind that it will require increases in the dimensions of arrays with arguments \( K_T \) and \( K_X \) (See Appendix K). Here \( K_X \) equals the total number of time intervals used to evaluate damage from pulse to pulse and presently equals \( N_P+3 \) (see sequence number 331).

Retinal Main: Sequence Numbers 82-89

At sequence numbers 82 through 89, the indices for grid points along the \( Z \) axis, \( i \), are chosen along with the size of the smallest increment \( D_Z \) along the \( z \) axis. To conserve on computational time, \( D_Z \) is increased with the pulse duration \( D_P \).
At sequence number 87, the first grid point in the pigment epithelium designated by IPE is located at the second uniform grid point shown in Fig. 4. Also, the first grid point in the cornea designated by IPA is located at the second grid point.

**Retinal Main: Sequence Numbers 91-100**

From sequence numbers 91 through 98, the distances ZD of the various interfaces from the cornea are computed using the assigned thicknesses for the various media. Here ZD(8) is set equal to an exceptionally large value to ensure it contains Z(M3), the last grid point on the Z axis.

At sequence number 99, subroutine GRID is called to compute
- the locations of all grid points Z(i), R(j),
- the indices for the various eye media, and
- other spatially-dependent thermal properties.

A discussion of this subroutine is given in Section 7.1.2.

At sequence number 100, the number of grid points NVL in the chorio-capillaris for any specified value of J is calculated using the first grid point IPV and last point LPV in the layer.

**Retinal Main: Sequence Numbers 102-106**

Here the i,j indices, at which temperature print outs are desired, are computed. These points are chosen according to the values assigned ID1, ID2, JD1 and JD2 on data card no. 11.

**Retinal Main: Sequence Numbers 113-114**

Here the i indices associated with points in the vascular layer are computed and stored in the array IBLOOD.

**Retinal Main: Sequence Numbers 116-121**

In this section the normalized irradiance profile HR is set to zero and subroutine IMAGE called to evaluate HR at the retina. In this regard, two options are available to the user. Either one can input the retinal image directly by setting IFIL=0, or compute the image as described in Section 3 and Appendix II by setting IFIL=1.
When IFIL equals zero, the program sets the image equal to the profile described by input data on cards 4 and 6 of the main program (for gaussian and uniform profiles), or cards 19A*, 19A** and 19A*** of subroutine IMAGE (for irregular profiles). Otherwise these profiles are considered to be at the cornea and the retinal images are calculated in subroutine IMAGE.

**Retinal Main: Sequence Numbers 131-139**

Here the blood flows entering (IFLOWI) and leaving (XFLOWO) the chorio-capillaris are specified at various radial distances DFLOW. These blood flows are all on a unit area basis and are distributed uniformly over a circular area of radius RVL such that the total flow equals CFLOW. Presently the incoming and exiting flows are set equal. This means that there is no net radial flow. However, the code is structured so that one can easily vary the incoming and exiting flows with radius as more detailed information is acquired.

**Retinal Main: Sequence Numbers 144-146**

In this section the initial temperature rises are set to an insignificantly nonzero value (10^-10), to prevent underflow. Computer installations without library routines to handle underflow will not tolerate temperature rises of the order of 1 \cdot 10^{-37} that are other than zero.

**Retinal Main: Sequence Numbers 172-257**

This part of the code assesses temperature rises caused by a single pulse as described by Appendix A. Here heat is deposited at a rate of S(i,j) per unit volume at each point Z(i),R(j) during the pulse, i.e. at times of XT(1), XT(2)…XT(KM). After the pulse, S(i,j) is set equal to zero by subroutine HTXDEP.

Two provisions are left to the discretion of the user. The first is that one can subdivide the time intervals used to compute the temperature rises without changing the time steps XT(K) - XT(K-1). This involves changing the integer IKX which provides for 2 \cdot IKX time intervals of size (XT(K)-XT(K-1))/(2 \cdot IKX). For this purpose, IKX may be altered by adjusting the values of EDT1 and EDT2 assigned
as input data on card no. 12. This provision is included so that one can improve accuracy or eliminate instability without having to increase the number of time steps KT. Except for long pulse times, a value of 1 for IKX is usually adequate. To reflect the fact that IKX should be greater than 1 for pulse widths of the order of 1000 sec or more, DPULSE has been included in the evaluation of IKX.

The second option is the times at which temperature printouts are desired. This option is provided by the value assigned ITYPE in the input data. If one wishes print outs at each time XT, then one merely sets ITYPE = 1. If one wishes printouts at every n-th XT, then ITYPE should be set equal to n. Print outs will always be provided at the conclusion of the pulse as well as at the last time XT(KT).

Retinal Main: Sequence Numbers 263-268
Here we complete the evaluation of the array XPD(K) describing the ratio of the average temperature of the granules to the average temperature of the region of the pigment epithelium in which they lie. The values for XPD(K) are given at times of XT(K) and approach 1 after the conclusion of a pulse. This reflects the fact that the excess heat in the granules is dissipated to its immediate surroundings following a pulse.

Retinal Main: Sequence Numbers 275-294
Here we select the points ID(L), JD(L) at which damage calculations are to be made. Two input parameters are required to specify the points. The first is the radial distance RMAX over which damage assessments are desired. Here the code assesses damage for all grid points starting at R(1) and ending at the first point beyond RMAX, namely R(JM).

The second control one has in selecting the points is in the value assigned LIMAX. Knowing this variable, the code establishes the depth Z(IMAX) of greatest temperature rise, and then assess the damage from Z(IMAX-LIMAX) to Z(IMAX+LIMAX). Thus when LIMAX is set equal to zero, damage is only evaluated at the depth of highest temperature.
The number of points at which damage is to be evaluated is given by \( L_{IJ} \). If \( L_{IJ} \) is larger than the allotted dimension for the arrays associated with \( L_{IJ} \) then the computations will stop. Moreover, care should be exercised not to designate more points than needed -- first, because points remote from the region of greatest temperature require considerable time to heat and cool, and secondly because of the appreciable increase of storage required when \( L_{IJ} \) is increased.

Retinal Main: Sequence Numbers 299-403

In this section the temperature rises caused by multiple pulses are computed using the temperature predictions for a single pulse. Also, the array \( Z_{TT} \) is evaluated for subsequent computations of the damage.

First, the temperature rises at the points, at which damage calculations are desired, are stored in the array \( V_E(L,K,n) \). In the array \( V_E \) the point is at \( ID(L), JD(L) \), the time is \( XT(K) \), and \( n=1 \) when \( V_E \) represents the temperature rise of the region around the point while \( n=2 \) when \( V_E \) represents the average temperature rise of the granules. When the point is not in the pigment epithelium, the two temperatures \( V_E \) for \( n=1 \) and 2 are the same.

As may be noted at sequence number 315, provisions have been made to evaluate \( N_{TEST} \) exposures during a single computer run. These exposures may differ only in their repetition rate or number of pulses.

The basis for the multiple-pulse computations is presented in Appendix D. First the temperatures are interpolated at select interpulse times during and between pulses. The interpulse times differ from the times \( XT(K) \). The total number of interpulse times from one pulse to the next, is given by \( KX \) -- where \( NP \) interpulse times are uniformly spaced across each pulse and three are uniformly spaced across the interval between pulses. Measured from the beginning of each pulse, the interpulse times for the thermal damage calculations are stored in \( Z_{TX}(L3) \) while the interpulse times for predicting the granule temperatures are stored in \( Z_T(L3) \). Then the temperatures \( V_E \) for a single pulse are used to compute the temperature rises \( V_Z \) from multiple pulses.
Temperatures are stored in VZ for each pulse only when the number of pulses is less than 20. Otherwise the code groups the pulses into an odd number of IN pulses, and stores the temperatures associated with the middle pulse of each groups of pulses. Later these temperatures will be used to assess the damage caused by each group. The number of groups of pulses during the exposure is INX, while the number of groups in the time TIME is represented by INXX. Generally, TIME exceeds the train length so more pulses are considered than actually exist. The reason for using more pulses than exist is to provide for temperature predictions following the exposure (see Appendix D). This point will be returned to later in this section.

In order to relate the interpulse times to the times XT, it is first necessary to add the interpulse times ZTX and ZT to the product of the number of prior pulses and the time interval TC from pulse to pulse. These times are designated by X3 and are calculated at sequence numbers 367 and 371, where L7 equals the number of pulses started during the times of interest.

From sequence numbers 363 to 3/8, the temperatures during the middle pulse of the first group of pulses are evaluated and stored in VZ(L,L6,L3,n) where L indicates the point ID(L), JD(L) at which the temperatures are calculated; L6 labels the groups of pulses concerned; L3 designates particular interpulse times, and n indicates whether the temperatures are for the media or granules.

To interpolate the temperatures at time X3, it is first necessary to determine which pair of XT(K) bracket X3. To this end it should be remembered that the times XT are given by

\[ XT(1) = 0 \]
\[ XT(K) = DT \cdot \frac{X_{C} \cdot K - 1 - 1}{X_{C} - 1}, \quad K \geq 2 \]  

To find the time XT(K) just prior to X3, one merely substitutes X3 for XT(K) and solves for the integer value of K. In this manner X3 is located between XT(K) and XT(K+1). Linear interpolation is then used to find the temperature at time X3.
From sequence numbers 379 through 397, the computations are continued for the 2nd, 3rd...INXX group of pulses (L6=2,3....). In each case the computations start with the pulse following the last pulse considered and end with the middle pulse of the succeeding group. In the process the temperature contributions are added sequentially for all pulses. The result is a description VZ of the temperature rises during and immediately following selected pulses for a total of IN·INXX pulses.

As mentioned previously the number of pulses IN·INXX considered exceeds the number of pulses IN·INX in the exposure. Therefore, for times exceeding the total exposure time, one must subtract the temperature contributions from the last IN·(INXX-INX) pulses. This operation is performed at sequence numbers 398 through 402.

Retinal Main: Sequence Numbers 404-462

Here we compute the damage caused by temperatures from multiple pulses. Damage is evaluated at the points with indices ID(L), JD(L). For each point, an initial estimate is made of the factor CQ by which the input laser power POW must be multiplied to cause irreversible damage. This operation is conducted from sequence numbers 413 through 416. This estimate of CQ is purely empirical based on the pulse duration DPULSE and the peak temperature rise at the conclusion of the last pulse. The computations are aborted if the temperature rise is below 0.001°C. This provision is included to prevent examination of remote points wherein there is no temperature rise. In such situations an arbitrary threshold power of $10^{20}$ is printed for the points ID(L), JD(L).

Having made an initial estimate of the laser power, the next step is to set the control indices LLT and LGT to 0. These indices become 1 when the assumed laser power is below or above the predicted threshold value, respectively. We will return to this point later.

The damage calculations are made from sequence numbers 421 through 432. Two criteria are used to assess damage. The first
is the use of an arbitrary temperature $T_{\text{STEA}}$ of the melanin granules. If the temperature rise of the granules $V_2(L,L_6,L_3,2)$ exceeds $T_{\text{STEA}}-T_0$, where $T_0$ represents the initial temperature, then irreversible damage is assumed. For the computer runs considered, the granule temperatures are high enough to cause damage. However, the fact that the experimental damage results are more in line with the thermal denaturation criteria suggests that any damage caused by steam is too localized to be observable. Within a time increment of say $\Delta t$, the incremental damage $\Delta \Omega$ caused by thermal denaturation is (see Section 5)

$$
\Delta \Omega = C_1 \exp(-C_2/T_a(t)) \Delta t
$$

where $C_1$ and $C_2$ are constants and $T_a(t)$ is the absolute temperature. Irreversible damage occurs if and when

$$
\int_0^t \Delta \Omega \cdot dt > 1
$$

Being that $C_1$ is a very large number and the exponential is a very small number, it is advisable to evaluate the damage using logarithms. Therefore, taking the log of Eq. 24 yields

$$
\ln(\Delta \Omega) = \ln C_1 - C_2/T_a(t) + \ln \Delta t
$$

To assess the incremental damage one merely sums the exponentials of the logarithm of $\Delta \Omega$. The accumulated damage DAMC is therefore given by

$$
\text{DAMC} = \sum_t \exp(X_1)
$$

where $X_1 = \ln C_1 - C_2/T_a(t) + \ln \Delta t$. When groups of pulses are considered, $\Delta t$ is multiplied by the number of pulses IN per group.

After the damage has been evaluated for the assumed laser power, $C_0$ is either increased or decreased by 4% according to whether DAMC is less than or greater than 1, respectively. In the process LLT is set equal to one if $\text{DAMC} < 1$ or LGT is set equal to one if $\text{DAMC} > 1$. Once both LLT and LGT are equal to 1, the
damage calculations are completed in that one has crossed over the threshold value. One half of the last 4% correction is then returned to CQ so that one can be assured that the predicted value is accurate to within 2%. To separate the predictions of laser power caused by the two criteria, TSTEAM is progressively increased until the last two sets of power predictions are the same. To determine when this occurs, one of the predicted laser powers is stored in XQ so it can be compared with its subsequent prediction.

As a result, the last two sets of power predictions are associated with thermal damage while earlier predictions indicate the laser power necessary to raise the granule temperature above TSTEAM. One word of caution is needed at this point. Damage assessments are only made over the time TIME. At regions far removed from the region of greatest energy deposition, the assigned TIME may not be adequate. The adequacy of the time may be judged by examining the temperature print-outs. If the temperature peaks, and then drops by more than roughly 5°C, then the predicted power is satisfactory. Otherwise, one should increase TIME through the array FTIME and increase dimensions of arrays containing the time index KT.

Retinal Main: Sequence Numbers 463-508

This section provides data cards for plotting the temperatures at times specified by the user. Here the temperature rises from multiple pulses are calculated at points with indices i ranging from 111 through 112 and j indices ranging from JJ1 through JJ2. The times at which the temperatures are desired are inputted by the user in the array TIMEX. These times are measured from the start of the first pulse and may assume any value from 0 to TIME. These calculations are essentially the same as those of sequence numbers 361 through 403.

In addition to the temperature rises, the plotting routine must know the range of the points over which plots are desired as well as the peak temperature rise RGV of the profile. Also to aid in identifying the curves, a provision has been included to label a particular curve. The curve to be labeled will have an i index corresponding to the assigned value for II3.
In addition to providing data cards for plotting, provisions are also made for print-outs of the data. Three options are available in this regard. If KTYPE is assigned a value of 0, then no cards or print-outs will be provided. If KTYPE=n and KTYPEO=1 the code will only print the temperature rises at n times TIMEX(n). Values of KTYPE=n and KTYPEO=0 will provide both cards as well as print-outs.

Retinal Main: Sequence Numbers 523-564

This portion of the code computes the damage from single pulses. The basic difference from the damage calculations for multiple pulses is the use of the temperatures at the times XT(K). Here the code assesses the damage from the KM time intervals, i.e. XT(2)-XT(1), XT(3)-XT(2), etc., during the pulse as well as an additional (KT-KM) time intervals following the pulse. As with multiple pulses, damage is evaluated by using the temperatures at the mid-points of the above time intervals. Other than the difference in time intervals the computations are identical to those for multiple pulse and the same observations apply.

Retinal Main: Sequence Numbers 578-603

Here provisions are made for preparing data cards for constructing 3-D and 2-D profiles of the temperature at selected locations and times. Except for the use of a single pulse, the computations are identical to those used for multiple pulses.

Retinal Main: Sequence Numbers 605-653

In the final portion of the main program, the predicted threshold powers QD for specified points are used to assess the region damaged by the particular laser power specified by the user.

To assess the axial extent of the damage, the computer first scans the predicted powers to find the i indices at which the predicted powers bracket the specified power POX=POW. For minimum depths of damage the i indices are 15 and 16 while for maximum depths of damage the i indices are 17 and K8. If POW is lower than all the QD(i,1), then 16 assumes the value 0 and all remaining computations are aborted.

54
If POW exceeds all the QD(I,1), then the computer prints a message indicating this fact and all future axial computations are aborted.

To interpolate the depths where QD=POW, the following equation is used

\[ QD = X_1 \cdot \exp(X_2 \cdot z) \]  

(28)

where QD represents the power, \( z \) represents the axial distance and \( X_1 \) and \( X_2 \) are constants to be evaluated. By substituting the two laser powers, say QD1 and QD2, that bracket POW into Eq. 28 along with their axial distances, say \( z_1 \) and \( z_2 \), one can solve the resultant equations for \( X_1 \) and \( X_2 \). The result is

\[ X_1 = \frac{QD_1}{\exp(X_2 \cdot z_1)} \]  

(29)

\[ X_2 = \log\left(\frac{QD_2}{QD_1}\right)/(z_2 - z_1) \]  

(30)

Thus, substituting \( X_1 \) and \( X_2 \) back into Eq. 28, replacing QD by POW, and solving for the threshold depth \( z \) yields

\[ z = \log(\frac{POW}{X_1})/X_2 \]  

(31)

By using the pair of laser powers found for small \( i \) values and for large \( i \) values, one arrives at the minimum and maximum depths of damage along the eye's axis.

Starting at sequence number 632, a similar set of computations is made to assess the radial extent of damage for the depths at which the predicted power exceeds POX or POW. Except for the use of \( r \) instead of \( z \), the same analysis is used as exemplified by Eqs. 28 through 31. This then completes the description of the main program.

7.1.2 Subroutine Grid for Retinal Model

Subroutine grid establishes the values for \( Z(i) \) and \( R(j) \) subject to the values assigned \( N, N_1, N_3, DR, RVL, M, M_1, M_2, M_3, TAV, \) and \( DZ \) in the main program. Also the subroutine evaluates the matrix elements \( A \) and \( B \) for the finite-difference solution of the heat conduction equation. Moreover, the subroutine determines
the location of the i indices associated with the first and last points of each eye media. Finally, the subroutine stores the assigned thermal conductivities CON(i) and heat capacities VSH(i) at the appropriate depths Z(i).

Appendix I describes the techniques used to develop the grid network.

**Retinal Grid: Sequence Numbers 15-21**

Here the subroutine evaluates the expansion factor by which the radial grid steps are sequentially increased starting at j=N1. The grid is selected so that the radial extent RVL of the eye is located at

\[ RVL = \frac{(R(N-1) + R(N))}{2} \]  

(32)

For more details the reader is referred to Appendix I.

**Retinal Grid: Sequence Numbers 27-32**

In this section the radial distances of the radial points R(j) are evaluated and assigned.

**Retinal Grid: Sequence Numbers 34-52**

Here the matrix elements B(j,1), B(j,2) and B(j,3) are evaluated for the finite-difference solution of the heat conduction equation. A description of this evaluation is presented in Appendix A.

**Retinal Grid: Sequence Numbers 54-61**

This portion of the code computes the expansion factor R1 for the z grid. The surface of the cornea is located halfway between Z(1) and Z(2), while the surface of the pigment epithelium is located halfway within the first uniform element. This element is bounded by the points Z(M2-M1+1) and Z(M2-M1+2).

**Retinal Grid: Sequence Numbers 64-76**

Here the subroutine computes and assigns the values for the various Z(i) using the expansion factor R1.

**Retinal Grid: Sequence Numbers 80-100**

Here the subroutine uses the depths of the various interfaces to locate the initial and last grid points in each media. The resulting i values are stored in the arrays IX and LX and then assigned to IPV, IPD,...LPS, LPT.
To provide for the possibility that the various eye media may have different thermal conductivities $CONX$ and heat capacities $VSHX$, provisions are made for such variations. To this end, the assigned thermal properties are stored with depth in the arrays $CON(i)$ and $VSH(i)$.

Here the matrix elements $A(i,1), A(i,2)$ and $A(i,3)$ are evaluated for use in the finite-difference equations of the heat conduction equation discussed in Appendix A. These elements were chosen so that there is no heat flow from the cornea to the environmental air. In this regard, no consideration was given to the effects of blinking.

This subroutine performs two major functions. These are to determine the

- normalized image profile $HR$ at the retina (normalized profiles have a value of 1 at the eye's axis)
- irradiance $QP$ on the eye's axis by which the normalized profile $HR$ must be multiplied to obtain the irradiance across the image prior to any internal reflections or absorption. The latter is accounted for in subroutine MTEXEP.

Here the number of radial increments for the spread function (see Appendix H) integration is specified. The integration is made across the entire laser beam or pupil radius -- whichever is the smaller. In situations in which the beam is smaller than the pupil, $LII$ becomes less than $LI$.

For most exposures, 500 increments are adequate. The one exception is when much of the laser's energy is beyond about 0.1 cm from the center of the pupil. In such situations, it is advisable to increase the number of increments. A very crude rule of thumb is to use an $LI$ value of 5000 times the radius wherein most of the
energy is contained. This is necessary to decrease the intervals of the argument of the Bessel Function at larger radial distances $r$.

Retinal Image: Sequence Numbers 25-26

Any shape of laser profile may be accommodated by the code. The most obvious profiles are the gaussian (IPROF=1) and the uniform (IPROF=0). Other profile shapes may be handled by assigning a value of 2 for IPROF on data card 6 of the main program.

Retinal Image: Sequence Numbers 29-48

For irregular profiles (other than gaussian or uniform), the user must specify the profile's shape on a point by point basis. This is accomplished by first assigning the number of points LR on data card 19A. Then the profile values PX and associated radial distances RX are read on data cards 19A** and 19A***. The numbers for the profile values need only be relative.

From sequence numbers 35 through 48 the code normalizes the profile values PX and then integrates the profile over it's radial area. The normalized power incident on the pupil is represented by X5 and the normalized power beyond the pupil is represented by X6. In order to account for the possibility that only a portion of the laser's energy may enter the eye, we have used XX to represent the fraction of the laser's power entering the eye.

Two additional determinations are made. The first is the determination of the irradiance QP entering the eye on the eye's axis. This value of irradiance is only used when one wishes to image the profile directly onto the retina. This is accomplished by assigning a value of 0 to IFIL on data card 4 of the main program. For such cases the entire energy in the profile is used. When the radius RX(LR) of the profile is less than the pupil radius, the number of radial increments LII is reduced accordingly.

Retinal Image: Sequence Numbers 49-59

Here the magnitudes of the irregular profile are evaluated at radial increments of KINT and stored in the array for future use.
In this part of the subroutine, the code evaluates QP and XX for gaussian profiles. When the user indicates a desire to place the profile directly onto the retina, the computer evaluates the normalized image profile and stores the results in PR(j) for future use. On the other hand, if the profile represents the beam profile (signified by setting IFIL=1), then the code evaluates the normalized profile at radial increments of RINT and stores the results in the array FX.

Here the subroutine treats uniform profiles in a similar fashion as the gaussian profiles are handled at sequence numbers 61-80.

This section images irregular profiles directly onto the retina. Here the array PR is determined by first evaluating the accumulated radial area and associated power between r=0 and L·RINT. The accumulated area is stored in the array FA(L), while the accumulated power is stored in the array FP(L). These arrays are then used to establish the laser's intensity at the points R(j).

Here the beam profile is optically imaged onto the retina. The method used to determine the image is described in Section 3 and Appendix H. The spread function calculations apply to all profiles. Wherever different symbols are used in the code from those of the text we shall inject an 'or' between symbols. The first symbol is used in the code.

The first portion of this section evaluates the index of refraction NC or n, the second principal focal length FL or f and the incremental distance X0 or Δz. Then the beam profile (described by the array FX) is refracted onto the pupil yielding a profile FY.

From sequence number 148 through 158 the real and imaginary parts of the integrand of Eq. 7 are evaluated exclusive of the Bessel Function. The real part of the integrand is stored in XFI(L) at
radial distances of \((L-1)\cdot RINT\) while the imaginary part is stored in \(XF2(L)\). From sequence numbers 167 through 190, the Bessel Function is evaluated and stored in \(X7\). Then the integrals of the real and imaginary parts are determined using the radial increments \(RINT\). The two integrals are represented by \(X2\) and \(X3\). Finally at sequence number 191, the resultant integrals are squared and added together to yield the shape of the image profile \(HR\). Before using \(HR\), it is normalized so that it has a value of 1 at \(r=0\).

From sequence numbers 195 through 210 the normalized image profile \(HR\) is integrated over the radial area. The result is represented by \(X4\). Then the total laser power \(POX\) is used in conjunction with \(X4\) to arrive at the irradiance \(QP\) on the retina at \(r=0\) presuming no internal reflections or absorption. Reflections and absorption are considered in subroutine \(HTXDEP\).

**Retinal Image: Sequence Numbers 217-218**

In cases in which the specified profile is to be projected directly onto the retina (by setting \(IFIL=0\)), \(HR(j)\) is set equal to the specified profile \(PR(j)\). After the above computations are completed, subroutine \(IMAGE\) is never reentered.

7.1.4 **Subroutine \(HTXDEP\) of Retinal Model**

This subroutine assesses the rate of energy deposition into the various regions of the eye on a per unit volume basis. A discussion of the techniques used is given in Appendix F. The primary advantage of this analysis is that the eye's interfaces need not coincide with the boundaries between grid increments.

To determine the rates of energy deposition, the subroutine starts with the image profile and assumes that it exists at all depths of the eye. This assumption is reasonable in the vicinity of the retina where much of the heat is concentrated. Discrepancies will increase with distance from the retina. However, at depths far removed from the retina, errors are of secondary importance because of the relatively low rates of energy deposition.
Retinal HTXDEP: Sequence Numbers 13-15

These statements control the course of the calculations. Initially, the control index IHT is set equal to two in the main program while QP has a value exceeding $1 \times 10^{-10}$. Therefore, the heat deposition rates $S(i,j)$ are evaluated following the first entry of the subroutine. After these computations are completed, IHT is set equal to 1 so that the same $S(i,j)$ values are used throughout the pulse. This means, of course, that the laser power is constant during the pulse. Once the pulse is over, QP is set equal to 0 in the main program causing the subroutine to set IHT and all the $S(i,j)$ equal to zero. Once IHT assumes a value of zero, all future entries are aborted.

Retinal HTXDEP: Sequence Numbers 16-32

Here the subroutine sets $LZ$ equal to the number eye media + 1. Moreover, $LZ0$ is set equal to the number of eye media. $LZ1$ is set equal to the number of interfaces in the eye and underlying tissue. Then the boundaries $ZH(i)$ of the $z$ increments are evaluated, and the arrays $II$, $IZ$, $AB$, $REF$ and $REFL$ are initialized to zero. These arrays will be discussed as they are evaluated. Finally, the reflection coefficients $REF$ are assigned values at the retina and sclera. Here $REF(1)$ has been set to 0 since corneal reflection is accounted for in the irradiance $QP$.

Retinal HTXDEP: Sequence Numbers 37-47

Then the code uses the known absorption coefficients $APE$ and $ACH$ for the pigment epithelium and choroid, respectively, to assess the absorption coefficient for the portion of the PE containing granules and the portion void of granules. To distinguish between the two portions of the PE, the user must assign a value for the fractional distance $RPE$ of their interface from the front of the PE. This datum is read in on data card 13 of the main program. The coefficient for the front portion of the PE is represented by $APE1$ while the coefficient for the rear portion of the PE is represented by $APE2$. In monkeys, the granules are at the front of the PE while in humans the granules are at the rear. To accommodate this difference, LCX should be assigned a value of 0 when considering
monkeys, and a value of 1 when considering humans. This index is read in on data card 4 of the main program.

To evaluate the coefficients APE1 and APE2, the portion of the PE void of granules is assumed to have an absorption coefficient equal to that of the choroid. The absorption coefficient of the remaining portion of the PE is then selected consistent with the absorption of energy by the entire PE. This condition requires that the sum of the products of the absorption coefficients and PE thicknesses are equal for the two cases.

Next, a determination is made of the fraction AP of the granulated PE's energy absorbed by the granules. This evaluation is made by first computing the energies absorbed by granulated PE and by an equivalent thickness of choroid. Then the fraction AP is found by dividing the difference by the energy absorbed by the granulated PE. The fraction AP is later combined with computations of subroutine MXGRAN to predict how the average temperature of the granules decay in time. Finally, the i index IG of the first point in the granulated PE is assigned.

Retinal HTXDEP: Sequence Numbers 50-102

After assigning the absorption coefficients to the array ABS, the subroutine evaluates the arrays AB, II, IZ and ABR. For details of this analysis the reader is referred to Appendix F. Here AB(i,L) represents the product of the absorption coefficient and thickness of each eye media in the increment containing Z(i). The index L ranges from 1 to the total number of media contained within the element. To identify which media interfaces are located within the increments, the array II(i) is used to represent the number of interfaces within the i-th increment plus 1, while IZ(L) represents the argument of the first interface ZD within the increment. The array ABR(i,L1) represents the sum of the AB(i,1), AB(i,2)... associated with each media between ZH(i-1) and ZD(L1).

In order to prevent the possibility of underflow due to excessively large values of AB or ABR, they were limited to a value of 10. This value was chosen since it means that practically all the energy will be absorbed within the particular element.
Retinal HTXDEP: Sequence Numbers 104-122

In this portion of the subroutine, the incoming irradiance is followed through each media to find rates at which energy is being deposited into each increment. Here $X_3$ represents the irradiance entering an increment; $X_2$ represents irradiance entering the next increment; and $X_4$ represents the irradiance reflected away. To account for irradiance changes with radius, the resultant values are multiplied by the normalized image profile. To arrive at the rates of energy deposition $S(i,j)$ per unit volume, the above product is divided by the increment's depth, i.e. $ZH(i)-ZH(i-1)$.

To guard against the possibility of underflow, $S(i,j)$ is set equal to zero when it becomes excessively small ($10^{-10}/DPULSE$).

Retinal HTXDEP: Sequence Numbers 125-145

From sequence number 125 through 131, the reflected intensities $REFL$ are evaluated for each of the interfaces. Immediately thereafter, each of the reflected irradiances are followed through the eye to arrive at the rates of energy deposition into each increment. Here we have assumed the rays move in an axial direction, and have neglected multiple reflections.

Retinal HTXDEP: Sequence Numbers 151-154

As mentioned earlier, after the pulse is over, $S(i,j)$ and $IHT$ are set to zero. Thereafter, all subsequent calculations by this subroutine are aborted.

7.1.5 Subroutine MXGRAN of Retinal Model

In this subroutine the granule temperatures are calculated neglecting

- heat absorbed by changes of state
- energy losses due to pressure waves and mechanical displacements

Thus all granule temperature predictions represent upper bounds. The subroutine starts with a description of how the average temperature rise of the granules decays with time following the instantaneous deposition of heat. These results were obtained from
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the analysis of Appendix C and are placed on data cards at time intervals of 3.0 \times 10^{-8} \text{ sec}. During intervals of 0.3 \times 10^{-8} \text{ sec}, heat conduction from the granules is insignificant. These temperature rises are represented by TS, and were computed by placing a given quantity of heat in the granules and using the finite-difference equations of Appendix C to determine the transient temperatures. The quantity of heat was chosen so that the average temperature rise of the granules and their immediate environment is 1°C.

Most laser pulses are sufficiently long (i.e., > 10^{-8} \text{ sec}) to allow significant heat conduction from the granules to their immediate surroundings during the pulse. Such cases may be treated by subdividing the pulse into LPT incremental pulses of 0.3 \times 10^{-8} \text{ sec} duration, and adding the temperature contributions from each incremental pulse. The incremental pulse duration of 0.3 \times 10^{-8} \text{ sec} is represented by BT. If the normalized temperature rise from a single incremental pulse is TS(t), then the normalized temperature rise T(t) produced by LPT incremental pulses is:

\[ T(t) = \sum_{n=1}^{LPT} \frac{TS(t-(n-1)BT)}{LPT} \]  

(32)

With time, both TS and T approach 1°C. When T equals one there is no temperature difference between the granules and their immediate environment.

To relate the above results to the temperature rises of the PE, one must account for the fact that only a portion of the PE's energy is deposited into the granules. This fact is accounted for in the main program by use of the factor AP. To arrive at the actual granule temperature rises, the normalized temperature rises are multiplied by the temperature rise of the PE volume within which they lie.

Here the temperature rises are evaluated at the times XT(K), and the results stored in XPD(K). To conserve on computational time the summation is made only when the contributions from TS
are significantly greater than 1°C. In this regard, the incremental pulses cease to be important after a time $L_{TMAX \cdot BT}$.

**Retinal MXGRAN: Sequence Numbers 12-30**

If the pulse duration $DPULSE$ is greater than $1 \cdot 10^{-5}$ sec, the peak temperature achieved by the granules will not exceed that of its immediate surroundings. Therefore, for such exposures the transient temperature calculations are aborted. In addition this section assigns values to $BT$ and $LPT$, and evaluates $TS$ at each $BT$ interval using the data provided $TS$ at intervals of $10 \cdot BT$.

**Retinal MXGRAN: Sequence Numbers 33-62**

In order to conserve on computational time, the subroutine distinguishes between short pulses in which the pulse duration $LPT \cdot BT$ is less than the time for heat dissipation following the first incremental pulse, namely $L_{TMAX \cdot BT}$.

In this portion of the code $LPT$ is less than $L_{TMAX}$ so that all $LPT$ temperature contributions are significant during the pulse. After the pulse, an increasing number $PO$ of the incremental pulses cease to be important while $(LPT-PO)$ are significant.

Therefore, at sequence numbers 57 through 59 the sum of the temperature contribution $X2$ is first set equal to $PO$. Then the remaining contributions are added to $X2$ on a one by one basis. Finally the sum $X2$ is divided by the total number of contributions considered.

**Retinal MXGRAN: Sequence Numbers 65-87**

In this section, the subroutine performs the calculations for cases in which the pulse duration $LPT \cdot BT$ exceeds $L_{TMAX \cdot BT}$. Here the only difference from the earlier case is the manner by which the significant contributions are identified. Otherwise, the determinations of $XPD(K)$ are the same.

**Retinal MXGRAN: Sequence Numbers 90-92**

When the granule temperatures do not differ from those of their surroundings, all subsequent values of $XPD(K)$ are set equal to 1. After printing the values for $XPD$, the subroutine calculations are completed and never repeated thereafter.
7.1.6 Subroutine BLOOD of Retinal Model

Subroutine BLOOD considers blood flow both in the chorio-capillaris and in tissues surrounding the eye. To this end we have used the analysis described in Appendix B to determine the changes needed in the matrix elements \( A(i,2) \), \( B(j,1) \), \( B(j,2) \) and \( B(j,3) \) to account for blood flow. The elements \( A \) and \( B \) represent the factors by which various differences of temperature rises must be multiplied to account for heat conduction. The coefficients \( B \) are associated with heat conduction along radial directions while the coefficients \( A \) are associated with heat conduction in the axial direction.

Retinal BLOOD: Sequence Numbers 19-21

Here we determine the interfaces between the radial points \( R(j) \) needed to assess the rates of blood flow entering and leaving each radial increment of the chorio-capillaris.

Retinal BLOOD: Sequence Numbers 22-31

Here determinations are made of the blood flows, entering \( X_1(j) \) and leaving \( X_0(j) \) the chorio-capillaris at points \( R(j) \). These flows are on a per unit area basis and are interpolated using the flows \( X_{FLOW_1}(L_2) \) and \( X_{FLOW_0}(L_2) \) specified at radial distances of \( OFLOW(L_2) \).

Retinal BLOOD: Sequence Numbers 32-46

Next the arrays \( X_{FLOWX}(j) \), \( FLOW_1(j) \) and \( RD(j) \) are evaluated. For a description of these arrays see Appendix B.

Retinal BLOOD: Sequence Numbers 54-77

At sequence numbers 54-61 the necessary changes \( BV \) and \( BB \) of the matrix elements \( A \) and \( B \) are evaluated using Eq. B-17. Following these computations, the arrays \( TV(i) \) and \( IAB(i,j) \) designating the locations of the two blood flows are specified. The array \( IV(i) \) is set to 1 for all \( i \) values corresponding to points in the chorio-capillaris and 0 otherwise; the array \( IAB(i,j) \) is set to 1 for all \( i,j \) values corresponding to points in the tissues surrounding the eye and 0 otherwise. Blood flow is not
considered at a particular location \( i,j \) of the eye when both arrays are zero.

Because of the possibility for rapidly changing temperatures, this subroutine is reentered at each time step used in the single pulse calculations of the main program.
7.2 Corneal Model

The Corneal model computes damage either on the cornea or lens and consists of a main program plus four subroutines. Principal features of the code are illustrated in Fig. 10. Here we shall describe each part of the Corneal model using the listing presented in Appendix L. Throughout this discussion we shall refer to the sequence numbers at the left-hand side of the listing. Included in Appendix L is a description of the variables and sample data used in the code.

All input data required by the code are read in the main program. The order in which the data are read in is indicated by the numbers at the right-hand side of the listing. Read statements with asterisks are executed only for irregular laser profiles.

Some of this discussion is a repeat of that for the Retinal model due to the many similarities between the two models.

7.2.1 Main Program for Corneal Model

Figure 11 illustrates key portions of the main program. Numbers in the boxes refer to the sequence numbers of the listing.

Corneal Main: Sequence Numbers 1-52

Sequence numbers 24 through 26 define the number \( N_l \) of uniform grid increments, and the total number \( N_3 \) of grid points in the radial grid. Here \( N_l \) must be less than \( N_3 \). The size of the smallest radial grid increments \( DR \) is established at sequence numbers 29 and 30. For gaussian or irregular laser profiles, \( DR \) is found by subdividing the lesion radius \( LESION \) into an integer number \( LIM \) of increments. For uniform profiles, \( DR \) is found by subdividing the profile radius \( RIM \) into \((LIM-.5)\) increments. The latter choice was made so that the boundary of the radial increments would coincide with \( RIM \). At present all values of \( DR \) should be larger than about 0.0003 cm to avoid temperature instability. To use smaller \( DR \) values, the size of the initial time steps \( DT \) must be decreased and the dimension \( KT \) increased in the appropriate arrays (see Appendix L). If one wishes to reduce \( DR \) by a factor \( \xi \), then \( DT \) should be decreased by the factor \( \xi^2 \).
MAIN PROGRAM:
Computes temperature rises, and laser power necessary to irreversibly damage eye at various depths and radii

Subroutine GRID:
Computes location of grid points for use in the finite-difference equations for heat conduction

Subroutine IMAGE:
Computes laser profile at various depths of eye

Subroutine HTXDFP:
Assesses rates of energy deposition at each grid point

Subroutine MKGRAN:
Computes ratio of average temperature rise of particles (or pigments) to that of surrounding media (presently assumes no particles)

Fig. 10 SCHEMATIC ILLUSTRATION OF PRINCIPAL ROUTINES OF CORNEAL MODEL
Fig. 11  FLOW DIAGRAM OF MAIN PROGRAM OF CORNEAL MODEL
At sequence numbers 36 and 37, the index LPX is set equal to 0 or 1 according to whether the laser exposure involves single or multiple pulses, respectively. This index is used to control the course of the computations. At sequence numbers 41 and 42, the laser power and pulse duration are altered when the pulse duration is less than $0.3 \times 10^{-8}$ sec. In these alterations, the total energy is preserved. These changes save on computational time and reflect the fact that the conduction of heat over dimensions of 0.0001 cm is insignificant during times less than $0.3 \times 10^{-8}$ sec.

Corneal Main: Sequence Numbers 57-61

At sequence numbers 57 through 61, the time step DT and the total time TIME are computed for single-pulse exposures using the arrays XCT, NPT, and KTT as a function of the pulse duration DPULSE. The expansion factor XC by which successive time steps are increased is selected from the values of the array XCT. The number of time steps NP within DPULSE is selected from values in the array NPT; and the total number of time steps KT is selected from the values in the array NPT. The values assigned these arrays are given on data cards 18, 17, and 19, respectively. The result of these computations is time steps, DT, $XC \cdot DT, XC^2 \cdot DT, \ldots XC^{(KT-1)} \cdot DT$, where the total time TIME is given by

$$ TIME = \sum_{n=0}^{KT-1} (XC)^n \cdot DT = DT \cdot \frac{XC^{KT} - 1}{XC - 1} = XT(KT) $$

(34)

The elapsed time from the start of a pulse to the K-th time step is represented by XT(K+1). Here XT(1)=0. At the end of a pulse of duration DPULSE,

$$ XT(KM) = DPULSE $$

(35)

Corneal Main: Sequence Numbers 64-75

At sequence numbers 64 through 73, the code computes TIME, and DT for multiple-pulsed exposures. Also the expansion factor XC is set equal to the relatively large value of 1.4 so that the total time TIME brackets all the pulses without resorting to large numbers of time steps. The total time TIME is determined by first evaluating the train length and then multiplying the result by
the value found in the array FTIME for the pulse width. To provide maximum flexibility the array FTIME is described by input data as a function of pulse duration. Elements of FTIME should always be greater than 1.

If the temperature rises from a pulse do not approach zero in the allotted time, then one should increase the particular element of the array FTIME corresponding to DPULSE.

At sequence number 73, DPULSE is subdivided into NP uniform time steps of magnitude PTIME (see Appendix D) for subsequent damage evaluations. For more refined damage calculations, one can increase the number of intervals bearing in mind that it will require increases in the dimensions of arrays with arguments KT and KX (see Appendix I). Here KX equals the total number of time intervals used to evaluate damage from pulse to pulse and presently equals NP+3 (see sequence number 294).

At sequence numbers 74 and 75 the final values for KT and KM are specified for single or multiple-pulsed exposures.

Corneal Main: Sequence Numbers 80-85

At sequence numbers 80 through 85, the i indices for the axial grid points are chosen along with the size of the smallest increment DZ on the z axis. Here DZ is chosen according to the pulse duration DPULSE, absorption coefficient (ABS1) for corneal damage or ABS4 for lens damage) and the constants DZ1 and DZ2 assigned on card no. 1. To ensure DZ is not too large, the user should examine the temperature results for excessive temperature changes. Such cases may be remedied by altering the values assigned DZ1 and DZ2.

Corneal Main: Sequence Numbers 87-95

From sequence numbers 87 through 94, the distances ZD of the various interfaces from the cornea are computed using the assigned thicknesses TH for the various media. Here ZD(8) is set equal to an exceptionally large value to ensure it contains Z(M3), the last grid point on the z axis.

At sequence number 95, subroutine GRID is called to compute

- the locations of all grid points Z(i), R(j),
the indices for the various eye media, and
other spacially-dependent thermal properties.

A discussion of this subroutine is given in Section 7.2.2.

Corneal Main: Sequence Numbers 97-101
Here the i,j indices, at which temperature print-outs are
desired, are computed. These points are chosen according to
the values assigned ID1, ID2, JD1 and JD2 on data card no. 11.
Temperature print-outs are provided for i indices ranging from
IP1+ID1 (input) to IP1+ID2 (input), where IP1 refers to first
point in the cornea regardless of the value assigned ILENS.

Corneal Main: Sequence Number 110
In this section subroutine IMAGE is called to store the nor-
malized irradiance profile (corneal) in the array HR(j) and to
assess how the profile is altered in depth by corneal refraction.
This subject will be returned to in Sections 7.2.2 and 7.2.3.
Input data describing gaussian and uniform profiles are to be
placed on data cards 4 and 6, while other profiles may be desig-
nated by using data cards 12, 19, and 19A of subroutine IMAGE.

Corneal Main: Sequence Numbers 113-123
In this section the initial temperature rises are set to an
insignificantly small non-zero (10^-10) value. This provision is
provided to prevent subsequent underflow. Computer installations
without library routines to handle underflow will not tolerate
temperature rises of the order of 1.0^37 that are other than zero.

Corneal Main: Sequence Numbers 145-225
This part of the code assesses temperature rises caused by
a single pulse as described by Appendix A. Here heat is deposited
at a rate of S(i,j) per unit volume at each point Z(i), R(j) during
the pulse, i.e. at times of XT(1), XT(2)...XT(KM). Immediately
after the pulse, S(i,j) is set equal to zero by subroutine HTXDEP.

Two provisions are left to the discretion of the user. The
first is that one can reduce the time intervals used to compute
the temperature rises without changing the time steps XT(K)-XT(K-1).
This involves changing the integer IKX which provides for \(2 \cdot IKX\) time intervals of size \((XT(K) - XT(K-1))/(2 \cdot IKX)\).

IKX may be altered by adjusting the values assigned EDT1 and EDT2 on data card no. 12. This provision is included so that one can improve accuracy or eliminate instability without having to increase the number of time steps KT and storage. Except for long pulse times, a value of 1 for IKX is usually adequate. To reflect the fact that IKX should be greater than 1 for pulse widths of the order of 1000 sec or more, DPULSE has been included in the evaluation of IKX.

The second option is the times at which temperature print-outs are desired. This option is provided by the value assigned ITYPE in the input data. If one wishes print-outs at each of the times XT(K), then one merely sets ITYPE = 1. If one wishes print-outs at every \(n\)-th XT(K) then ITYPE should be set equal to \(n\). Print-outs will always be provided at the conclusion of the pulse as well as at the last time XT(KT).

**Corneal Main: Sequence Numbers 231-236**

This part of the code is provisional in that it applies only if there are any particles in the eye. At present, no particles are considered so that subroutine MXGRAN sets both XPD and AP equal to one. The above discussion also applies to the arrays VE(L,K,2) and VZ(L,L6,L3,2) which will be discussed later in this section.

**Corneal Main: Sequence Numbers 243-262**

Here we select the points ID(L), JD(L) at which damage calculations are to be made. Two input parameters are required to specify the points. The first is the radial distance RMAX over which damage assessments are desired. Damage is evaluated for all grid points starting at R(1) and ending at the first point beyond RMAX, namely R(JM).

The second control one has in selecting the points is in the value assigned LIMAX. Knowing this variable, the code establishes the depth \(Z(IMAX)\) of greatest temperature rise beyond the tear layer.
and the assesses the damage from \( Z(\text{IMAX-LIMAX}) \) to \( Z(\text{IMAX+LIMAX}) \). Thus when \( \text{LIMAX} \) is set equal to zero, damage is evaluated only at the depth of highest temperature.

The number of points at which damage is to be evaluated is given by \( \text{LII} \). If \( \text{LII} \) is larger than the allotted dimension for the arrays associated with \( \text{LII} \), then the computations are halted. Moreover, care should be exercised to limit the number of points -- first, because points remote from the region of greatest temperature require considerable time to heat and cool, and secondly because of the appreciable increase of storage required when \( \text{LII} \) is increased.

**Corneal Main: Sequence Numbers 269-366**

In this section the temperature rises caused by multiple pulses are computed using the temperature predictions for a single pulse. Also, the array \( Z\text{T} \) is evaluated for subsequent computations of the damage.

First, the temperature rises at the grid points, \( \text{ID}(L) \) and \( \text{JD}(L) \) at which damage calculations are desired at times \( \text{XT}(K) \) are stored in the array \( \text{VE}(L,K,n) \). The index \( n \) is provided to distinguish between any particles and their immediate surroundings. At present this provision of the code is not used so that the temperatures \( \text{VE} \) for \( n=1 \) and \( n=2 \) are identical. As may be noted at sequence number 283, provisions have been made to evaluate \( \text{NTEST} \) exposures during a single computer run. These exposures may differ only in their repetition rate or number of pulses.

The basis for the multiple-pulse computations is presented in Appendix D. First temperatures are interpolated at a number of select interpulse times during and between successive pulses since the interpulse times differ from the times \( \text{XT}(K) \). The total number of interpulse times from one pulse to the next, is given by \( \text{KX} \) -- where \( \text{NP} \) interpulse times are uniformly spaced across each pulse and three are uniformly spaced across the interval between pulses. Measured from the beginning of each pulse, the interpulse times for the thermal damage calculations are represented by \( \text{ZTX}(L3) \) while the interpulse times associated with any particle
temperatures are represented by $ZT(L3)$. For a description of these times the reader is referred to Appendix D.

Temperatures are stored in $VZ$ for each pulse only when the number of pulses is less than 20. Otherwise the code groups the pulses into an odd number of $IN$ pulses, and stores the temperatures associated with the middle pulse of each group of pulses. Later these temperatures are used to assess the damage caused by each group. The number of groups of pulses during the exposure is $INX$, while the number of groups of pulses contained in time $TIME$ is represented by $INXX$. In order to account for the fact that the time $TIME$ exceeds the train length, more pulses are considered than actually exist. The reason for using more pulses than exist is to provide for temperature predictions following the exposure (see Appendix D). This point will be returned to later in this section.

In order to relate the interpulse times to the times $XT$, it is first necessary to add the interpulse times $ZTX$ and $ZT$ to the product of the number of prior pulses and the time interval $TC$ from pulse to pulse. These times are designated by $X3$ and are calculated at sequence numbers 331 and 335, where $L7$ equals the number of pulses started during the times of interest.

From sequence numbers 326-341, the temperatures during the middle pulse of the first group of pulses are evaluated and stored in $VZ(L,L6,L3,n)$, where $L$ indicates the point $1D(L)$, $J0(L)$ at which the temperatures are calculated; $L6$ equals one for the first group of pulses; $L3$ designates particular interpulse times and $n$ indicates whether the temperatures are for the media or any particles.

To interpolate the temperatures at time $X3$, it is first necessary to determine which pair of $XT(K)$ bracket $X3$. To this end it should be remembered that the times $XT$ are given by
\[
XT(1) = 0 \\
XT(K) = DT \cdot \frac{XG^{K-1} - 1}{XG - 1}, \quad K \geq 2
\] (36)

To find the time \(XT(K)\) just prior to \(X3\), one merely substitutes \(X3\) for \(XT(K)\) and solves for the integer value of \(K\). In this manner \(X3\) is located between \(XT(K)\) and \(XT(K+1)\). Linear interpolation is then used to find the temperature at time \(X3\).

From sequence numbers 342 through 360, the computations are continued for subsequent groups of pulses i.e. \(L6=2,3,...,INXX\). In each case the computations start with the pulse following the last pulse considered, and end with the middle pulse of the succeeding group. These temperature contributions are then summed for each of the previous pulses. The result is a description \(VZ\) of the temperature rises during and following selected pulses for a total of \(IN\cdotINXX\) pulses.

As mentioned previously the number of pulses \(IN\cdotINXX\) considerably exceeds the number of pulses \(IN\cdotINX\) in the exposure. Therefore, for times exceeding the total exposure time, one must subtract the temperature contributions from the last \(IN\cdot(INXX-INX)\) pulses. This operation is performed at sequence numbers 361 through 366.

**Corneal Main: Sequence Numbers 368-424**

Here we compute the damage caused by temperatures from multiple pulses. Damage is evaluated at the points with indices \(ID(L), JD(L)\). For each point, an initial estimate is made of the factor \(CQ\) by which the input laser power \(POW\) is to be multiplied to arrive at the threshold power. This operation is conducted from sequence numbers 376 through 379. The relationships used to estimate \(CQ\) are peak temperature rise achieved at the point in question. Damage computations for points having a negligible temperature rise of 0.001 C are aborted and the threshold power \(QD(i,j)\) set to an arbitrary value of \(10^{20}\). Without this provision the computer could run without end in attempting to find the threshold laser power.
Having made an initial estimate of the laser power, the next step is to set the control indices LLT and LGT to 0. Later the index LLT is assigned the value 1 when the assumed laser power is less than the threshold value, while LGT is assigned the value 1 when the assumed laser power exceeds the threshold value. We will return to this subject.

The damage calculations are made from sequence numbers 384 through 395. Two criteria are used to assess damage. The first is the use of an arbitrary temperature TSTEAM. If the temperature rise VZ exceeds TSTEAM - TO, where TO represents the initial temperature, then irreversible damage is assumed. For the computer runs considered, peak eye temperature is a poor criteria of damage. The second and more meaningful damage criteria is thermal denaturation. The latter criterion is the one used in this report. Over a time increment of say Δt, this criterion predicts incremental damage ∆Ω (see page 152) of

\[ ∆Ω = \exp \left[ \ln \frac{C_1 - C_2}{T_a(t)} + \ln Δt \right] \]  

(37)

where \( C_1 \) and \( C_2 \) are constants and \( T_a(t) \) is the absolute temperature. To assess the incremental damage one merely sums the exponentials of the logarithm of \( ∆Ω \). The accumulated damage DAMC is therefore given by

\[ \text{DAMC} = \sum_{t} \exp(X_1) \]  

(38)

where \( X_1 = \ln \frac{C_1 - C_2}{T_a(t)} + \ln Δt \). When groups of pulses are considered, Δt is multiplied by the number of pulses LN per group as may be seen by examining the array ZTT back at sequence numbers 309, 316 and 319.
These damage calculations involve all ocular media other than the 6μm tear layer over the cornea. This layer is not considered since it consists essentially of water.

After the damage has been evaluated for the assumed laser power, CQ is either increased or decreased by 4% according to whether DAMC is less than or greater than 1, respectively. In the process LLT is set equal to one if DAMC <1 while LGT is set equal to one if DAMC >1. Once both LLT and LGT equal 1, the damage calculations are completed since the assumed power has crossed over the threshold value. Then one-half of the last 4% correction is returned to CQ so that one can be assured that the predicted value is accurate to within 2%.

To separate the predictions of laser power caused by the two criteria, TSTEAM is progressively increased until the last two sets of power predictions are the same. To determine when this occurs, one of the predicted laser powers is selected and stored in XQ so it may be compared with its subsequent value.

Thus, the last two sets of power predictions are associated with thermal damage while earlier predictions indicate the laser powers necessary to produce temperature in excess of TSTEAM. One word of caution is needed at this point. Damage assessments are only made over the time TIME. At regions far removed from the region of greatest energy deposition considerable time is required to heat and cool such regions and the assigned time TIME may not be adequate. The adequacy of the time may be judged by examining the temperature print-outs. If the temperature peaks and then drops by more than about 5°C, then the predicted power is satisfactory. Otherwise, one should increase TIME through the array FTIME and increase dimensions of arrays containing the time index KT.

Corneal Main: Sequence Numbers 426-470

This section provides data cards for plotting the temperatures at time specified by the user. Here the temperature rises from multiple pulses are calculated at points with axial indices i ranging,
from III through II2 and radial indices j ranging from JJ1 through JJ2. The times at which the temperatures are desired are inputed by the user in the array TIMEX. These times are measured from the start of the first pulse and may assume any value from 0 to TIME.

In addition to being provided with the temperature rises, the plotting routine must know the range of the points over which plots are desired as well as the peak temperature rise RGV of the profile. Also to aid in identifying the curves a provision has been included to label one of the curves. In this regard the plotting routine will index the curve having an assigned value II3 for i.

In addition to providing data cards for plotting, provisions are also made for print-outs of the data. Three options are available to the user. If KTYPE is assigned a value of 0, then no cards or print-outs will be provided. If KTYPE=n and KTYPE0=1 the code will only print the temperature rises at n times TIMEX(n). Values of KTYPE=n and KTYPE0=0 will provide cards as well as print-outs.

Corneal Main: Sequence Numbers 482-533

This portion of the code computes the damage from single pulses. The basic difference from the damage calculations for multiple pulses is the use of the temperatures at the time XT(K). Here the code assesses the damage from the KM time intervals, i.e. XT(2)-XT(1), XT(3)-XT(2), etc., during the pulse as well as an additional (KT-KM) time intervals following the pulse. As with multiple pulses, damage is evaluated by using the temperatures at the mid-points of the time intervals. Other than the difference in time intervals the computations are identical to those for multiple pulse and the same observations apply.

Corneal Main: Sequence Numbers 536-560

Here provisions are made for preparing data cards for constructing 3-D and 2-D profiles of the temperature at selected locations and times. Except for the use of a single pulse, the computations are identical to those used for multiple pulses.
In the final portion of the main program, the predicted laser power $Q_D$ for the specified points are used to assess the region damaged by the particular laser power specified by the user.

To assess the axial extent of the damage, the computer first scans the predicted power to find the $i$ indices at which the predicted powers bracket the specified power $POX=POW$. For minimum depth of damage (low $i$ values) the indices are 15 and 16 while for maximum depth of damage (high $i$ values) the indices are 17 and 18. If $POW$ is lower than all the $Q_D(i,j)$, then 16 assumes the value 0 and all remaining computations are aborted. If $POW$ exceeds all the $Q_D(i,j)$, then the computer prints out a message indicating this fact and all future axial computations are aborted.

To interpolate the depths where $Q_D=POW$, the following equation is used

$$Q_D = X_1 \cdot \exp(X_2 \cdot z)$$

where $Q_D$ represents the power, $z$ represents the axial distance and $X_1$ and $X_2$ are constants to be evaluated. By substituting the two laser powers, say $Q_D_1$ and $Q_D_2$, that bracket $POW$ into Eq. 39 along with their axial distances, say $z_1$ and $z_2$, one can solve the resultant equations for $X_1$ and $X_2$. The result is

$$X_1 = \frac{Q_D_1}{\exp(X_2 \cdot z_1)}$$

$$X_2 = \frac{\log(Q_D_2/Q_D_1)}{(z_2 - z_1)}$$

Thus, substituting $X_1$ and $X_2$ back into Eq. 39, replacing $Q_D$ by $POW$, and solving for the threshold depth $z$ yields

$$z = \frac{\log(POW/X_1)}{X_2}$$

By using the pair of laser powers found for small $i$ values and for large $i$ values, one arrives at the minimum and maximum depths of damage along the eye's axis.

Starting at sequence number 590 a similar set of computations is made to assess the radial extent of damage for the depths at which the predicted power exceeds $POX$ or $POW$. Except for the use
of r instead of z, the same analysis is used as exemplified by Eqs. 39 through 41. This then completes the description of the main program of the Corneal model.

7.2.2 Subroutine GRID for Corneal Model

Subroutine GRID establishes the values for Z(i) and R(j) subject to the values assigned N, N1, N3, Di, RVL, M, M1, M2, M3, TH, and DZ in the main program. Also the subroutine evaluates the matrix elements A and B for the finite-difference solution of the heat conduction equation. Moreover, the subroutine determines the location of the i indices associated with the first and last points of each eye media. Finally, the subroutine stores the assigned thermal conductivities CON(i) and heat capacities VSH(i) at the appropriate depths Z(i).

Appendix I describes the techniques used to develop the grid network.

Corneal GRID: Sequence Numbers 13-19

Here the subroutine evaluates the expansion factor R2 by which the radial grid steps are sequentially increased starting at j=N1. The grid is selected such that the radial extent RVL of the eye is located at

$$RVL = \frac{(R(N-1)+R(N))/2}{(42)}$$

For more details the reader is referred to Appendix I.

Corneal GRID: Sequence Numbers 27-32

In this section the radial distances of the radial points R(j) are evaluated and assigned.

Corneal GRID: Sequence Numbers 34-52

Here the matrix elements B(j,1), B(j,2) and B(j,3) are evaluated for the finite-difference solution of the heat conduction equation. A description of these elements and their use is given in Appendix A.

Corneal GRID: Sequence Numbers 54-63

This portion of the code assesses the expansion factor R1 for the z grid. Two different grids are chosen depending on
whether damage occurs at the cornea or lens. For the corneal case the anterior tear surface is located midway between the first uniform increment at \((Z(IPI-1)+Z(IPI))/2\) while the sixth eye media extends to a depth of \(Z(M3)\).

To assess lens damage the fine grid work starts at the depth \(ZD(4)\) of the anterior surface of the lens. This means this surface is midway between the first uniform increment located at \((Z(M2+1-M1)+Z(M2+2-M1))/2\) while the anterior surface of the tear layer is midway between \(Z(3)\) and \(Z(4)\).

**Corneal GRID: Sequence Numbers 71-83**

Here the subroutine computes and assigns the values for the various \(Z(i)\) using the expansion factor \(R1\).

**Corneal GRID: Sequence Numbers 84-108**

Here the subroutine uses the depths of the various interfaces to locate the initial and last grid points in each media. The resulting \(i\) values are stored in the arrays IX and LX and then assigned to IP2, IP3...IP6, LP1, LP2...LP6.

**Corneal GRID: Sequence Numbers 110-127**

Here provisions are made for the eye media having different thermal conductivities CONX and heat capacities VSHX. To accommodate any differences, the assigned thermal properties are stored with depth in the arrays CON(i) and VSH(i).

**Corneal GRID: Sequence Numbers 129-136**

Here the matrix elements \(A(i,1)\), \(A(i,2)\) and \(A(i,3)\) are evaluated for use in the finite-difference equations of the heat conduction equation discussed in Appendix A. These elements were chosen so that there is no heat flow from the cornea to the environmental air. In this regard, the effects of blinking have been neglected. This effect could be important for pulses in excess of 0.1 sec.

7.2.3 Subroutine IMAGE of Corneal Model

This subroutine performs two major functions. These are to determine the
• normalized laser profile at various depths of the eye (normalized means profiles have a value of 1 at the eye's axis).

• irradiance QP on the eye's axis by which the normalized profile HR must be multiplied to obtain the irradiance across the beam prior to any internal reflections or absorption. The latter are accounted for in subroutine HTXDEP.

**Corneal IMAGE: Sequence Numbers 10-20**

Here the number of radial increments is specified for determining how the profile is altered in depth by corneal refraction. The increments have a radius RINT and extend across the pupil or beam radius, whichever is smaller. The number of increments across the pupil radius PUPIL is (LI-1). The radial increments RINT are chosen accordingly. Later if the beam proves smaller than the pupil, the number of increments is reduced and stored in LII.

**Corneal IMAGE: Sequence Numbers 21-22**

Any symmetric laser profile may be accommodated by the code. The most obvious profiles are the gaussian (IPROF=1) and the uniform (IPROF=0). Other profile shapes may be handled by assigning a value of 2 for IPROF on data card 6 of the main program.

**Corneal IMAGE: Sequence Numbers 25-41**

For irregular profiles (other than gaussian or uniform), the user must specify the profile's shape on a point by point basis. This is accomplished by first assigning the number of points LR on data card 19A. Then the profile values PX and associated radial distances RX are read on data cards 19A* and 19A**. The numbers used to describe the profile intensities need only be relative.

From sequence numbers 30 through 39 the code normalizes the profile values PX and then integrates the profile over it's radial area. The integral of the normalized profile is represented by X5.

Two additional determinations are made in this portion of the subroutine. The first is the determination of the irradiance QP entering the eye on the eye's axis. The second is to determine
whether or not the profile extends beyond the pupil. When the radius $R_X(L_R)$ of the profile is less than the radius of the pupil, the number of radial increments $L_{II}$ is reduced accordingly.

Corneal IMAGE: Sequence Numbers 42-51

Here the magnitudes of the irregular profile are evaluated at radial increments of $R_{INT}$ and stored in the array $FX$ for future use.

Corneal IMAGE: Sequence Numbers 57-62

In this part of the subroutine, the code evaluates gaussian profiles at the points $R(j)$ as well as the irradiance $QP$.

Corneal IMAGE: Sequence Numbers 65-67

Here the subroutine stores the values of uniform profiles at $R(j)$. In addition the irradiance $QP$ is evaluated.

Corneal IMAGE: Sequence Numbers 71-95

This section is reserved for irregular profiles. Here we have avoided interpolation of the intensities at $R(j)$ in that it could cause appreciable errors in the energy deposition. Instead an evaluation is first made of the radial area and laser power between $r=0$ and the radial distances $(1-5)R_{INT}$. The areas are stored in the array $FA(L)$, while the accumulated powers are stored in the array $FP(L)$. These arrays are then used to find the average intensity of the laser beam from $(R(j+1)-R(j))/2$ to $(R(j)+R(j+1))/2$ and stored in $IR(j)$. Then the profile is normalized at sequence numbers 93 through 95.

Corneal IMAGE: Sequence Numbers 96-116

In all the previous computations the irradiance profile $HR$ has the same shape as that of the laser beam at the cornea. This section computes the alteration of the profile $HR$ by corneal refraction. A discussion of the means by which this is accomplished is presented in Section 3. Here we have evaluated the array $CON(i,j)$ by which $HR(j)$ is to be multiplied to arrive at the resultant profile as a function of depth. The resultant profile becomes more compact with depth due to convergence of the beam's rays.
In the next section we shall discuss how subroutine HTXDEP utilizes the arrays HR and ZCON to compute the rates of energy deposition per unit volume at each of the grid points. For this purpose, one must know the absorption and reflection coefficients of the various eye media.

7.2.4 Subroutine HTXDEP of Corneal Model

This subroutine assesses the rate of energy deposition into the various regions of the eye on a per unit volume basis. A discussion of the techniques used is given in Appendix F. The primary advantage of this analysis is that the eye's interfaces need not coincide with the boundaries between grid increments.

To determine the rates of energy deposition, the subroutine projects the beam rays refracted at the cornea to all depths of the eye. Refraction by the lens is not considered since it has a negligibly small effect on corneal or lens burns. Due to corneal refraction the beam converges with depth as may be seen by examining Fig. 2.

Corneal HTXDEP: Sequence Numbers 10-12

These statements control the course of the calculations. Initially, the control index IHT is set equal to two in the main program while QP has a value exceeding $1 \cdot 10^{-10}$.

The heat deposition rates $S(i,j)$ are evaluated following the first entry of the subroutine. After these computations are completed, IHT is set equal to 1 so that the same $S(i,j)$ values are used throughout the pulse. This means, of course, that the laser power is constant during the pulse. Once the pulse is over, QP is set equal to 0 in the main program causing the subroutine to set IHT and all the $S(i,j)$ equal to zero. Once IHT assumes a value of zero, all future entries are aborted.

Corneal HTXDEP: Sequence Numbers 14-26

Here the subroutine sets LZ equal to the number eye media + 1. Moreover, LZO is set equal to the number of eye media while LZ1 is set equal to the number of interfaces in the eye and underlying tissue.
Then the boundaries $Z_{H}(i)$ of the $z$ increments are evaluated, and the arrays $II$, $IZ$, $AB$, $REF$ and $REFL$ are initialized to zero. These arrays will be discussed as they are evaluated.

**Corneal HTXDEP: Sequence Numbers 29-74**

Next the subroutine evaluates the arrays $AB$, $II$, $IZ$ and $ABR$. For details of this analysis the reader is referred to Appendix F. Here $AB(i,L)$ represents the product of the absorption coefficient and thickness of each eye media in the increment containing $Z(i)$. The index $L$ ranges from 1 to the total number of media contained within the element. To identify which media interfaces are located within the increments, the array $II(i)$ is used to represent the number of interfaces within the $i$-th increment plus 1, while $IZ(i)$ is used to represent the argument of the first interface $ZD$ within the increment. The array $ABR(i,LI)$ represents the sum of the $AB(i,1), AB(i,2)\ldots$ associated with each media between $ZH(i-1)$ and $ZD(L1)$.

In order to prevent the possibility of underflow due to excessively large values of $AB$ or $ABR$, they were limited to a value of 10. This value was chosen since it means that practically all the energy will be absorbed within the particular element.

**Corneal HTXDEP: Sequence Numbers 75-94**

In this portion of the subroutine, the incoming irradiance is followed through each media to find rates of energy deposition in each increment. Here $X3$ represents the irradiance entering an increment; $X2$ represents irradiance entering the next increment; and $X4$ represents the irradiance reflected away. To account for irradiance changes with radius, the resultant values are multiplied by the profile shape $HR(i,j) \cdot ZCON(i,j)$. To arrive at the rates of energy deposition $S(i,j)$ per unit volume, the above product is divided by the increment's depth, i.e. $ZH(i)-ZH(i-1)$.

To guard against the possibility of underflow, $S(i,j)$ is set equal to zero whenever the rates of energy deposition become excessively small ($10^{-10}/DPULSE\text{ cal/cm}^3\text{-sec}$).
From sequence number 97 through 103, the reflected intensities \textit{REFL} are evaluated for each of the interfaces. Immediately thereafter, each of the reflected irradiances are followed through the eye to arrive at the rates of energy deposition per unit volume at each of the grid points \(Z(i), R(j)\). The results are then added to the deposition rates from the incoming beam to arrive at the total rates of energy deposition.

As mentioned earlier, after the pulse is over, \(S(i,j)\) and \(IHT\) are set to zero. Thereafter, all subsequent calculations by this subroutine are aborted.

\textbf{7.2.5 Subroutine MXGRAN for Corneal Model}

This subroutine is a remnant from the Retinal model for assessing temperature rises of PE granules. Since no particles are presently considered in the Corneal model, the normalized particle temperature rises \(XPD(K)\) have been set to one. If at some future date, one wishes to examine the effect of any particles, one merely substitutes a modified version of the subroutine used in the Retinal model.

\textbf{7.3 Description of Code for Preparing 2D and 3D Illustrations}

This code utilizes the temperature rise predictions from the models to display two and three dimensional temperature rise profiles as a function of the radial and axial coordinates, and of the times from the start of the laser exposure. Provisions are made in the code for varying the angles from which the profiles are viewed as well as the dimensions of the profiles. Appendix \textit{M} presents a user manual for the code along with its listing.
8. MODEL PREDICTIONS, AND SENSITIVITY AND ERROR ANALYSES

8.1 Model Predictions of Laser Power Necessary to Cause Given Lesion Sizes

A total of 18 cases were run covering corneal damage, and a total of 32 cases were run covering retinal damage. In the corneal calculations, the laser beam was refracted at the cornea so that the beam radius decreases progressively with depth. In the retinal studies, the image was identical to that estimated experimentally. Results of the two sets of computer runs are given in Tables 11 and 12 for the Corneal and Retinal models, respectively.

In both tables, the experiments are referred to by run numbers and ordered in terms of increasing pulse widths. Experimental data associated with the run numbers are presented in Tables 9 and 10 of Section 6.

8.1.1 Predictions of Corneal Damage

Two criteria were used to assess the accuracy of the Corneal model -- one involving predictions of the laser power necessary to cause the given experimental lesion, and one involving predictions of the size of lesion for the given experimental laser power. From an examination of the corneal results shown in Table 11, it may be observed that with one exception, the predicted laser power always exceeds the experimental values. This discrepancy is particularly pronounced with the short pulse times of $10^{-7}$ to $10^{-8}$ sec. The fact that the discrepancy is much greater than can be attributed to errors in the prediction of thermal damage suggests the damage is caused by some other mechanism other than thermal or that the estimated lesion size is in error.

One likely candidate for causing the damage is the generation of compressive and tensile waves due to thermal expansion. This hypothesis is based on the fact that the energy is delivered in sufficiently small times to produce pressure waves of the order of 100 psi. The fact that the anomaly arises with short pulses probably reflects the fact that when similar quantities of energy
Table 11

COMPARISON BETWEEN COMPUTED AND EXPERIMENTAL LASER POWERS (TOTAL) AND LESION SIZES ASSOCIATED WITH CORNEAL DAMAGE*

<table>
<thead>
<tr>
<th>Run No.</th>
<th>Pulse Width, cm</th>
<th>Beam Radius at Cornea (1/e^2 points)</th>
<th>Total Laser Power to Cause Exp. Lesion, Watts</th>
<th>Ratio of Calc. to Exp. Power</th>
<th>Lesion Radius for Exp. Power, cm</th>
<th>Ratio of Calc. to Exp. Lesion Radius</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.50·10^-8</td>
<td>0.029</td>
<td>1.80·10^4</td>
<td>40.44</td>
<td>0.045</td>
<td>0.64</td>
</tr>
<tr>
<td>2</td>
<td>1.00·10^-7</td>
<td>0.034</td>
<td>2.70·10^4</td>
<td>94.81</td>
<td>0.053</td>
<td>0.20</td>
</tr>
<tr>
<td>3</td>
<td>1.00·10^-3</td>
<td>0.177</td>
<td>3.93·10^1</td>
<td>1.94</td>
<td>0.140</td>
<td>0.65</td>
</tr>
<tr>
<td>4</td>
<td>2.00·10^-3</td>
<td>0.177</td>
<td>2.37·10^1</td>
<td>1.74</td>
<td>0.140</td>
<td>0.74</td>
</tr>
<tr>
<td>5</td>
<td>6.00·10^-2</td>
<td>0.177</td>
<td>7.36</td>
<td>2.30</td>
<td>0.140</td>
<td>0.56</td>
</tr>
<tr>
<td>6</td>
<td>1.00·10^-2</td>
<td>0.064</td>
<td>5.50·10^-1</td>
<td>1.14</td>
<td>0.045</td>
<td>0.93</td>
</tr>
<tr>
<td>7</td>
<td>2.00·10^-2</td>
<td>0.064</td>
<td>3.56</td>
<td>3.15</td>
<td>0.140</td>
<td>0.26</td>
</tr>
<tr>
<td>8</td>
<td>4.00·10^-2</td>
<td>0.064</td>
<td>4.00·10^-1</td>
<td>1.33</td>
<td>0.045</td>
<td>0.82</td>
</tr>
<tr>
<td>9</td>
<td>5.50·10^-2</td>
<td>0.280</td>
<td>2.76</td>
<td>1.34</td>
<td>0.140</td>
<td>0.64</td>
</tr>
<tr>
<td>10</td>
<td>1.00·10^-1</td>
<td>0.064</td>
<td>1.32·10^-1</td>
<td>1.62</td>
<td>0.045</td>
<td>0.69</td>
</tr>
<tr>
<td>11</td>
<td>1.00·10^-1</td>
<td>0.064</td>
<td>1.80·10^-1</td>
<td>1.24</td>
<td>0.045</td>
<td>0.86</td>
</tr>
<tr>
<td>12</td>
<td>1.21·10^-1</td>
<td>0.064</td>
<td>6.27·10^-1</td>
<td>0.52</td>
<td>0.010</td>
<td>1.30</td>
</tr>
<tr>
<td>13</td>
<td>3.25·10^-1</td>
<td>0.064</td>
<td>3.84·10^-1</td>
<td>1.18</td>
<td>0.052</td>
<td>0.88</td>
</tr>
<tr>
<td>14</td>
<td>6.09·10^-2</td>
<td>0.064</td>
<td>9.03·10^-2</td>
<td>1.48</td>
<td>0.045</td>
<td>0.73</td>
</tr>
<tr>
<td>15</td>
<td>9.00·10^-2</td>
<td>0.064</td>
<td>9.21·10^-2</td>
<td>1.02</td>
<td>0.045</td>
<td>0.98</td>
</tr>
<tr>
<td>16</td>
<td>1.35·10^-1</td>
<td>0.075</td>
<td>1.55·10^-1</td>
<td>1.15</td>
<td>0.035</td>
<td>0.89</td>
</tr>
<tr>
<td>17</td>
<td>3.78·10^-1</td>
<td>0.177</td>
<td>5.58·10^-1</td>
<td>1.48</td>
<td>0.140</td>
<td>0.81</td>
</tr>
<tr>
<td>18</td>
<td>1.47·10^-1</td>
<td>0.177</td>
<td>2.25·10^-1</td>
<td>1.53</td>
<td>0.140</td>
<td>0.74</td>
</tr>
</tbody>
</table>

* All corneal exposures consist of single pulses
Table 12

COMPARISON BETWEEN PREDICTED AND EXPERIMENTAL LASER POWERS (TOTAL)
TO CAUSE SPECIFIED LESIONS ON RETINA

<table>
<thead>
<tr>
<th>Run No.</th>
<th>Pulse Width, Sec</th>
<th>No. of Pulses</th>
<th>Image Radius (1/e^2 point) cm</th>
<th>Exp. Lesion Radius, cm</th>
<th>Total Laser Power, Watts</th>
<th>Ratio of Calc. to Exp. Power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4.50·10^{-11}</td>
<td>7</td>
<td>0.0025</td>
<td>0.0010</td>
<td>2.48·10^5</td>
<td>0.02</td>
</tr>
<tr>
<td>4</td>
<td>8.00·10^{-9}</td>
<td>1</td>
<td>0.0025</td>
<td>0.0010</td>
<td>2.75·10^3</td>
<td>0.09</td>
</tr>
<tr>
<td>10</td>
<td>1.00·10^{-8}</td>
<td>1</td>
<td>0.0025</td>
<td>0.0010</td>
<td>2.20·10^3</td>
<td>0.09</td>
</tr>
<tr>
<td>11</td>
<td>1.50·10^{-8}</td>
<td>1</td>
<td>0.0025</td>
<td>0.0010</td>
<td>2.01·10^2</td>
<td>0.36</td>
</tr>
<tr>
<td>19</td>
<td>3.00·10^{-8}</td>
<td>1</td>
<td>0.0025</td>
<td>0.0010</td>
<td>9.66·10^3</td>
<td>0.08</td>
</tr>
<tr>
<td>23</td>
<td>3.00·10^{-8}</td>
<td>1</td>
<td>0.0025</td>
<td>0.0010</td>
<td>8.70·10^2</td>
<td>0.05</td>
</tr>
<tr>
<td>29</td>
<td>3.00·10^{-8}</td>
<td>1</td>
<td>0.0025</td>
<td>0.0010</td>
<td>1.66·10^2</td>
<td>0.34</td>
</tr>
<tr>
<td>31</td>
<td>3.00·10^{-8}</td>
<td>1</td>
<td>0.0025</td>
<td>0.0010</td>
<td>9.70</td>
<td>1.66</td>
</tr>
<tr>
<td>32</td>
<td>3.00·10^{-8}</td>
<td>1</td>
<td>0.0025</td>
<td>0.0010</td>
<td>6.00</td>
<td>0.66</td>
</tr>
<tr>
<td>34</td>
<td>3.00·10^{-7}</td>
<td>500</td>
<td>0.0025</td>
<td>0.0010</td>
<td>2.10·10^1</td>
<td>0.96</td>
</tr>
<tr>
<td>35</td>
<td>3.00·10^{-7}</td>
<td>1</td>
<td>0.0025</td>
<td>0.0010</td>
<td>2.00·10^1</td>
<td>0.96</td>
</tr>
<tr>
<td>36</td>
<td>3.00·10^{-7}</td>
<td>2</td>
<td>0.0025</td>
<td>0.0010</td>
<td>9.20</td>
<td>0.55</td>
</tr>
<tr>
<td>37</td>
<td>3.00·10^{-7}</td>
<td>5</td>
<td>0.0025</td>
<td>0.0010</td>
<td>8.00</td>
<td>1.35</td>
</tr>
<tr>
<td>40</td>
<td>3.00·10^{-7}</td>
<td>50</td>
<td>0.0025</td>
<td>0.0010</td>
<td>1.09</td>
<td>0.81</td>
</tr>
<tr>
<td>42</td>
<td>3.00·10^{-7}</td>
<td>5000</td>
<td>0.0025</td>
<td>0.0010</td>
<td>5.70·10^{-1}</td>
<td>1.24</td>
</tr>
<tr>
<td>44</td>
<td>7.34·10^{-7}</td>
<td>5000</td>
<td>0.0025</td>
<td>0.0010</td>
<td>1.50·10^{-1}</td>
<td>0.62</td>
</tr>
<tr>
<td>45</td>
<td>7.74·10^{-7}</td>
<td>50000</td>
<td>0.0025</td>
<td>0.0010</td>
<td>9.29·10^{-2}</td>
<td>0.52</td>
</tr>
<tr>
<td>Run No.</td>
<td>Pulse Width, cm</td>
<td>No. of Pulses</td>
<td>Exp. Image Radius (1/e^2 point), cm</td>
<td>Exp. Lesion Radius, cm</td>
<td>Total Laser Power, Watts</td>
<td>Ratio of Calc. to Exp. Power</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------</td>
<td>--------------</td>
<td>-----------------------------------</td>
<td>-----------------------</td>
<td>-------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>51</td>
<td>4.00·10^{-5}</td>
<td>5</td>
<td>0.0025</td>
<td>0.0010</td>
<td>3.00·10^{-2}</td>
<td>1.48</td>
</tr>
<tr>
<td>54</td>
<td>4.00·10^{-5}</td>
<td>100</td>
<td>0.0025</td>
<td>0.0010</td>
<td>1.10·10^{-2}</td>
<td>3.53</td>
</tr>
<tr>
<td>56</td>
<td>1.00·10^{-3}</td>
<td>1</td>
<td>0.0025</td>
<td>0.0010</td>
<td>2.10·10^{-2}</td>
<td>0.36</td>
</tr>
<tr>
<td>57</td>
<td>1.00·10^{-3}</td>
<td>5</td>
<td>0.0025</td>
<td>0.0010</td>
<td>1.90·10^{-2}</td>
<td>0.39</td>
</tr>
<tr>
<td>58</td>
<td>1.00·10^{-3}</td>
<td>50</td>
<td>0.0025</td>
<td>0.0010</td>
<td>1.50·10^{-2}</td>
<td>0.41</td>
</tr>
<tr>
<td>59</td>
<td>4.00·10^{-2}</td>
<td>1</td>
<td>0.0025</td>
<td>0.0010</td>
<td>1.05·10^{-2}</td>
<td>0.30</td>
</tr>
<tr>
<td>60</td>
<td>4.00·10^{-2}</td>
<td>1</td>
<td>0.0025</td>
<td>0.0010</td>
<td>1.20·10^{-2}</td>
<td>0.28</td>
</tr>
<tr>
<td>61</td>
<td>2.50·10^{-1}</td>
<td>1</td>
<td>0.0140</td>
<td>0.0010</td>
<td>3.86·10^{-2}</td>
<td>0.41</td>
</tr>
<tr>
<td>62</td>
<td>2.50·10^{-1}</td>
<td>1</td>
<td>0.0140</td>
<td>0.0010</td>
<td>3.77·10^{-2}</td>
<td>0.40</td>
</tr>
<tr>
<td>63</td>
<td>1.00·10^{-1}</td>
<td>1</td>
<td>0.0090</td>
<td>0.0115</td>
<td>2.00·10^{-1}</td>
<td>0.25</td>
</tr>
<tr>
<td>64</td>
<td>5.00·10^{-1}</td>
<td>1</td>
<td>0.225</td>
<td>0.0342</td>
<td>3.20·10^{-1}</td>
<td>0.67</td>
</tr>
<tr>
<td>65</td>
<td>1.00</td>
<td>1</td>
<td>0.425</td>
<td>0.0525</td>
<td>4.25·10^{-1}</td>
<td>0.92</td>
</tr>
<tr>
<td>66</td>
<td>4.00</td>
<td>1</td>
<td>0.0525</td>
<td>0.0895</td>
<td>4.25·10^{-1}</td>
<td>1.60</td>
</tr>
<tr>
<td>67</td>
<td>1000.</td>
<td>1</td>
<td>0.0025</td>
<td>0.0010</td>
<td>1.60·10^{-3}</td>
<td>0.81</td>
</tr>
</tbody>
</table>
are delivered over longer times, the pressure waves are of reduced intensity. Much, however, remains to be learned about the interaction of pressure waves with eye media. In this regard, it is suspected that to irreversibly damage a particular region of the eye, one need only damage some of the critical components within the region -- not necessarily all components in the region. Identification and modeling of the critical components is no simple task.

Next let us explore the fact that most of the power predictions are higher than their experimental counterparts. The immediate thought which comes to mind is whether or not the depths at which damage are predicted are consistent with the minimum depth at which damage must occur in order to be observable. Unfortunately, this argument is not very convincing in that the predicted depths of damage vary considerably -- ranging from a few microns to tens of microns in going from short to long pulses. A more likely possibility is that thermal damage proceeds more rapidly in the cornea than in the retina. This possibility should be explored experimentally.

Finally, let us compare the size of the experimentally determined lesion with the lesion size predicted using the experimental laser power. As may be anticipated from the above discussion, the predicted lesion sizes are, with one exception, all smaller than the experimentally determined lesion sizes. While this discrepancy is not large, it is consistent enough to be of concern. The cause of the excessively small predicted lesion sizes is probably the same as the cause of the excessively large predicted laser power. In this regard, it is suspected that the rates of thermal damage for the cornea are somewhat larger than those developed for skin.

8.1.2 Predictions of Retinal Damage

Results of the computer runs corresponding to experiments involving retinal damage are presented in Table 12. Notice that for pulses exceeding $1 \times 10^{-7}$ sec, that the predicted laser powers necessary to cause the specified lesions fluctuate above and below their experimental counterparts. Slightly better agreement is had with the exposures involving the largest images.
namely run numbers 61, 62, 64, 65, and 66. Over this range of pulse durations, the errors appear random and therefore not suggestive of any particular source of error.

The next observation is the fact that the predicted power for the short duration pulses (1·10^{-7} sec or less) are with one exception very low. Here we refer to run numbers 3, 4, 10, 19, 23, 29, 31, and 32. In these computer runs the image radius ranged from 0.0025 to 0.0045 cm at the 1/e^2 point of a gaussian profile. Much of the above discrepancy is believed due to errors in the experimentally determined image size. For example, when the image size was calculated for run number 23, the 1/e^2 image radius was predicted to be 0.0075 cm rather than the estimated value of 0.0025 cm used in Table 12. Using the 0.0075 cm image size, the laser power was computed to be 1.12·10^3 watts which compares quite favorably with the experimental value of 0.87·10^3 watts found experimentally. This, of course, raises the possibility that the discrepancies for the shorter pulses may in large part be attributed to errors in the estimated image size. Unfortunately, time did not allow this question to be explored further. The fact that the major discrepancies occur primarily with exposures having short pulses is consistent with the observation that errors in the image size have their greatest effect on predictions involving short pulses.

8.2 Sensitivity Runs

In order to better appreciate the consequence of parametric errors on the predictions of total laser power, four representative single-pulse exposures were first selected for the Corneal model and four representative exposures were selected for the Retinal model. Next, a set of key parameter was selected for study for each model, and estimates made of the limiting errors associated with each parameter. Finally, the computer codes were used to assess the effect of the errors on the predicted laser power necessary to initiate irreversible damage at the axis of the eye.
In these studies, all parameters were held at their nominal values except for the particular parameter being considered. Results of the sensitivity analyses are shown in Tables 13 and 14 for the Corneal and Retinal models, respectively.

8.2.1 Corneal Model

Parameters varied in the Corneal model were the absorption coefficient, thermal conductivity and heat capacity plus the size of the incident laser beam, and the rates at which thermal damage occurs. A description of the nominal and limiting values chosen for each parameter is presented at the bottom of Table 13.

Four exposures were used to assess the effect of the limiting errors. These exposures involved combinations of small and large beam size, and small and large pulse durations. To better appreciate the consequence of the errors, the predicted laser powers were divided by the predicted laser power for the case when all parameters are held at their nominal values.

Examination of Table 13 shows that errors in the absorption coefficient have their greatest effect on short duration exposures, and are of minor or negligible importance for long duration exposures. This result is for the most part independent of beam size, and indicates that during extended pulses the differences in heat deposition tend to be negated by thermal conduction. In fact over extended exposures, the temperatures are most sensitive to the thermal conductivity as may be seen by examination of Table 13.

Errors in the heat capacity have their largest effect for exposures involving short pulses and small beams. This result is a consequence of the very steep and transient temperature profiles produced by the above exposures. In such exposures, the temperatures associated with threshold damage are higher than those required by longer pulses and/or larger beams. As a result, errors in the heat capacity produce greater changes in the predicted temperatures as well as thermal damage for exposures involving short pulses.
## Table 13

**EFFECT OF VARYING INDIVIDUAL PARAMETERS ON TOTAL LASER POWER TO INITIATE CORNEAL DAMAGE FOR FOUR DIFFERENT LASER EXPOSURES (λ=2727 nm)**

<table>
<thead>
<tr>
<th>Individual Parameters* (Varied From Nominal Values)</th>
<th>Predicted Power For RIM=0.025cm, μ=1.0sec, Watts</th>
<th>Ratio of Power to That For Nominal Values</th>
<th>Predicted Power For RIM=0.005cm, μ=1.0sec, Watts</th>
<th>Ratio of Power to That For Nominal Values</th>
<th>Predicted Power For RIM=0.025cm, μ=10^7sec, Watts</th>
<th>Ratio of Power to That For Nominal Values</th>
<th>Predicted Power For RIM=0.025cm, μ=10sec, Watts</th>
<th>Ratio of Power to That For Nominal Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>1.02·10^5</td>
<td>1.00</td>
<td>2.66·10^-1</td>
<td>1.00</td>
<td>1.54·10^3</td>
<td>1.00</td>
<td>6.97·10^-3</td>
<td>1.00</td>
</tr>
<tr>
<td>ABS_L</td>
<td>3.49·10^5</td>
<td>1.156</td>
<td>2.66·10^-1</td>
<td>1.00</td>
<td>1.78·10^3</td>
<td>1.156</td>
<td>7.00·10^-3</td>
<td>1.004</td>
</tr>
<tr>
<td>ABS_H</td>
<td>2.66·10^5</td>
<td>0.881</td>
<td>2.66·10^-1</td>
<td>1.00</td>
<td>1.78·10^3</td>
<td>0.863</td>
<td>6.95·10^-3</td>
<td>0.993</td>
</tr>
<tr>
<td>CON_L</td>
<td>3.02·10^5</td>
<td>1.000</td>
<td>2.41·10^-1</td>
<td>0.906</td>
<td>1.54·10^3</td>
<td>1.000</td>
<td>5.96·10^-3</td>
<td>0.855</td>
</tr>
<tr>
<td>CON_H</td>
<td>3.02·10^5</td>
<td>1.000</td>
<td>2.91·10^-1</td>
<td>1.094</td>
<td>1.54·10^3</td>
<td>1.000</td>
<td>7.98·10^-3</td>
<td>1.145</td>
</tr>
<tr>
<td>VSH_L</td>
<td>2.71·10^5</td>
<td>0.997</td>
<td>2.56·10^-1</td>
<td>0.962</td>
<td>1.38·10^3</td>
<td>0.896</td>
<td>6.95·10^-3</td>
<td>0.997</td>
</tr>
<tr>
<td>VSH_H</td>
<td>3.31·10^5</td>
<td>1.096</td>
<td>2.76·10^-1</td>
<td>1.038</td>
<td>1.69·10^3</td>
<td>1.097</td>
<td>6.99·10^-3</td>
<td>1.003</td>
</tr>
<tr>
<td>CUL_L</td>
<td>2.80·10^5</td>
<td>0.927</td>
<td>2.50·10^-1</td>
<td>0.940</td>
<td>1.43·10^3</td>
<td>0.929</td>
<td>6.61·10^-3</td>
<td>0.948</td>
</tr>
<tr>
<td>CUL_H</td>
<td>3.40·10^5</td>
<td>1.126</td>
<td>2.84·10^-1</td>
<td>1.068</td>
<td>1.65·10^4</td>
<td>1.071</td>
<td>7.27·10^-3</td>
<td>1.043</td>
</tr>
<tr>
<td>DAMAGE_L</td>
<td>3.55·10^5</td>
<td>1.176</td>
<td>3.54·10^-1</td>
<td>1.331</td>
<td>1.81·10^3</td>
<td>1.175</td>
<td>9.67·10^-3</td>
<td>1.387</td>
</tr>
<tr>
<td>DAMAGE_H</td>
<td>2.46·10^5</td>
<td>0.815</td>
<td>1.77·10^-1</td>
<td>0.665</td>
<td>1.25·10^3</td>
<td>0.812</td>
<td>4.27·10^-3</td>
<td>0.613</td>
</tr>
</tbody>
</table>

\* ABS = Absorption coefficient for cornea; ABS\_L = 1583/cm, ABS\_H = 1863/cm, ABS\_R = 2142/cm  

CON = Thermal conductivity of cornea; CON\_L = 0.00120 cal/cm/sec-°c, CON\_H = 0.00120 cal/cm/sec-°c, CON\_R = 0.00130 cal/cm/sec-°c  

VSH = Heat capacity of cornea; VSH\_L = 0.9 cal/cm^3·°c, VSH\_H = 1.0 cal/cm^3·°c, VSH\_R = 1.1 cal/cm^3·°c  

CUL = Value of normalized heat profile (¼ at r=0) at r = RIM, CUL\_L = 0.225, CUL\_H = 0.250, CUL\_R = 0.275  

DAMAGE = Temperature coefficients profile (¼ at r=0) at r = RIM, DAMAGE\_L = 0.01 times nominal value and DAMAGE\_H = 100. times nominal value  

RIM = RIM radius, cm  

Pw = Pulse width, sec
Table 14

EFFECT OF VARYING INDIVIDUAL PARAMETERS ON TOTAL LASER POWER TO INITIATE RETINAL DAMAGE FOR FOUR DIFFERENT LASER EXPOSURES (λ=1060 nm)

<table>
<thead>
<tr>
<th>Individual Parameter*</th>
<th>Predicted Power for RIM - 0.002cm, Pa - 10^8Sec, Watts</th>
<th>Ratio of Power to That for Nominal Values</th>
<th>Predicted Power for RIM - 0.005cm, Pa - 10^8Sec, Watts</th>
<th>Ratio of Power to That for Nominal Values</th>
<th>Predicted Power for RIM - 0.025cm, Pa - 10^8Sec, Watts</th>
<th>Ratio of Power to That for Nominal Values</th>
<th>Predicted Power for RIM - 0.050cm, Pa - 10^8Sec, Watts</th>
<th>Ratio of Power to That for Nominal Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>7.28 x 10^2</td>
<td>1.000</td>
<td>3.67 x 10^-2</td>
<td>1.000</td>
<td>5.06 x 10^-2</td>
<td>1.000</td>
<td>3.69 x 10^-3</td>
<td>1.000</td>
</tr>
<tr>
<td>ASS_L</td>
<td>8.60 x 10^4</td>
<td>1.209</td>
<td>3.67 x 10^-2</td>
<td>1.000</td>
<td>6.11 x 10^-2</td>
<td>1.208</td>
<td>3.94 x 10^-3</td>
<td>1.063</td>
</tr>
<tr>
<td>ASS_H</td>
<td>6.24 x 10^4</td>
<td>0.857</td>
<td>2.65 x 10^-2</td>
<td>0.995</td>
<td>4.33 x 10^-2</td>
<td>0.856</td>
<td>3.48 x 10^-3</td>
<td>0.943</td>
</tr>
<tr>
<td>CON_L</td>
<td>7.28 x 10^4</td>
<td>1.000</td>
<td>3.25 x 10^-2</td>
<td>0.836</td>
<td>5.00 x 10^-2</td>
<td>1.000</td>
<td>3.16 x 10^-3</td>
<td>0.856</td>
</tr>
<tr>
<td>CON_H</td>
<td>7.28 x 10^4</td>
<td>1.000</td>
<td>4.09 x 10^-2</td>
<td>1.114</td>
<td>5.00 x 10^-2</td>
<td>1.000</td>
<td>4.21 x 10^-3</td>
<td>1.141</td>
</tr>
<tr>
<td>VSH_L</td>
<td>6.55 x 10^4</td>
<td>0.900</td>
<td>3.67 x 10^-2</td>
<td>1.000</td>
<td>4.55 x 10^-2</td>
<td>0.899</td>
<td>3.69 x 10^-3</td>
<td>1.000</td>
</tr>
<tr>
<td>VSH_H</td>
<td>6.81 x 10^4</td>
<td>1.100</td>
<td>3.67</td>
<td>1.000</td>
<td>5.56 x 10^-2</td>
<td>1.099</td>
<td>3.69 x 10^-3</td>
<td>1.000</td>
</tr>
<tr>
<td>CFLU_L</td>
<td>7.23 x 10^4</td>
<td>1.000</td>
<td>3.21 x 10^-2</td>
<td>0.875</td>
<td>5.06 x 10^-2</td>
<td>1.000</td>
<td>3.57 x 10^-3</td>
<td>0.968</td>
</tr>
<tr>
<td>CFLU_H</td>
<td>7.23 x 10^4</td>
<td>1.000</td>
<td>4.50 x 10^-2</td>
<td>1.226</td>
<td>5.06 x 10^-2</td>
<td>1.000</td>
<td>3.87 x 10^-3</td>
<td>1.049</td>
</tr>
<tr>
<td>RIL_L</td>
<td>5.78 x 10^4</td>
<td>0.794</td>
<td>3.67 x 10^-2</td>
<td>1.000</td>
<td>4.01 x 10^-2</td>
<td>0.793</td>
<td>3.69 x 10^-3</td>
<td>1.000</td>
</tr>
<tr>
<td>RIL_H</td>
<td>8.43 x 10^4</td>
<td>1.158</td>
<td>3.67 x 10^-2</td>
<td>1.000</td>
<td>5.85 x 10^-2</td>
<td>1.156</td>
<td>3.69 x 10^-3</td>
<td>1.000</td>
</tr>
<tr>
<td>CLT_L</td>
<td>6.77 x 10^4</td>
<td>0.910</td>
<td>3.52 x 10^-2</td>
<td>0.959</td>
<td>3.92 x 10^-2</td>
<td>0.775</td>
<td>3.48 x 10^-3</td>
<td>0.963</td>
</tr>
<tr>
<td>CLT_H</td>
<td>7.62 x 10^4</td>
<td>1.074</td>
<td>3.63 x 10^-2</td>
<td>1.044</td>
<td>7.15 x 10^-2</td>
<td>1.143</td>
<td>4.04 x 10^-3</td>
<td>1.095</td>
</tr>
<tr>
<td>DAMAGE_L</td>
<td>6.57 x 10^4</td>
<td>1.177</td>
<td>5.30 x 10^-2</td>
<td>1.444</td>
<td>5.95 x 10^-2</td>
<td>1.176</td>
<td>5.32 x 10^-3</td>
<td>1.442</td>
</tr>
<tr>
<td>DAMAGE_H</td>
<td>5.55 x 10^4</td>
<td>0.617</td>
<td>1.76 x 10^-2</td>
<td>0.460</td>
<td>4.12 x 10^-2</td>
<td>0.814</td>
<td>1.77 x 10^-3</td>
<td>0.450</td>
</tr>
</tbody>
</table>

*ASS = Absorption coefficient for pig-ment epithelium; ASS_L = 309/cm, ASS_0 = 363/cm, ASS_H = 419/cm

CON = Thermal conductivity; CON_L = 0.00102 cal/cm-sec-°C, CON_0 = 0.00120 cal/cm-sec-°C, CON_H = 0.00138 cal/cm-sec-°C

VSH = Vessels heat capacity; VSH_L = 0.9 cal/cm-3-°C, VSH_0 = 1.0 cal/cm-3-°C, VSH_H = 1.1 cal/cm-3-°C

CFLU = Blood flow to choroid-epithelium; CFLU_L = 0.012 gm/sec, CFLU_0 = 0.024 gm/sec, CFLU_H = 0.045 gm/sec

RFE = Fraction of pig-ment epithelium containing retinoid granules; RFE_L = 0.250, RFE_0 = 0.333, RFE_H = 0.600

CIL = Value of normalized image profile (1 at r=0) at retina for r=RIM; CIL_L = .167 for RIM = 0.0023 cm, .225 for RIM = 0.0500 cm, .375 for RIM = 0.0023 cm, .275 for RIM = 0.0500 cm

RIM = Image radius, cm

Pe = Image width, sec
and small beams. This explains why errors in the heat capacity have their greatest effect on predictions involving exposures with short pulses and small beams.

Beam size is controlled by the parameter CUT which describes the magnitude of the normalized gaussian beam at \( r=RIM \). Beam size increases with the value of CUT. Errors in the beam size have their greatest effect on predictions for exposures involving the shorter laser pulses. This result can be explained by the fact that in such exposures the temperatures are highly transient. In such cases, damage is more dependent on the deposition of energy than on its dissipation by thermal conduction.

Perhaps the most important parameters studied is the rate at which thermal damage proceeds with temperature. Here the rates were increased or decreased by a factor of 100 over the entire range of temperatures. At first glance, one would suspect that such a factor is excessively large. This is in part true at temperatures up to 60°C wherein the rates were determined. Over this range of temperatures, the factor should be closer to 10 rather than 100. On the other hand, above 60°C the factor of 100 is probably unduely conservative. To appreciate the significance of using a factor of 100 one should examine how rapidly the rates of damage change as shown in Table 15.

From an examination of Table 13, it may be observed that the predicted laser power is very sensitive to errors in the rate of thermal damage. This is true for all four cases considered.

If one were to rate the parameters in need of more refined measurement one would rank them in priority as follows:

- Rate of thermal damage
- Absorption coefficient and beam size
- Heat capacity
- Thermal conductivity
Table 15

RATES OF THERMAL DAMAGE VERSUS TEMPERATURE

<table>
<thead>
<tr>
<th>Temperature, °C</th>
<th>Rate of Damage, 1/sec</th>
<th>Temperature, °C</th>
<th>Rate of Damage, 1/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>44</td>
<td>1.62·10^{-4}</td>
<td>82</td>
<td>1.70·10^{7}</td>
</tr>
<tr>
<td>46</td>
<td>4.35·10^{-4}</td>
<td>84</td>
<td>6.00·10^{7}</td>
</tr>
<tr>
<td>48</td>
<td>1.16·10^{-3}</td>
<td>86</td>
<td>2.09·10^{8}</td>
</tr>
<tr>
<td>50</td>
<td>3.03·10^{-3}</td>
<td>88</td>
<td>7.19·10^{8}</td>
</tr>
<tr>
<td>52</td>
<td>1.57·10^{-2}</td>
<td>90</td>
<td>2.44·10^{9}</td>
</tr>
<tr>
<td>54</td>
<td>7.08·10^{-2}</td>
<td>92</td>
<td>8.16·10^{9}</td>
</tr>
<tr>
<td>56</td>
<td>3.13·10^{-1}</td>
<td>94</td>
<td>2.69·10^{10}</td>
</tr>
<tr>
<td>58</td>
<td>1.36</td>
<td>96</td>
<td>8.78·10^{10}</td>
</tr>
<tr>
<td>60</td>
<td>5.81</td>
<td>98</td>
<td>2.82·10^{11}</td>
</tr>
<tr>
<td>62</td>
<td>2.44·10^{1}</td>
<td>100</td>
<td>8.97·10^{11}</td>
</tr>
<tr>
<td>64</td>
<td>1.01·10^{2}</td>
<td>102</td>
<td>2.82·10^{12}</td>
</tr>
<tr>
<td>66</td>
<td>4.08·10^{2}</td>
<td>104</td>
<td>8.74·10^{12}</td>
</tr>
<tr>
<td>68</td>
<td>1.63·10^{3}</td>
<td>106</td>
<td>2.68·10^{13}</td>
</tr>
<tr>
<td>70</td>
<td>6.40·10^{3}</td>
<td>108</td>
<td>8.11·10^{14}</td>
</tr>
<tr>
<td>72</td>
<td>2.47·10^{4}</td>
<td>110</td>
<td>2.43·10^{14}</td>
</tr>
<tr>
<td>74</td>
<td>9.41·10^{4}</td>
<td>112</td>
<td>7.18·10^{14}</td>
</tr>
<tr>
<td>76</td>
<td>3.53·10^{5}</td>
<td>114</td>
<td>7.10·10^{15}</td>
</tr>
<tr>
<td>78</td>
<td>1.30·10^{6}</td>
<td>116</td>
<td>6.08·10^{15}</td>
</tr>
<tr>
<td>80</td>
<td>4.74·10^{6}</td>
<td>118</td>
<td>1.74·10^{16}</td>
</tr>
</tbody>
</table>
8.2.2 Retinal Model

As with the Corneal model, four laser exposures were chosen to study the effect of the limiting parametric errors on the predicted laser power necessary to initiate retinal damage. The exposures chosen involve combinations of image radii of 0.0025 and 0.0300 cm, and pulse durations of $10^{-8}$ and 100 sec. Parameters chosen for this study were identical to those chosen for the Corneal model except for the use of the image rather than the beam profile; and the added consideration of blood flow CFLOW in the chorio-capillaris, and the fraction RPE of the pigment epithelium containing the melanin granules.

As with the Corneal model, errors in the absorption coefficient and heat capacity have their greatest impact on exposures involving short pulses. These results can be explained by the fact that the temperatures necessary to cause damage are higher with the shorter pulses. In such situations, errors in the absorption coefficient and/or heat capacity result in greater changes in the predicted temperature than achieved with long duration pulses. The result is greater changes in the rate of damage with shorter pulses, and hence in predictions of the total laser power.

The effects of errors in the blood flow are most apparent for exposures involving large images and long pulses. Here, long exposures provide greater time for the transport of heat by the blood. On the other hand, large images create less transient temperatures which in turn extend the period over which damage occurs as well as the period over which blood can remove critical heat from those portions of the eye being damaged.

Errors in the fraction RPE of the pigment epithelium containing melanin granules are most important with short pulses. The reason for this behavior is the same as advanced for errors in the absorption coefficient and heat capacity -- namely that such errors bring about greater temperature changes with the shorter pulses.
Image size was varied by varying the parameter CUT which describes the magnitude of the gaussian profile at r=RIM. In this study the limiting errors were chosen considering that large images are more precisely known percentage-wise than small images. Examination of Table 14 shows that errors in the image size are significant in all four cases considered, and are most important with exposures involving small images and short pulses. With such exposures, changes in the image size have their greatest effect on the predicted peak temperatures, rates of thermal damage, and total laser power. From an examination of Table 14, it may be observed that errors in the rate of damage have the greatest effect on the predicted laser power -- assuming the estimated limiting errors are accurate. This result is true for all four cases considered.

According to the need for more accurate measurements, the parameters are ranked as follows:

- Rates of thermal damage
- Image size
- Absorption coefficients
- Fraction of PE containing granules
- Thermal conductivity
- Blood flow
- Heat capacity

8.3 Assessment of Frequency Distribution of Errors Associated with Predicted Laser Power

Having gained an appreciation of how individual errors affect the predicted laser power, let us now examine the effect of all the errors on the predicted power. Here we have used Beta functions along with the limiting values of the errors to arrive at the frequency distribution of the errors for each parameter. Then these results were used along with the power predictions from the sensitivity analysis to arrive at the frequency distributions associated with the predicted laser power. This exercise was performed for each of the four cases for each of the two models.
The results are illustrated by Figs. 12 and 13 for the Corneal model, and by Figs. 14 and 15 for the Retinal model. Confidence intervals for the four cases of each model are presented below.

Table 16
CONFIDENCE INTERVALS ASSOCIATED WITH PREDICTED LASER POWER

<table>
<thead>
<tr>
<th>Exposure</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
<th>99%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1, Cornea</td>
<td>.89-1.13</td>
<td>.81-1.21</td>
<td>.75-1.27</td>
<td>.64-1.43</td>
</tr>
<tr>
<td>Case 2, &quot;</td>
<td>.84-1.14</td>
<td>.74-1.23</td>
<td>.65-1.31</td>
<td>.56-1.44</td>
</tr>
<tr>
<td>Case 3, &quot;</td>
<td>.88-1.10</td>
<td>.81-1.16</td>
<td>.75-1.24</td>
<td>.64-1.37</td>
</tr>
<tr>
<td>Case 4, &quot;</td>
<td>.80-1.17</td>
<td>.68-1.27</td>
<td>.61-1.36</td>
<td>.50-1.47</td>
</tr>
<tr>
<td>Case 1, Retina</td>
<td>.86-1.12</td>
<td>.75-1.23</td>
<td>.66-1.31</td>
<td>.53-1.48</td>
</tr>
<tr>
<td>Case 2, &quot;</td>
<td>.91-1.14</td>
<td>.83-1.22</td>
<td>.76-1.30</td>
<td>.62-1.44</td>
</tr>
<tr>
<td>Case 3, &quot;</td>
<td>.86-1.20</td>
<td>.72-1.33</td>
<td>.62-1.45</td>
<td>.45-1.69</td>
</tr>
<tr>
<td>Case 4, &quot;</td>
<td>.92-1.13</td>
<td>.84-1.20</td>
<td>.78-1.28</td>
<td>.65-1.40</td>
</tr>
</tbody>
</table>

Here cases 1 through 4 refer to the exposures of Tables 13 and 14, reading from left to right.

The first observation to be noted from the figures is that the power predictions are slightly more accurate with the shorter pulses for the cornea and with the longer pulses for the retina. One possible cause for this difference is uncertainties in the beam profile at the retina. This source of error would have its greatest effect on retinal burns produced by short pulses, and would be of negligible importance for corneal burns. When this error is small, one would expect the damage predictions to be more accurate for the shorter pulses. The second observation is that the power predictions are slightly more accurate with exposures involving large irradiated areas for both models. One may anticipate this result in that, when the laser's energy is deposited over larger areas, errors in the optical data and thermal conduction are of lesser importance.
Fig. 12  FREQUENCY DISTRIBUTION OF ERRORS IN PREDICTED POWER FOR CORNEAL MODEL FOR BEAM SIZE OF 0.0350 CM
Fig. 13  FREQUENCY DISTRIBUTION OF ERRORS IN PREDICTED POWER FOR CORNEAL MODEL FOR BEAM SIZE OF 0.0X50 CM
Fig. 14 FREQUENCY DISTRIBUTION OF ERRORS IN PREDICTED POWER FOR RETINAL MODEL FOR BEAM SIZE OF 0.0300 CM
Fig. 15  FREQUENCY DISTRIBUTION OF ERRORS IN PREDICTED POWER FOR RETINAL MODEL FOR BEAM SIZE OF 0.0025 CM
As would be expected the Corneal model provides more accurate power predictions than the Retinal model. This is attributable to the fact that there are fewer variables in the Corneal model.
9. SUMMARY AND CONCLUSIONS

During the course of this program two codes, namely the Corneal and Retinal models, were developed to assess the temperatures and thermal damage produced in eyes by exposure to lasers. These models differ according to where one wishes to examine damage. Corneal or lens burns are treated by the Corneal model while retinal burns are treated by the Retinal model. Computer times for the models range from about 10 to 20 sec on the UNIVAC 1103 computer.

Predictions of thermal damage were made using the damage criterion presented in Ref. 3 for skin tissues. Two means were used to assess the capabilities of the models for providing accurate predictions. These were to

- assess the error in the predicted laser power due to estimated uncertainties in the input data
- compare model predictions with experimental results

9.1 Consequence of Parametric Errors

To assess the effect of parametric errors on the predicted laser powers, seven key parameters were chosen. Most sensitive and those requiring additional accuracy are in order of priority, for the cornea:

- Rates of thermal damage
- Absorption coefficient and beam size
- Heat capacity
- Thermal conductivity

and for the retina:

- Rates of thermal damage
- Image size
- Absorption coefficients
- Fraction of PM containing granules
- Thermal conductivity
- Blood flow
- Heat capacity
Based on estimated errors associated with each parameter two conclusions were drawn. These are that the accuracy of the predicted laser powers is approximately ±14 percent for a 50 percent confidence interval. Of all the parameters, estimated errors for the rate of thermal damage has the greatest impact on the predictions.

9.2 Comparison of Model Predictions with Experimental Data

Two additional means were used to assess the capabilities of the models for providing accurate burn predictions. These involved

1) comparing predicted and experimental laser power for the given lesion size.
2) comparing predicted and experimental lesion size for the given experimental laser power.

For the retina, the agreement between predictions and experimental determinations is reasonably good for pulse durations of the order of 10^{-6} sec or greater. Poorer agreement is had for pulses of 10^{-8} to 10^{-7} sec. The latter may be caused by errors in the image size. Of greatest concern is that with picosecond pulses (run 1 of Table 10), damage is inflicted with extremely low energies. In fact the experimental laser energies will only produce temperature rises of the order of 10^{-3} C in the retina. Hence thermal damage may be discarded as a credible cause of damage for picosecond pulses. The most likely cause of damage is shocks produced within the melanin granules due to the very rapid deposition of energy. During such short deposition times the energies cannot escape either by thermal or mechanical means. The result is very pronounced concentrations of energy that lead to very steep fronted pressure waves. Whether or not such waves represent a primary cause of damage remains to be seen.

For the cornea, the predicted laser powers were almost always higher than their experimental counterparts. This discrepancy is particularly pronounced for pulses of the order of 10^{-7} sec or less. Here the predicted laser powers were some 40 to 90 times larger than the experimental values. This discrepancy suggests that some other damage mechanism other than thermal is involved, such as acoustic
pressure waves. Literature studies (Ref. 4) suggest that the latter is a credible mechanism of damage. On the other hand, the discrepancy at the longer pulses suggests that the rates of thermal damage for the cornea are higher than those of the skin.

9.3 Problem Areas

From the above results it should be apparent that there is a serious need for information regarding the

1) rates at which the cornea is thermally damaged,
2) generation, movement and damage capabilities of shock waves,
3) generation, movement and damage capabilities of acoustic waves.

Measurements of the rates of thermal damage in the cornea should very substantially improve the accuracy of the predictions of corneal burns. Such studies would require a combined experimental and analytical effort -- the experiments to establish the damage and associated temperatures in the corneal and the analytical work to establish the rates of thermal damage from the experimental results.

Items 2 and 3 appear to be a likely cause of damage at the shorter pulses. To resolve this question feasibility studies are needed. Such studies should not only establish whether the above discrepancies can be attributed to pressure waves, but also identify situations in which pressure waves could cause extensive damage. Only by knowing the extent of damage caused by various phenomena can one identify the prime cause of damage.
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APPENDIX A
COMPUTATIONAL SCHEME FOR PREDICTING EYE TEMPERATURES

1. INTRODUCTION

In this appendix we shall describe the method used to compute temperatures within the eye as developed by Technology, Inc. (1,52) and modified by IIT Research Institute. In essence the method involves the use of finite-difference equations to assess the transient temperature within the eye produced by exposures to a laser beam. Because the usual explicit techniques require a minimum size of time element for stable solutions, an explicit-implicit alternating direction technique was used. Here we shall briefly discuss the disadvantages of standard explicit techniques for the problem at hand and then develop the equations associated with the explicit-implicit alternating-direction method.

2. DISADVANTAGES OF STANDARD EXPLICIT TECHNIQUES FOR SOLVING FINITE-DIFFERENCE EQUATIONS

Explicit techniques involve using existing temperatures to calculate future temperatures. While the equations are relatively simple, it is necessary to use a minimum size of time increment to prevent the fluxes and temperatures from oscillating with progressively increasing magnitudes. These oscillations are caused by the temperature differences and fluxes being maintained for longer times than is possible, causing exceptionally large or small temperature rises. At the next time interval, the process will be reversed and exceptionally large temperature rises will become exceptionally small, or vice versa.

Pure explicit techniques require very small time intervals and relatively large computational times to prevent such temperature fluctuations. The method described in this appendix circumvents the need for using very small time intervals by the simultaneous use of implicit and explicit techniques.
3. EXPLICIT-IMPLICIT ALTERNATING DIRECTION TECHNIQUE
FOR SOLVING FINITE-DIFFERENCE EQUATIONS

One method by which stable solutions may be achieved by use
of large time intervals is the explicit-implicit alternating-
direction technique. This method is based on the work of Peaceman
(2) and involves the simultaneous use of present and future temper-
ature uses to assess future fluxes and temperature rises. This is
accomplished by treating the fluxes explicitly in one direction
while the fluxes are being treated implicitly in the other direc-
tion. At succeeding time steps the process is reversed.

3.1 Formulation of Equations for Explicit-Implicit
Alternating-Direction Technique

Here we shall develop the equations for the explicit-implicit
alternating-direction techniques for polar coordinates, where r
represents radial displacements and z represents axial displace-
ments. Differences in the composition of the eye are accounted for
by varying the thermal conductivities and heat capacities with depth
in each model. In order to account for blood flow in the Retinal
model, provisions have been made for adjusting the matrix elements
derived from this analysis. This subject is covered in Appendix B.

Within each eye media, heat conduction can be described using
the standard heat-conduction equation

\[
\frac{\partial v}{\partial t} = \frac{q(z,r,t)}{\rho C} + K \left[ \frac{1}{r} \frac{\partial v}{\partial r} + \frac{\partial^2 v}{\partial r^2} \right] + \frac{\partial}{\partial z} \left( K \frac{\partial v}{\partial z} \right)
\]  

(A-1)

where

\begin{align*}
C & = \text{specific heat} \\
K & = \text{thermal conductivity} \\
q & = \text{rate of heat deposition from laser} \\
r & = \text{radial distance} \\
t & = \text{time} \\
v & = \text{temperature rise above initial temperature} \\
z & = \text{axial distance} \\
\rho & = \text{density}
\end{align*}
This equation provides for variations of thermal conductivity with depth.

Just prior to exposure to the laser beam,

\[ v(z,r,0) = 0 \]  \hspace{1cm} (A-2)

Beyond some radial and axial distance away from the region at which appreciable energy is deposited, the temperature rises will remain insignificant over the times in which damage is inflicted. Moreover, because the temperatures are symmetric about the \( z \) axis, there is no heat transfer across the \( z \) axis. Mathematically these facts may be expressed by:

\[ \frac{\partial v}{\partial r} = 0 \text{ at } r = 0; \text{ and} \]
\[ v = 0 \text{ at } r = RN, z = 0 \text{ and } z = 2 \cdot ZM \]  \hspace{1cm} (A-3)

where \( z \) is measured from the outer surface of the cornea; and \( RN \) and \( 2 \cdot ZM \) represent radial and axial distances, respectively, beyond which there is no temperature rise during the times at which damage is being inflicted.

To achieve stable solutions two sets of finite-difference equations are employed to represent the heat fluxes. The first involves treating the fluxes explicitly in \( z \) and implicitly in \( r \), which is termed COLUMN; and the second involves treating the fluxes implicitly in \( z \) and explicitly in \( r \), which is termed ROW. For reasons which will be evident later in this section each set of calculations involve the use of two time steps each of size \( \Delta t/2 \), where \( \Delta t \) represents the time increment for one complete cycle.

Increments of \( z, r \) and \( t \) are represented by \( z_{i+1}-z_i, r_{j+1}-r_j \), and \( t_{k+1}-t_k \), respectively, where \( i, j, k = 1, 2, 3, \ldots \), and where \( t_i = 0 \). To conserve on computational time the size of the spacial elements is progressively increased with distance from the region of appreciable energy deposition while the time intervals are progressively increased with time.
Using time steps of $\Delta t_k/2$, the finite-difference approximations of the heat fluxes of Eq. A-1 are as follows:

\[ \rho \cdot C \frac{dv}{dt} \approx \frac{(\rho \cdot C)_i}{\Delta t_k} \left[ v_{i,j,k+k4} - v_{i,j,k+k3} \right] \]  (A-4)

\[ q(z,r,t) = q_{i,j,k+1/2} \]  (A-5)

\[ \frac{K}{r} \frac{\partial v}{\partial r} \approx \frac{K_i}{r_j} \left[ \frac{v_{i,j+1,k+k1} - v_{i,j-1,k+k1}}{r_{j+1} - r_{j-1}} \right] \]  (A-6)

\[ K \frac{\partial^2 v}{\partial r^2} \approx \frac{K_i}{r_{j+1} - r_{j-1}} \left[ \frac{v_{i,j+1,k+k1} - v_{i,j-1,k+k1}}{r_{j+1} - r_j} - \frac{v_{i,j,k+k1} - v_{i,j-1,k+k1}}{r_j - r_{j-1}} \right] \]  (A-7)

\[ \frac{\partial}{\partial z} \left( K \frac{\partial v}{\partial z} \right) \approx \frac{K_i}{z_{i+1} - z_{i-1}} \left[ \frac{v_{i+1,j,k+k2} - v_{i,j,k+k2}}{z_{i+1} - z_i} - \frac{v_{i-1,j,k+k2}}{z_i - z_{i-1}} \right] + \frac{K_{i+1} - K_{i-1}}{z_{i+1} - z_{i-1}} \left[ \frac{v_{i+1,j,k+k2} - v_{i-1,j,k+k2}}{z_{i+1} - z_i} \right] \]  (A-8)

Equations A-4 through A-8 hold at all points within the eye except on the $z$ axis and at the outer surface of the cornea at $z=0$ wherein the radial heat flux is zero. At $r=0$

\[ \frac{K}{r} \frac{\partial v}{\partial r} \approx K \left[ \frac{\partial^2 v}{\partial r^2} \right] \left[ \frac{v_{i,2,k+k1} - v_{i,1,k+k1}}{r_{2}^2} \right] \]  (A-9)

At $z=0$, the following condition holds

\[ K \frac{\partial v}{\partial z} = 0 \]  (A-10)
### Table A-1

<table>
<thead>
<tr>
<th>k Values*</th>
<th>Column Computations</th>
<th>Row Computations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First $\Delta t_k/2$</td>
<td>Second $\Delta t_k/2$</td>
</tr>
<tr>
<td>$k_1$</td>
<td>1/2</td>
<td>1/2</td>
</tr>
<tr>
<td>$k_2$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$k_3$</td>
<td>0</td>
<td>1/2</td>
</tr>
<tr>
<td>$k_4$</td>
<td>1/2</td>
<td>1</td>
</tr>
</tbody>
</table>

* For use in Eqs. A-4 through A-9

Here the COLUMN computations are performed during the first time interval $\Delta t_k/2$ while the ROW computations are performed during the final time step.

#### 3.2 Formulation of Grid Network

In view of the fact that much of the laser's energy is deposited within relatively small regions of the eye, it is desirable to vary the size of spatial elements so that small uniform elements are used in regions of high energy absorption, and progressively larger elements are used for more remote regions. To achieve this end the first $N_1+1$ radial grid points are spaced $\Delta r$ apart starting at $r = 0$ wherein the energy deposition is most intense. Thereafter the spacing is sequentially increased by a factor $R_2$ for a total of $N$ intervals or $N+1$ grid points. This choice of $r$ intervals is illustrated graphically in Fig. A-1 and mathematically as follows:

$$r_{j+1} - r_j = \begin{cases} 
\Delta r & 1 \leq j \leq N_1 \\
\Delta r \cdot (R_2)^{j-N_1} & N_1 + 1 \leq j \leq N 
\end{cases}$$  \hspace{1cm} (A-11)

For the $z$ axis, a total of $M_1+1$ grid points are spaced at uniform intervals on either side of the midpoint $z = ZM$. 
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Figure A-1 GRID SCHEME USED IN FINITE-DIFFERENCE EQUATIONS
At shallower and deeper depths the spacing is progressively increased by a factor $R_1$, to yield a total of $M+1$ grid points or $M$ intervals along the $z$ axis. This choice of $z$ intervals is illustrated graphically in Fig. A-1 and represented mathematically by

$$z_{i+1} - z_i = \begin{cases} \Delta z \cdot (R_1)^{\frac{M}{2} - M_1 - i + 1} & 1 \leq i \leq \frac{M}{2} - M_1 \\ \Delta z & \frac{M}{2} - M_1 + 1 \leq i \leq \frac{M}{2} + M_1 \\ \Delta z \cdot (R_1)^{i - \frac{N}{2} - M_1} & \frac{M}{2} + M_1 + 1 \leq i \leq M \end{cases} \quad (A-12)$$

To determine the various grid points it is first necessary to specify the maximum values of $z$ and $r$ represented by $2 \cdot ZM$ and $RN$, respectively, along with the number of uniformly spaced grid points $M_1$ and $N_1$ and the total number of grid spaces $M$ and $N$. Values of the ratios $R_1$ and $R_2$ are then determined such that the proper number of increments are provided within the distances $2 \cdot ZM$ and $RN$. Here we shall illustrate the method for assessing the ratios for the case of $R_1$.

Given the designated values for $ZM$, $M_1$, $M$, and $\Delta z$, it is necessary that

$$\frac{ZM}{\Delta z} - M_1 + 1 = \sum_{m=0}^{M/2-M_1} R_1^m = \frac{R_1^{M/2-M_1+1}}{R_1 - 1} - 1$$
Setting \( \frac{ZM}{M/2} - M_1 + 1 \) equal to \( c_p \), and \( M/2 - M_1 + 1 \) equal to \( c_k \) and simplifying Eq. A-13 yields

\[
c_p \cdot R_1 - c_p + 1 = R_1 c_k
\]  
(A-14)

Taking logarithms of both sides of Eq. A-14 yields

\[
\log(c_p \cdot R_1 - c_p + 1) = c_k \log R_1
\]  
(A-15)

Finally rearrangement of Eq. A-15 yields

\[
R_1 = \exp \left[ \frac{\log(c_p \cdot R_1 - c_p + 1)}{c_k} \right]
\]  
(A-16).

In view of the fact that factor \( R_1 \) is present on both sides of Eq. A-16 it is necessary to determine \( R_1 \) by successive approximations. This is accomplished by first setting \( R_1 \) equal to an initial value of say 2, and then evaluating the right-hand side of Eq. A-16 for the first trial value for \( R_1 \). If with this \( R_1 \), Eq. A-16 is not satisfied, then \( R_1 \) is set equal to the value found for the right-hand side of the equation and the process repeated until Eq. A-16 is satisfied.

To evaluate the ratio \( R_2 \) for the \( r \) coordinate one merely replaces \( ZM, i, M_1, M/2 \) and \( \frac{\Delta z}{\Delta r} \) by \( RN, j, N_1, N \) and \( \Delta r \), respectively. With these changes \( c_p \) becomes \( \frac{RN}{\Delta r} - N_1 + 1 \) and \( c_k \) becomes \( N - N_1 + 1 \).

### 3.3 Matrix Representation of Finite-Difference Equations

Generally the most efficient method for solving simultaneous finite-difference equations involves the use of matrix representation of the appropriate equations. In this regard we are concerned with solutions for two problems -- the first for COLUMN in which the heat transfer in the \( z \) direction is treated explicitly while the heat transfer in the \( r \) direction is treated implicitly; and the second for ROW in which the heat transfer in the \( z \) direction is treated implicitly while the heat transfer in the \( r \) direction is treated explicitly.
To determine the finite-difference equations appropriate for each set of computations one must first substitute the finite-difference expressions given by Eqs. A-4 through A-9 for the various partial derivatives of temperature rise \( v \) presented by Eq. A-1. The result is two sets of finite-difference equations -- one for COLUMN and one for ROW.

After collecting like terms in \( v_{i,j,k} \) one arrives at the following equations.

**COLUMN:**

\[
-K_i \cdot B_{j,1} \cdot v_{i,j-1,k+1/2} + (K_i \cdot B_{j,2} + \frac{2 \rho_i \cdot C_i}{\Delta t_k}) v_{i,j,k+1/2} - K_i \cdot B_{j,3} v_{i,j+1,k+1/2} = A_{i,1} v_{i-1,j,k} - (A_{i,2} - \frac{2 \rho_i \cdot C_i}{\Delta t_k}) v_{i,j,k} + A_{i,3} v_{i+1,j,k} + S_{i,j,k+1/2}
\]

(A-17)

**ROW:**

\[
-K_i \cdot B_{j,1} \cdot v_{i,j-1,k+1} + (A_{i,2} + \frac{2 \rho_i \cdot C_i}{\Delta t_k}) v_{i,j,k+1} - A_{i,3} v_{i+1,j,k+1} = K_i \cdot B_{j,2} - \frac{2 \rho_i \cdot C_i}{\Delta t_k}) v_{i,j,k+1/2} - K_i \cdot B_{j,3} v_{i,j+1,k+1/2}
\]

+ \( S_{i,j,k+1/2} \)  

(A-18)

where \( \Delta t_k \) = difference in elapsed times given by \( X_T(k+1)-X_T(k) \); \( i = 2,3 \ldots M; j = 2,3 \ldots N \); and where at the boundaries

\[
v_{2,j,k} = v_{1,j,k} \\
v_{M+1,j,k} = 0 \\
v_{k,N+1,k} = 0
\]

(A-19)
For the case of COLUMN, the index \( i \) is held constant while the index \( j \) is varied to yield the matrix presented in Fig. A-2. For the initial time interval \( \Delta t_k/2 \), \( i \) is first set equal to 2 while the temperature rises \( v_{2,j,k+1/2} \) are being evaluated. Then \( i \) is set equal to 3 to determine the temperature rises \( v_{3,j,k+1/2} \) etc. Finally, \( i \) is set equal to \( M \) to yield \( v_{M,j,k+1/2} \).

For the case of ROW, the index \( j \) is held constant while the index \( i \) is varied to yield the matrix presented in Fig. A-3. For the second time interval \( \Delta t_k/2 \), \( j \) is first set equal to 1 while the temperature rises \( v_{i,1,k+1} \) are being evaluated. Then \( j \) is increased to 2 while \( v_{i,2,k+1} \) is being evaluated, etc.

Values for the coefficients \( A_{i,1}, A_{i,2}, A_{i,3}, B_{j,i}, B_{j,2} \) and \( B_{j,3} \) are given in Table A-2.

3.4 Solution of Matrix Representation of Finite-Difference Equations

Having established the matrices for performing the COLUMN and ROW calculations, the next step is the evaluation of the temperature rises \( v_{i,j,k} \). In this regard it is important to observe that the coefficient matrices shown in Figs. A-2 and A-3 are tridiagonal in that all elements are zero except for those on the main diagonal and on either side of the diagonal. To solve these equations, a very efficient algorithm is available which involves an elimination procedure.

To illustrate this procedure consider the simplified version of the equations presented below:

\[
\begin{bmatrix}
b_1 & c_1 & 0 & 0 & \ldots & 0 \\
a_2 & b_2 & c_2 & 0 & 0 & 0 \\
0 & a_3 & b_3 & c_3 & 0 & 0 \\
0 & 0 & a_4 & b_4 & \ddots & \vdots \\
0 & 0 & 0 & \cdots & a_p & b_p \\
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2 \\
v_3 \\
v_4 \\
\vdots \\
v_p \\
\end{bmatrix}
= 
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
\vdots \\
x_p \\
\end{bmatrix}
\]

\[\text{(A-20)}\]
<table>
<thead>
<tr>
<th>i Indices</th>
<th>$A_{i,1}$</th>
<th>$A_{i,2} = A_{i,1} + A_{i,3}$</th>
<th>$A_{i,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2 \leq i \leq \frac{M}{2} - M_1 + 1$</td>
<td>$\frac{R_i K_{i-1} + 2(R_i + 1)K_i - R_i K_{i+1}}{(\Delta z)^2 (R_i + 1)^2 R_i^{-2M-2M_1+3}}$</td>
<td>$\frac{2K_i}{(\Delta z)^2}$</td>
<td>$\frac{K_{i+1} + 2(R_i + 1)K_i - K_{i-1}}{(\Delta z)^2 (R_i + 1)^2 R_i^{-2M-2M_1+2}}$</td>
</tr>
<tr>
<td>$\frac{M}{2} - M_1 + 2 \leq i \leq \frac{M}{2} + M_1$</td>
<td>$\frac{K_{i-1} + 4K_i - K_{i+1}}{4(\Delta z)^2}$</td>
<td>$\frac{2K_i}{(\Delta z)^2}$</td>
<td>$\frac{K_{i+1} + 4K_i - K_{i-1}}{4(\Delta z)^2}$</td>
</tr>
<tr>
<td>$\frac{M}{2} + M_1 + 1 \leq i \leq M$</td>
<td>$\frac{K_{i-1} + 2(R_i + 1)K_i - K_{i+1}}{(\Delta z)^2 (R_i + 1)^2 R_i^{-2i-M-2M_1-2}}$</td>
<td>$\frac{2K_i}{(\Delta z)^2}$</td>
<td>$\frac{R_i K_{i+1} + 2(R_i + 1)K_i - R_i K_i}{(\Delta z)^2 (R_i + 1)^2 R_i^{-2i-M-2M_1}}$</td>
</tr>
</tbody>
</table>

### Table A-2 VALUES OF COEFFICIENTS $A$ AND $B$

<table>
<thead>
<tr>
<th>j Indices</th>
<th>$B_{j,1}$</th>
<th>$B_{j,2} = B_{j,1} + B_{j,3}$</th>
<th>$B_{j,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j = 1$</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2 \leq j \leq N_1$</td>
<td>$\frac{1}{(\Delta r)^2}(2j-3)$</td>
<td>$\frac{2}{(\Delta r)^2}$</td>
<td>$\frac{1}{(\Delta r)^2}(2j-1)$</td>
</tr>
<tr>
<td>$N_1 + 1 \leq j \leq N$</td>
<td>$\frac{2/R_2}{(\Delta r)^2 (R_2 + 1) R_2^{-j-1-N_1}}$</td>
<td>$\frac{2}{(\Delta r)^2 R_2^{j-1-N_1}}$</td>
<td>$\frac{j-1-N_1}{(\Delta r)^2 (R_2 + 1) R_2^{-j-1-N_1}}$</td>
</tr>
</tbody>
</table>
\[
\begin{bmatrix}
K_1 B_{1,2} + \frac{2 \cdot \rho_1 \cdot C_1}{\Delta t_k} & -K_1 B_{1,3} & 0 & 0 & \cdots & 0 \\
-K_1 B_{2,1} & K_1 B_{2,2} + \frac{2 \cdot \rho_1 \cdot C_1}{\Delta t_k} & -K_1 B_{2,3} & 0 & \cdots & 0 \\
0 & -K_1 B_{3,1} & K_1 B_{3,2} + \frac{2 \cdot \rho_1 \cdot C_1}{\Delta t_k} & -K_1 B_{3,3} & \cdots & 0 \\
0 & 0 & -K_1 B_{4,1} & K_1 B_{4,2} + \frac{2 \cdot \rho_1 \cdot C_1}{\Delta t_k} & \cdots & -K_1 B_{N-1,3} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & -K_1 B_{N,1} & K_1 B_{N,2} + \frac{2 \cdot \rho_1 \cdot C_1}{\Delta t_k} & \cdots & -K_1 B_{N-1,3}
\end{bmatrix}
\begin{bmatrix}
v_{1,1,k+k_1} \\
v_{1,2,k+k_1} \\
v_{1,3,k+k_1}
\end{bmatrix}
= \begin{bmatrix} b_1 \\ b_2 \\ b_3 \end{bmatrix}
\]

where: 
\[ b_j = A_{i,j} \cdot v_{i-1,j,k+k_2} + (A_{i,j} + 2 \cdot \rho_1 \cdot C_1) \cdot v_{i,j,k+k_2} + A_{i,j} \cdot v_{i+1,j,k+k_2} + A_{i,j} \cdot v_{i+2,j,k+k_2} \]

and values for 
\[ A_{i,1}, A_{i,2}, A_{i,3}, B_{j,1}, B_{j,2} \text{ and } B_{j,3} \]
are presented in Table A-2.

**Figure A-2** MATRIX REPRESENTATION OF EQUATIONS FOR COLUMN COMPUTATIONS
\[
\begin{bmatrix}
A_{2,2} + \frac{\Delta \cdot P_2 \cdot C_2}{\Delta t_k} & -A_{2,3} & 0 & 0 & \cdots & 0 \\
-A_{3,1} & A_{3,2} - \frac{\Delta \cdot P_3 \cdot C_3}{\Delta t_k} & -A_{3,3} & 0 & \cdots & 0 \\
0 & -A_{4,1} & A_{4,2} + \frac{\Delta \cdot P_4 \cdot C_4}{\Delta t_k} & -A_{4,3} & \cdots & 0 \\
0 & 0 & -A_{5,1} & A_{5,2} + \frac{\Delta \cdot P_5 \cdot C_5}{\Delta t_k} & \cdots & 0 \\
0 & 0 & 0 & -A_{M-1,1} & A_{M-1,2} + \frac{\Delta \cdot P_M \cdot C_M}{\Delta t_k} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

where:
\[b_i = K_{i,j} \cdot B_{j,i} \cdot v_{i,j,l,k+k_1 + \frac{\Delta t_k}{2}} + K_{i,j} \cdot B_{j,i} + \frac{\Delta t_k}{2} \cdot v_{i,j,l,k+k_1 + \frac{\Delta t_k}{2}} + K_{i,j} \cdot B_{j,i} \cdot v_{i,j,l,k+k_1 + \frac{\Delta t_k}{2}} + q_{i,j,l,k+1/2}
\]

and values for \(A_{i,1}, A_{i,2}, A_{i,3}, B_{j,1}, B_{j,2}\) and \(B_{j,3}\) are presented in Table A-2.

Figure A-3 MATRIX REPRESENTATION OF EQUATIONS FOR ROW COMPUTATIONS
The procedure is as follows. The first equation, namely

$$b_1 \cdot v_1 + c_1 \cdot v_2 = x_1$$  \hspace{1cm} (A-21)

is solved for $v_1$ which is then employed to eliminate $v_1$ from the second equation, namely

$$a_2 \cdot v_1 + b_2 \cdot v_2 + c_2 \cdot v_3 = x_2$$  \hspace{1cm} (A-22)

The resulting equation is then solved for $v_2$ and used to eliminate $v_2$ from the third equation, namely

$$a_3 \cdot v_2 + b_3 \cdot v_3 + c_3 \cdot v_4 = x_3$$  \hspace{1cm} (A-23)

This process is repeated for all of the equations and results in the following set of simultaneous equations

$$v_1 + \frac{c_1}{F_1} \cdot v_2 = D_1$$
$$v_2 + \frac{c_2}{F_2} \cdot v_3 = D_2$$
$$v_3 + \frac{c_3}{F_3} \cdot v_4 = D_3$$
$$\vdots$$
$$v_{p-1} + \frac{c_{p-1}}{F_{p-1}} \cdot v_p = D_{p-1}$$
$$v_p = D_p$$

where

$$F_1 = b_1, \quad D_1 = \frac{x_1}{F_1}, \quad \text{and}$$

$$C_m = \frac{c_m}{F_m}$$

$$F_m = b_m - c_m \cdot C_{m-1}$$  \hspace{1cm} (A-25)

$$D_m = \frac{x_m - a_m \cdot D_{m-1}}{F_m}$$

for $m = 1, 2, 3, \ldots, p$
To solve for \( v_m \) one first evaluates \( C_m, D_m \) and \( F_m \) and then evaluates the \( v_m \) sequentially starting with \( v_p \). The result is as follows:

\[
\begin{align*}
v_p &= D_p \\
v_{p-1} &= D_{p-1} - \frac{c_{p-1}}{F_{p-1}} v_p \\
v_{p-2} &= D_{p-2} - \frac{c_{p-2}}{F_{p-2}} v_{p-1} \\
&\quad \vdots \\
v_2 &= D_2 - \frac{c_2}{F_2} v_3 \\
v_1 &= D_1 - \frac{c_1}{F_1} v_2
\end{align*}
\] (A-26)

To use the above set of equations, one must first evaluate the expressions for \( a_m, b_m, \) and \( c_m \) for the COLUMN computations presented by Fig. A-2 and for the ROW computations by Fig. A-3 using the results of Table A-2. Then the resultant values for \( a_m, b_m, \) and \( c_m \) are used to evaluate the parameters \( C_m, D_m \) and \( F_m \) given by Eq. A-25.
APPENDIX B

THERMAL EFFECTS CAUSED BY BLOOD FLOW
WITHIN CHORIO-CAPILLARIS
AND TISSUES SURROUNDING EYE
1. INTRODUCTION

Blood flow occurs in a diffuse and pulsating fashion through many sizes of blood vessels within the chorio-capillaris of the eye as well as within tissues surrounding the eye. During and after exposure to a laser beam the flow of blood shall act to dissipate heat from surrounding tissue and thereby moderate thermal damage. Such heat dissipation occurs as a result of two effects. The initial effect of the blood is to act as a heat sink, while the second effect is to transport heat from regions of high temperature to regions of low temperature. Both effects are considered in assessing the consequence of blood flow in the chorio-capillaris. On the other hand blood flow within tissues surrounding the eye is treated purely as a heat sink.

Recognizing that the problem is inherently complex because of the multitude of blood vessels, some assumptions must be made to achieve tractable solutions. To this end we shall assume that

- the blood reaches the chorio-capillaris or tissues through the main blood vessels at its normal temperature
- the temperature of blood within the smaller blood vessels of the vascular layer equals that of surrounding tissue
- the flow of blood is not altered by temperature changes

Moreover, we shall consider the transport of heat by the blood in the chorio-capillaris only along directions of changing radii. Axial heat transport is neglected in view of the shallow depth of the chorio-capillaris.
2. **CHORIO-CAPILLARIS**

2.1 **Radial Grid Coordinates for Analyzing Blood Flow in Chorio-Capillaris**

To remain consistent with the scheme for predicting eye temperatures described in Appendix A, we shall use the same grid system shown in Fig. A-1. In this scheme, temperatures are specified at radial distances \( r_j \) starting with \( r_1 = 0 \) at the axis of the eye. To minimize the number of radial elements, the first \( N_1 \) spacings are kept uniform and then allowed to progressively increase in size by a factor \( R_2 \). A similar scheme is used for the axial elements \( \Delta z \). The vascular layer is considered to lie within the region of uniform spacing between one or more of the incremental depths \( \Delta z \).

Due to the fact that only a small number of volume elements are in the vascular layer, we shall utilize explicit finite-difference equations to predict the transport and loss of heat caused by blood flow. These heat transfer predictions shall be made for each time interval \( \Delta t_k = T_k(k+1) - T_k(k) \) considered in the Technology, Inc. scheme for predicting temperatures. The result of this analysis shall be predictions of the incremental changes of heat to each of the elements of the vascular layer during each of the intervals of time.

2.2 **Representation of Blood Flows in Chorio-Capillaris**

In order to describe the flow of blood into and out of various elements of the vascular layer, the flows to and from unit areas of the two boundary surfaces of the vascular layer will be represented by \( X_{1j} \) and \( X_{0j} \), respectively. Variations of the flows \( X_{1j} \) and \( X_{0j} \) with radial distance \( r \) will be accounted for by delineating the flows at several select radial distances. An illustration of these flows is shown below.
Differences in the quantities of blood entering and leaving various radial sections of the vascular layer will move either inward or outward in the radial direction. If the radial flows at \( r_j \) are designated by \( F_{Rj} \), then the radial flows are given by

\[
F_{R1} = 0 \\
F_{R2} = (X_{13/2} - X_{03/2}) \cdot A_o \cdot r_2^2/2 \\
F_{R3} = F_{R2} + (X_{15/2} - X_{05/2}) \cdot A_o \cdot (r_3^2 - r_2^2)/2 \\
\vdots
\]

or in general

\[
F_{Rj} = \sum_{n=2}^{j-1} (X_{1n-1/2} - X_{0n-1/2}) \cdot A_o \cdot (r_n^2 - r_{n-1}^2)/2 
\]

(B-2)

Since these flows pass through cross-sectional areas of

\[
Z \cdot A_o \cdot r_j
\]

it is necessary to divide each flow \( F_{Rj} \) by the area through which it flows to assess the rates per unit area. The resultant radial flows per unit area at \( N_j \) are given by

\[
FLOWR_j = \frac{F_{Rj}}{Z \cdot A_o \cdot r_j}
\]

(B-3)

for \( j \geq 2 \). These flows will transport heat along radial lines.

To assess the cooling effects of the incoming blood, one must first determine the blood flows entering unit volumes of the chorio-capillaris. This is accomplished by dividing the flows \( X_{1j} \) by the thickness \( Z \) of the vascular layer to yield

\[
FLOWI_j = \frac{X_{1j}}{Z}
\]

(B-6)
2.3 Analysis of Thermal Effects Caused by Blood Flow in Chorio-Capillaris

In this section we shall consider the thermal effects of blood apart from the effects of heat conduction treated in Appendix A. The results shall be a description of the temperature changes caused by blood flow during the given time interval \( \Delta t_k = X_k(k+1) - X_k(k) \).

The differential equation requiring solution is

\[
\rho \cdot C \cdot \frac{\partial v}{\partial t} = - \frac{C_b}{\pi} \frac{\partial}{\partial r} \left( r \cdot FLOWR \cdot v \right) - \text{FLOWI} \cdot v \cdot C_b
\]  

(B-7)

If \( r \cdot FLOWR \) is represented by \( FLOWX \) then Eq. B-7 becomes

\[
\rho \cdot C \cdot \frac{\partial v}{\partial t} = - \frac{C_b}{\pi} \frac{\partial}{\partial r} \left( FLOWX \cdot v \right) - \text{FLOWI} \cdot v \cdot C_b
\]  

(B-8)

In terms of the indices \( i, j, k \) for \( z, r \) and time \( t \), respectively, the finite-difference solution of Eq. B-8 is

\[
v_{i,j,k+1/2} = v_{i,j,k} + \frac{c}{r_j \cdot (r_{j+1} - r_{j-1})} \cdot FLOWX_j \cdot (v_{i,j-1,k} - v_{i,j+1,k}) \\
+ v_{i,j,k} \cdot (FLOWX_{j-1} - FLOWX_{j+1}) - c \cdot \text{FLOWI} \cdot v_{i,j,k}
\]  

(B-9)

where \( c = \Delta t_k \cdot C_b/(2 \cdot \rho \cdot C) \)

The term involving the bracket reflects temperature changes of the tissue caused by the radial flow of blood while the last term reflects temperature changes of the tissue caused by instantaneous heating of the blood as it enters the chorio-capillaris through small capillaries.

Using the following substitution

\[
RD(j) = \frac{1}{r_j \cdot (r_{j+1} - r_{j-1})}
\]  

(B-10)
Eq. B-9 becomes
\[
\frac{\rho C}{\Delta t/k^2} (v_{i,j,k+1/2} - v_{i,j,k}) = \mathbf{c}_b \cdot \mathbf{RD}(j) \cdot \mathbf{FLOW}_j (v_{i,j-1,k} - v_{i,j+1,k}) \\
+ \left[ \mathbf{c}_b \cdot \mathbf{RD}(j) (\mathbf{FLOW}_{j-1} - \mathbf{FLOW}_{j+1}) - \mathbf{c}_b \cdot \mathbf{FLOW}_j \right] v_{i,j,k}
\]

Within the Retinal Model the coefficients on the right-hand side of Eq. B-11 are represented by

\[
\mathbf{BV}(j,1) = \mathbf{c}_b \cdot \mathbf{RD}(j) \cdot \mathbf{FLOW}_j \tag{B-12}
\]

\[
2 \cdot \mathbf{BV}(j,2) = \mathbf{c}_b \cdot \mathbf{RD}(j) (\mathbf{FLOW}_j - \mathbf{FLOW}_{j+1}) - \mathbf{c}_b \cdot \mathbf{FLOW}_j \tag{B-13}
\]

\[
\mathbf{BV}(j,3) = -\mathbf{c}_b \cdot \mathbf{RD}(j) \cdot \mathbf{FLOW}_j \tag{B-14}
\]

The terms on the left-hand side of the above equations are to be added or subtracted from the corresponding matrix elements \(\mathbf{B}(j,1), \mathbf{B}(j,2), \mathbf{B}(j,3)\) and \(\mathbf{A}(i,2)\) used to compute the temperatures (see Appendix A). In other words

\[
\mathbf{B}(j,1) \rightarrow \mathbf{B}(j,1) + \mathbf{BV}(j,1) \cdot \mathbf{IV}(i)
\]

\[
\mathbf{B}(j,2) \rightarrow \mathbf{B}(j,2) - \mathbf{BV}(j,2) \cdot \mathbf{IV}(i)
\]

\[
\mathbf{B}(j,3) \rightarrow \mathbf{B}(j,3) + \mathbf{BV}(j,3) \cdot \mathbf{IV}(i)
\]

\[
\mathbf{A}(i,2) \rightarrow \mathbf{A}(i,2) - \mathbf{BV}(j,2) \cdot \mathbf{IV}(i)
\]

Here \(\mathbf{IV}\) equals one when the point is in the chorio-capillaris and equals zero otherwise. Here the contribution from \(2 \cdot \mathbf{BV}(j,2)\) has been partitioned equally between \(\mathbf{B}(j,2)\) and \(\mathbf{A}(i,2)\) for purposes of temperature stability.

2.4 Blood Flow in Tissues

In tissues surrounding the eye, blood is considered only as a heat sink. If \(\mathbf{XFLOW}\) represents the rate of blood flow per unit volume, then the rate of heat loss from tissues having a temperature rise \(v_{i,j,k}\) is

\[
\mathbf{c}_b \cdot \mathbf{XFLOW} \cdot v_{i,j,k}
\]

In the Retinal model the coefficient of \(v\) is represented by \(-2 \cdot \mathbf{BB}\).
To include these heat losses as well as the effects of blood flow in the chorio-capillaris, the matrix elements A and B must be changed as follows:

\[
\begin{align*}
B(j,1) & \rightarrow B(j,1) + BV(j,1) \cdot IV(i) \\
B(j,2) & \rightarrow B(j,2) - BV(j,2) \cdot IV(i) - BB \cdot IAB(i,j) \\
B(j,3) & \rightarrow B(j,3) + BV(j,3) \cdot IV(i) \\
A(i,2) & \rightarrow A(i,2) - BV(j,2) \cdot IV(i) - BB \cdot IAB(i,j)
\end{align*}
\]

where \( IAB \) equals one when the point is in the tissues surrounding the eye and equals zero otherwise. As with the \( BV(j,2) \) contributions, \( 2 \cdot BB \) has been partitioned equally between \( B(j,2) \) and \( A(i,2) \) to improve the stability of the temperature calculations. Otherwise, one could have placed the contributions for \( A(i,2) \) into \( B(j,2) \).
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DECAY OF NORMALIZED TEMPERATURE RISES
OF MELANIN GRANULES WITH TIME
APPENDIX C
DECAY OF NORMALIZED TEMPERATURE RISES
OF MELANIN GRANULES WITH TIME

1. INTRODUCTION

Melanin granules are better absorbers of radiation than other media within the pigment epithelium within which they are situated. As a result considerable temperature differences can be produced between the granules and the intervening tissue especially by short duration, high-intensity pulses. With very short exposures, steam could be produced within the granules, and the resultant pressures cause damage.

Here of course one must recognize that temperature differences between the granules and intervening media persist only for relatively short times. To identify the laser exposures in which the temperature differences are appreciable, it is necessary to predict the temperature rises at and between granules. In this endeavor, we shall restrict the analysis to very small volumes of the pigment epithelium across which the transmitted radiation is essentially constant. Also we shall neglect energy losses due to

- changes of state
- development and transmission of pressure waves

As a result, all temperature predictions represent upper bounds and should be treated accordingly.

2. FINITE-DIFFERENCE EQUATIONS

To predict the temperature rises we will assume that the granules are cubes which are located at the intersections of a three dimensional cartesian grid of equal linear dimensions. An illustration of a cross section through the center of the granules is shown in Fig. C-1. Here the spacing between granules is taken equal to the diameter of the granules. This spacing is minimal in that the diameter of the granules is about 1 micron while the spacing ranges from 1 micron to 1.5 micron (Ref. 1).
Figure C-1 SCHEMATIC OF CROSS SECTION OF GRANULES AND REPRESENTATIVE REGION FOR ANALYSIS
For the case of maximum spacing one must add two additional elements between the granules.

Due to symmetry one needs to consider only those elements enclosed by the heavy lines. Because of their relatively small dimensions, the surrounding groups of elements will be at essentially the same temperatures.

To perform the necessary calculations we shall employ an explicit finite-difference analysis since the computational times are relatively small. To this end we shall consider a 4·4·4 cube of elements for the case of minimum spacing or a 5·5·5 cube of elements for the case of maximum spacing. In addition, volume elements immediately surrounding the cubes will be included as a convenient means for ensuring that no heat is lost from the cubes.

In the analysis we shall consider the worst case in which all the absorbed energy is deposited within the melanin granules. Moreover we shall normalize the results by depositing just enough heat so that if it were uniformly absorbed without the granules a unit temperature rise would result. This, of course, simplifies the interpretation and ultimate use of the normalized temperatures. To achieve this end, it is necessary that the total quantity of heat deposition be

\[ \rho \cdot C \cdot ((n-2) \cdot \Delta x)^3 \cdot 1 \]  

where:

- \( C \) = specific heat of tissue
- \( n \) = number of elements
- \( \Delta x \) = linear dimension of elements
- \( \rho \) = density of tissue

and where the number 2 accounts for the fact that the heat is deposited only within elements beneath the outer ring of elements and the number 1 represents the unit temperature rise. For the case of minimum spacing \( n=6 \), and for the case of maximum spacing \( n=7 \).

This heat will be deposited within a total of \( 2^3 \) elements corresponding to the portion of the melanin granule under consideration.
(see Fig. C-1). If this heat is deposited in an increment of time \( \Delta t \), then deposition \( q_1 \) per unit granule volume is

\[
q_1 = \rho \cdot C \cdot ((n-2) \cdot \Delta x)^3 \cdot 1/(8 \cdot (\Delta x)^3 \cdot \Delta t) = \rho \cdot C \cdot (n-2)/(8 \cdot \Delta t)
\]

(C-2)

Implicit in this analysis is that there is negligible heat transfer during the incremental time \( \Delta t \). In the remainder of this analysis we shall discuss how the resultant temperatures decay with time at intervals \( \Delta t \).

For central differences the appropriate finite-difference equation is

\[
\frac{v_{i1,j1,k1}^{t+\Delta t} - v_{i1,j1,k1}^{t}}{\Delta t} = K \left[ v_{i1-1,j1,k1}^{t} + v_{i1,j1-1,k1}^{t} + v_{i1,j1,k1-1}^{t} - 6 v_{i1,j1,k1}^{t} + v_{i1+1,j1,k1}^{t} + v_{i1,j1+1,k1}^{t} \right]/(\Delta x)^2
\]

(C-3)

where

- \( i_1, j_1, k_1 \) = indices describing the location of the element
- \( K \) = thermal conductivity of tissue
- \( t \) = time
- \( v \) = temperature rises at locations and times indicated by subscripts and superscripts, respectively.

Prior to exposure all the temperature rises \( v \) are zero. The condition of zero heat loss is accounted for by maintaining a zero temperature gradient between the outermost elements and corresponding adjacent elements by use of the following equations:

\[
\begin{align*}
v_{i1,j1,k1}^{t} &= v_{2,j1,k1}^{t} \\
v_{i1,j1,k1}^{t} &= v_{i1,2,k1}^{t} \\
v_{i1,j1,1}^{t} &= v_{il,j1,2}^{t}
\end{align*}
\]

(C-4)
\[ v_{n,jl,kl} = v_{n-1,jl,kl} \]
\[ v_{il,n,kl} = v_{il,n-1,kl} \]
\[ v_{il,jl,n} = v_{il,jl,n-1} \]

where \( n \) represents the maximum index of the elements and equals 6 for the case of minimum spacing and 7 for the case of maximum spacing.

To ensure computational stability, \( \Delta t \) should additionally satisfy the following condition

\[ \Delta t \leq (\Delta x)^2 \cdot \rho \cdot C/(6 \cdot K) \]

Predictions of the temperature rises consist of first setting the \( v_{il,jl,kl} \) to zero. Then Eq. C-3 is used to evaluate the \( v_{il,jl,kl}^{t+\Delta t} \) for \( il,jl, \) and \( kl = 2,3,...N-2 \) using the previous temperature rises. Then Eqs. C-4 are applied to ensure no heat loss and the process repeated with the new temperature rises to compute the next set of temperature rises.

The result of this analysis is normalized temperature rise histories of the granules assuming all the energy is deposited within an incremental time interval of \( \Delta t \). When the actual deposition period exceeds \( \Delta t \), then one must

- divide each of the above temperature rises by the ratio of the deposition time/\( \Delta t \) to ensure the final temperature rises are normalized (i.e. ultimate temperature rises of 1°C)
- superimpose the resultant temperature rises allowing for differences in elapsed time

The above steps are mathematically illustrated by Eq. 32.
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ASSESSMENT OF TEMPERATURES CAUSED BY MULTIPLE PULSES USING SINGLE-PULSE TEMPERATURE PREDICTIONS

1. INTRODUCTION

There are two ways to compute the transient temperatures caused by multiple pulses. The first is to deposit the energies from each pulse at the appropriate times using the scheme for computing temperatures discussed in Appendix A. Unfortunately, this is not practical since the number of pulses could be in the thousands. Moreover, the time intervals would have to be chosen so they would correspond to the beginning and end of each pulse. Regular intervals would, of course, preempt the use of constantly expanding time intervals.

2. ANALYTICAL MEANS FOR PREDICTING TEMPERATURES CAUSED BY MULTIPLE PULSES

A more practical approach may be arrived at by examining the heat conduction equation for the temperature rise \( V \) given below.

\[
KV^2V + q(t) + q_b = \rho \cdot C \frac{\partial V}{\partial t} \quad (D-1)
\]

where

\( V=0, \) at \( t=0 \)

\( \frac{\partial V}{\partial z} = 0, \) at \( z=0 \) for all \( r, t \)

\( V \to 0, \) as \( r, z \to +\infty \) for all \( t \)

\( q(t) = \begin{cases} q_o(r), & 0 \leq t \leq t_o \\ 0, & t > t_o \end{cases} \)

\( q_b = C_1 \frac{\partial V}{\partial r} + C_2 \frac{\partial^2 V}{\partial r^2} \) for \( z \) values corresponding to vascular layer. \( C_1, C_2 = \) constants depending on the heat capacity and flow of blood.

and where

\( r = \) radial distance

\( t = \) time

\( t_o = \) pulse duration

\( q = \) rate of energy deposition from laser per unit volume

\( q_b = \) rate of heat exchange per unit volume due to blood flow
\[ \rho = \text{density} \]
\[ C = \text{specific heat} \]
\[ K = \text{thermal conductivity} \]
\[ z = \text{axial distance} \]

In order to examine the possibilities of making use of the computing temperatures caused by single pulses, let us consider that \( V_1(r,z,t) \) represents the solution of Eq. 1 for a single pulse of duration \( t_0 \). If there are two such pulses, with \( TC \) representing the time from the start of the first pulse to the start of the second pulse, then the solution for times \( t \) less than \( TC \) is obviously the same as that of a single pulse.

Once \( t > TC \), the solution becomes

\[ V_1(t) + V_1(t-TC) \quad (D-2) \]

To validate this solution, let us replace \( V \) of Eq. D-1 by the above expression. The result is

\[ KV^2V_1(t) + q(t) + C_1V_1(t) + C_2 \frac{\partial V_1(t)}{\partial r} + KV^2V_1(t-TC) + q(t-TC) \]
\[ + C_1V_1(t-TC) + C_2 \frac{\partial V_1(t-TC)}{\partial r} = \left[ \frac{\partial V_1(t)}{\partial t} + \frac{\partial V_1(t-TC)}{\partial t} \right] \rho C \quad (D-3) \]

Since \( V_1(t) \) is a solution of Eq. D-1, the first four terms on the left-hand side of Eq. D-3 equal the first term on the right-hand side. Therefore, eliminating these terms and replacing the argument \( t - TC \) by \( t' \) results in

\[ KV^2V_1(t') + q(t') + C_1V_1(t') + C_2 \frac{\partial V_1(t')}{\partial r} = \frac{\partial V_1(t')}{\partial t} \rho C \quad (D-4) \]

To prove that this equation holds, it is first necessary to establish that \( q(t') \) satisfies the heat deposition condition for Eq. D-1. This means that the following equation should hold:

\[ q(t') = \begin{cases} 
q_o(r), & 0 \leq t' \leq t_o \\
0, & t' > t_o 
\end{cases} \quad (D-5) \]

At \( t' = 0 \), \( t \) equals \( TC \) which corresponds to the start of the second pulse; while at \( t' = t_o \), \( t \) equals \( TC + t_o \) which corresponds to the end of the second pulse. Thus, the heat deposition condition is satisfied.
Let us now examine the initial and boundary conditions associated with Eq. D-1. Since both conditions hold for the first pulse, it is only necessary to examine whether or not the conditions hold for the second pulse which starts at $t'=0$ or $t=TC$. At $t=TC$

$$V_1(t-TC) = V_1(0) = 0 \quad (D-6)$$

so that the initial condition holds. Also shifting the time scale does not alter either boundary condition, namely $V \to 0$ as $r,z \to \infty$ and $\partial V/\partial z = 0$ at $z=0$. Thus, the expression given by Eq. D-2 satisfies the heat conduction equation, and its initial and boundary conditions.

An illustration of the above technique for evaluating the temperature rises caused by two pulses is illustrated in Fig. D-1. Here the temperature rises produced by the pulses are identical -- where the first pulse is represented by the solid curve and the second pulse by the dashed curve. The temperature rise produced by both pulses is represented by the heavy curve, and from Eq. D-2 equals the sum of the contributions from each pulse at the appropriate times.

By extending the argument to additional pulses, it is obvious that the temperature rise $V(t)$ produced by $N'$ pulses is given by

$$V(t) = \sum_{n=1}^{N'} V_1(t-(n-1)\cdot TC) \quad (D-7)$$

where $N'$ equals the number of pulses started prior to time $t$. At the culmination of all pulses $N'=N$.

3. COMPUTERIZED MEANS FOR PREDICTING TEMPERATURES CAUSED BY MULTIPLE PULSES

Having established a rather simple technique for assessing the temperature rises caused by multiple pulses, the next step is the selection of the times between pulses at which temperatures are to be calculated to ensure accurate damage assessments. In this regard it is desirable that the times be sufficiently close to ensure accurate integration of the damage over time.
For this purpose, five values of the temperature rise (as calculated for the single pulse described in Appendix A) at regularly-spaced time intervals are used to cover the period during each pulse, and three values of the temperature rise at regularly-spaced time steps are used to cover the period from the end of one pulse and the start of the next. An illustration of the time steps is shown by Fig. D-2. Integration of the thermal damage is accomplished using the temperatures at the midpoints of the intervals. On the other hand, the average granule temperatures are calculated at the end of the time intervals to arrive at the peak temperatures.

In the computer codes, the times from the start of each pulse to the midpoints of the intervals are designated by $ZT(L)$; while the times to the end of the intervals are designated by $ZTX(L)$. As may be observed from Fig. D-2 the index $L$ ranges from 1 to 8.

In the remainder of this section we shall elaborate on the technique using the time intervals $ZT(L)$. Measured from the start of the first pulse, the times of concern are

$$t = (N'-1) \cdot TC + ZT(L)$$  \hspace{1cm} (D-8)

where $N' =$ number of pulses started prior to time $t$. Substitution of this expression into Eq. D-7 yields

$$V(t) = \sum_{n=1}^{N'} V_1((N'-1) \cdot TC + ZT(L) - (n-1)TC)$$  \hspace{1cm} (D-9)

which simplifies to

$$V(t) = \sum_{n=1}^{N'} V_1((n-1)TC + ZT(L))$$  \hspace{1cm} (D-10)

This expression describes temperature rises at times $ZT(L)$ following the start of the $N'$-th pulse. Here, of course, $N'$ may range over the number of pulses $N$ used.

To evaluate the temperatures following the exposure at times of say $(M-1)TC + ZT(L)$ where $M>N$, it is necessary to consider the effect of $M$ hypothetical pulses given by
- Times at which granule temperature rises are calculated
- Times at which eye temperature rises are calculated

Figure D-2 TIMES AND TIME INTERVALS USED FOR TEMPERATURES AND DAMAGE EVALUATIONS FOR MULTIPLE PULSES
\[ \sum_{n=1}^{M} V_1((n-1) \cdot TC + ZT(L)) \]  

(D-11)

Here only the first \(N\) of the \(M\) pulses are real. In the above summation, these pulses correspond to \(n=M-N+1\) to \(M\). The \(M-N\) hypothetical pulses correspond to \(n=1\) to \(M-N\). Eliminating the non-existent contributions from the \(M-N\) hypothetical pulses yields

\[ V(t) \sum_{n=1}^{M} V_1((n-1) \cdot TC + ZT(L)) - \sum_{n=1}^{M-N} V_1((n-1) \cdot TC + ZT(L)) \]

\[ = \sum_{n=M-N+1}^{M} V_1((n-1) \cdot TC + ZT(L)) \]  

(D-12)

In summary, Eqns. D-10 and D-12 describe the temperatures at the intervals \(ZT(L)\) shown in Fig. D-2 during and following exposure to the laser, respectively. The temperature rises \(V_1\) are linearly interpolated using the computer predictions for a single pulse represented by \(V_C(i,j,k)\) at the times \(X_T(k)\) at the desired points \(Z(i), R(j)\).

As long as the number of pulses is minimal, the execution times are reasonably rapid. However, for exposures involving many pulses the execution times can become excessive. Excessive computer execution times are avoided by evaluating the temperatures and damage only at select regularly-spaced pulses when the number of pulses is 20 or more. For example, for exposures of 57 pulses the pulses are subdivided into 29 groups of 3 pulses, with the temperature and damage evaluations made during each of the middle pulses -- i.e. pulses 2, 5, 8...56. Total damage is arrived at by summing the damage produced during each of the select pulses, and multiplying the result by three to account for the remaining pulses.

In this analysis the number of pulses per group is always set equal to an odd number so that the damage occurring during the middle pulse of each group is representative of the average damage of all pulses in the group.
The number of pulses/group is given below.

<table>
<thead>
<tr>
<th>Total Number of Pulses</th>
<th>Number of Pulses/Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 to 19</td>
<td>1</td>
</tr>
<tr>
<td>20 to 59</td>
<td>3</td>
</tr>
<tr>
<td>60 to 99</td>
<td>5</td>
</tr>
<tr>
<td>100 to 139</td>
<td>7</td>
</tr>
<tr>
<td>140 to 179</td>
<td>9</td>
</tr>
<tr>
<td>180 to 219</td>
<td>11</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>N to N+39</td>
<td>integer value of (N/20)+2</td>
</tr>
</tbody>
</table>
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1. INTRODUCTION

The principal advantage of the Technology, Inc. scheme is that it produces stable temperature solutions for large time intervals. However it does not address itself to the problem of choosing time-intervals so that errors are consistently small. Choice of time intervals is complicated by the fact that excessively small time intervals will cause unnecessarily long computer times while excessively large time intervals will produce excessive errors. As with all finite-difference schemes some compromise must be made between accuracy and execution times. Specifically, we are concerned with selecting the sizes of progressively larger time intervals such that errors are maintained at some consistently small value.

To assess how the error depend on the time increment and on the dimensions of the spacial elements we shall examine the residues that were neglected in approximating the heat conduction equation by means of the finite-difference equations described in Appendix A. This means assessing how well the heat conduction equation

\[ \rho C \frac{\partial u}{\partial t} = \frac{K}{r} \frac{\partial u}{\partial r} + K \frac{\partial^2 u}{\partial r^2} + \frac{\partial}{\partial z} \left( K \frac{\partial u}{\partial z} \right) \]  

(E-1)

is satisfied by use of finite-difference approximations of Appendix A where \( C = \) specific heat
\( K = \) thermal conductivity
\( r = \) radial distance
\( z = \) axial distance
\( u = \) temperature rise
\( \rho = \) density
\( t = \) time

In Eq. E-1 the temperature rise is represented by \( u \) to distinguish it from the temperature rise \( v \) obtained from the finite-difference solution. Errors in the finite-difference predictions will, of course, be

\[ \xi = v - u \]  

(E-2)
2. **ANALYSIS OF RESIDUALS NEGLECTED BY FINITE-DIFFERENCE APPROXIMATIONS**

In this analysis we shall consider the first and last pair of the two time steps \( \Delta t_{k/2} \) used in the computational scheme described in Appendix A. The result is two time steps each of duration \( \Delta t_{k/2} \) in which the COLUMN computations are used for the first time step \( \Delta t_{k/2} \) while the ROW computations are used for the second time step \( \Delta t_{k/2} \). In each case it is necessary to expand each of the partial derivatives of Eq. E-1 where the first time step \( \Delta t_{k/2} \) corresponding to \( k \rightarrow k+1/2 \) will be designated by \( \Delta \tau_k \). Similarly the second time step \( \Delta t_{k/2} \) corresponding to \( k+1/2 \rightarrow k+1 \) will also be of duration \( \Delta \tau_k \).

For the first time step \( \Delta \tau_k \) the differential equation requiring solution is

\[
\rho \cdot C \frac{\partial u}{\partial t} \bigg|_{i,j,k+1/2} = \frac{K}{r_j} \frac{\partial u}{\partial r} \bigg|_{i,j,k+1/2} + K \frac{\partial^2 u}{\partial r^2} \bigg|_{i,j,k+1/2} + K \frac{\partial^2 u}{\partial z^2} \bigg|_{i,j,k+1/2}
\]

(E-3)

Since the COLUMN computations involve using existing temperatures for the term in \( z \) and future temperatures for terms in \( r \), it is necessary to replace the last term of Eq. E-3 by

\[
K \frac{\partial^2 u}{\partial z^2} \bigg|_{i,j,k} + K \frac{\partial^3 u}{\partial t \partial z^2} \bigg|_{i,j,k} \Delta \tau_k
\]

(E-4)

The result of the above substitution is

\[
\rho \cdot C \frac{\partial u}{\partial t} \bigg|_{i,j,k+1/2} = \frac{K}{r_j} \frac{\partial u}{\partial r} \bigg|_{i,j,k+1/2} + K \frac{\partial^2 u}{\partial r^2} \bigg|_{i,j,k+1/2} + K \left[ \frac{\partial^2 u}{\partial z^2} \bigg|_{i,j,k} \right]
\]

\[
\frac{\partial^3 u}{\partial t \partial z^2} \bigg|_{i,j,k} \Delta \tau_k
\]

(E-5)

Reversing the time steps for the ROW computations for the second time step \( \Delta \tau_k \) in which \( k+1/2 \rightarrow k+1 \) yields
\[
\rho \cdot \frac{\partial u_j}{\partial t}_{i,j,k+1} = \frac{K}{r_j} \left[ \frac{\partial u_j}{\partial r}_{i,j,k+1/2} + \frac{\partial u_j}{\partial \tau r}_{i,j,k+1/2} \Delta \tau_k \right] + 
\]

Next it is necessary to replace the terms of Eqs. E-5 and E-6 by the following series expansions:

\[
\left. \frac{\partial u}{\partial t} \right|_{i,j,k+1/2} = \frac{u_{i,j,k+1/2} - u_{i,j,k}}{\Delta \tau_k} + \frac{1}{2} \left. \frac{\partial^2 u}{\partial t^2} \right|_{i,j,k+1/2} \Delta \tau_k - 
\]

\[
\frac{2}{3} \left. \frac{\partial^3 u}{\partial t^3} \right|_{i,j,k+1/2} (\Delta \tau_k)^2 - \ldots 
\]

\[
\left. \frac{\partial u}{\partial t} \right|_{i,j,k+1} = \frac{u_{i,j,k+1} - u_{i,j,k}}{\Delta \tau_k} + \frac{1}{2} \left. \frac{\partial^2 u}{\partial t^2} \right|_{i,j,k+1/2} \Delta \tau_k - 
\]

\[
\frac{1}{6} \left. \frac{\partial^3 u}{\partial t^3} \right|_{i,j,k+1/2} (\Delta \tau_k)^2 - \ldots 
\]

\[
\left. \frac{\partial u}{\partial r} \right|_{i,j,k+1/2} = \frac{u_{i,j,k+1/2} - u_{i,j,k-1/2}}{2 \cdot \Delta r} - \frac{1}{6} \left. \frac{\partial^3 u}{\partial \tau r^3} \right|_{i,j,k+1/2} (\Delta r)^2 - \ldots 
\]

\[
\left. \frac{\partial^2 u}{\partial r^2} \right|_{i,j,k+1/2} = \frac{u_{i,j,k+1/2} - 2 \cdot u_{i,j,k} + u_{i,j,k-1/2}}{(\Delta r)^2} - \ldots 
\]

\[
\frac{1}{12} \left. \frac{\partial^4 u}{\partial r^4} \right|_{i,j,k+1/2} (\Delta r)^2 - \ldots 
\]

\[
\left. \frac{\partial^2 u}{\partial z^2} \right|_{i,j,k+1/2} = \frac{u_{i,j,k+1/2} - 2 \cdot u_{i,j,k} + u_{i,j,k-1/2}}{(\Delta z)^2} - \ldots 
\]

\[
\frac{1}{12} \left. \frac{\partial^4 u}{\partial z^4} \right|_{i,j,k+1/2} (\Delta z)^2 - \ldots 
\]

E3
\[
\frac{\partial^2 u}{\partial z^2}
\bigg|_{i,j,k+1} = \frac{u_{i+1,j,k+1} - 2u_{i,j,k+1} + u_{i-1,j,k+1}}{(\Delta z)^2},
\]

\[
\frac{1}{12} \cdot \frac{\partial^4 u}{\partial z^4}
\bigg|_{i,j,k+1} (\Delta z)^2 - \ldots
\]  

(E-12)

Substituting Eqs. E-7 through E-12 into Eq. E-3 along with

\[
K \frac{\partial^3 u}{\partial t \partial z^2}
\bigg|_{i,j,k} \Delta \tau_k = K \frac{\partial^3 u}{\partial t \partial z^2}
\bigg|_{i,j,k+1/2} \Delta \tau_k - K \frac{\partial^4 u}{\partial t^2 \partial z^2}
\bigg|_{i,j,k+1/2} (\Delta \tau_k)^2
\]

yields

\[
\begin{align*}
\left\{ \rho \cdot c \cdot \frac{u_{i,j,k+1/2} - u_{i,j,k}}{\Delta \tau_k} \right\} + \left[ \frac{\rho \cdot c \cdot \partial^2 u}{\partial t^2} \bigg|_{i,j,k+1/2} \Delta \tau_k \right] - \\
\frac{2}{3} \frac{\partial^3 u}{\partial t^3}
\bigg|_{i,j,k+1/2} (\Delta \tau_k)^2
\end{align*}
\]

\[
= \left\{ \frac{K \cdot u_{i,j+1,k+1/2} - u_{i,j-1,k+1/2}}{2 \cdot \Delta x} \right\} - \frac{K}{6 \cdot \Delta x} \frac{\partial^3 u}{\partial x^3}
\bigg|_{i,j,k+1/2} (\Delta x)^2 + \\
\left\{ \frac{K \cdot u_{i,j+1,k+1/2} - 2u_{i,j,k+1/2} + u_{i,j-1,k+1/2}}{(\Delta x)^2} \right\} - \frac{K}{12 \cdot \Delta x} \frac{\partial^4 u}{\partial x^4}
\bigg|_{i,j,k+1/2} (\Delta x)^2 + \\
\left\{ \frac{K \cdot u_{i+1,j,k+1/2} - u_{i-1,j,k+1/2}}{\Delta z^2} \right\} - \frac{K}{12 \cdot \Delta z} \frac{\partial^4 u}{\partial z^4}
\bigg|_{i,j,k} (\Delta z)^2 + \\
\left[ \frac{K \cdot \partial^3 u}{\partial t \partial z^2}
\bigg|_{i,j,k+1/2} \Delta \tau_k \right] - \frac{K \cdot \partial^4 u}{\partial t^2 \partial z^2}
\bigg|_{i,j,k+1/2} (\Delta \tau_k)
\]  

(E-13)

for the COLUMN computations. The corresponding equation for the ROW computations is obtained by substituting Eqs E-7 through E-12 into Eq. E-4 to yield
The result of one set of COLUMN and ROW computations would be the sum of Eqs. E-14 and E-15. Therefore, summing the two equations and replacing the terms $u$ with $v-\ell$ from Eq. E-2 results in

$$
\Delta^2 \beta_{i,j,k+1} = \frac{(\rho \cdot C) \left( \beta_{i,j,k+1} - \beta_{i,j,k} \right)}{\Delta \tau_k} + C_r, k (\Delta \tau)^2 + C_z, k (\Delta z)^2 + C_t, k (\Delta \tau_k)^2
$$

(E-16)

where the terms in the braces and brackets cancel and where

$$
\Delta^2 \beta_{i,j,k+1} = \frac{2}{\Delta \tau} \left[ \frac{\beta_{i,j+1,k+1/2} - \beta_{i,j-1,k+1/2}}{2 \cdot \Delta \tau} \right] +
2 \cdot K \left[ \frac{\beta_{i,j+1,k+1/2} - \beta_{i,j,k+1/2} + \beta_{i,j,k-1/2}}{\Delta \tau} \right] +
K \left[ \frac{\beta_{i,j+1,k+1/2} - \beta_{i,j-1,k+1/2}}{(\Delta \tau)^2} \right]
$$

(E-17)

$$
C_r, k = - K \left[ \frac{1}{3 \cdot r} \frac{\partial^3 u}{\partial r^3} + \frac{1}{6} \frac{\partial^4 u}{\partial r^4} \right]_{i,j,k+1/2}
$$

(E-18)
\[ C_{z,k} = -k \cdot \frac{1}{6} \frac{\partial^4 u}{\partial z^4} |_{i,j,k+1/2} \]  
(E-19)

\[ C_{t,k} = \frac{\partial}{\partial t} \left[ \frac{5}{6} (\rho \cdot C) \frac{\partial u}{\partial t} - \frac{1}{6} \frac{\partial^2 u}{\partial z^2} \right] |_{i,j,k+1/2} \]  
(E-20)

Now it has been shown (Ref. 51) that if
\[ \Lambda^2 y - C_k \cdot y_k = g_k \quad \text{for } k=1,2 \ldots K \text{ with } y_0=y_K=0, \]  
(E-21)

then
\[ \max | y_k | \leq \max | \frac{g_k}{C_k} | \]  
(E-22)

Applying Eq. E-22 to Eq. E-15 yields
\[ \max \left| \ell_{i,j,k+1} \right| \leq \max \left| -\beta_{i,j,k} t_k + \tau_k \right| \frac{C_{r,k}(\Lambda r)^2 + C_{z,k}(\Lambda z)^2 + C_{t,k}(\Lambda t_k)^2}{(\rho \cdot C)} \]  
(E-23)

Since \( \beta_{i,j,0}=0 \), Eq. E-23 becomes
\[ \max \left| \ell_{i,j,k} \right| \leq \sum_{k=1}^{K-1} \Lambda \tau_k \left| C_{r,k}(\Lambda r)^2 + C_{z,k}(\Lambda z)^2 + C_{t,k}(\Lambda t_k)^2 \right| \]  
(E-24)

Equation E-24 shows that errors shall accumulate with time depending on the size of \( \Lambda r, \Lambda z \) and \( \Lambda t_k \) as well as the various derivatives of temperature rise with respect to \( r, z \) and \( t \). During the early times while the eye is being exposed to the laser, the derivatives associated with \( C_{r,k}, C_{z,k} \) and \( C_{t,k} \) will be most pronounced. Therefore, it is obvious that initially \( \Lambda t_k \) must be relatively small. Subsequently, the time intervals \( \Lambda t_k = \Lambda t_k / 2 \) may be progressively increased with time.

In order to keep the errors small, the first time interval should be such that it satisfies the stability condition for standard explicit finite-difference equations, namely
\[ \Lambda t_1 \leq \rho \cdot C \cdot \frac{(\Lambda r)^2 + (\Lambda z)^2}{6 \cdot K} \]  
(E-25)
To better appreciate how rapidly to increase subsequent intervals, let us examine the last term of Eq. E-24, namely

$$\frac{\partial}{\partial t} \left[ \frac{5}{6} (\rho \cdot C) \cdot \frac{\partial u}{\partial t} - K \cdot \frac{\partial^2 u}{\partial z^2} \right]_{i,j,k+1/2} \left( \frac{\Delta t_k}{4} \right)^2$$  \hspace{1cm} (E-26)

Along the axis of the eye, wherein the most pronounced temperatures occur, the heat flow approximates one-dimensional flow. Therefore, to gain an appreciation of the above term we will take the second derivative of the one-dimensional heat conduction equation with respect to time. Holding the thermal properties constant, the result is

$$K \frac{\partial^4 u}{\partial t^2 \partial z^2} = \rho \cdot C \frac{\partial^3 u}{\partial t^3}$$  \hspace{1cm} (E-27)

Using this relationship, the expression given by Eq. E-26 becomes

$$- \left( \frac{\rho \cdot C}{6} \right) \frac{\partial^3 u}{\partial t^3}_{i,j,k+1/2} \left( \frac{\Delta t_k}{4} \right)^2$$  \hspace{1cm} (E-28)

For the worst condition, in which heat is supplied at a single depth at a constant rate, the temperature rises at the given depth will approximate

$$u = c_1 \sqrt{t}$$  \hspace{1cm} (E-29)

where $c_1$ is a constant. Differentiating this equation three times with respect to time yields

$$\frac{\partial^3 u}{\partial t^3} = - \frac{3 \cdot c_1}{(8 \cdot t^{5/2})}$$  \hspace{1cm} (E-30)

Substituting Eq. E-30 into the expression given by Eq. E-28 along with the subscript $k$ and dropping all the constants yields

$$\left( \frac{\Delta t_k}{t_k^{3/2}} \right)^2$$  \hspace{1cm} (E-31)
In order to keep this expression consistently small, it is necessary that

\[ \Delta t_k \leq c \cdot t_k^{5/4} \quad \text{(E-32)} \]

where \( c \) is a constant. This result indicates that one can expand the time intervals very rapidly with respect to time. However, in view of the various assumptions made in this analysis, it is wise to select time intervals appreciably smaller than indicated by the above condition. One choice which has proven satisfactory is as follows

\[ \Delta t_{k+1} = C \cdot \Delta t_k \quad \text{(E-33)} \]

where the first time interval \( \Delta t_1 \) is given by Eq. E-25. Values for the constant \( C \) used in this study ranged from 1.1 to 1.4.
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HEAT DEPOSITION ANALYSES

1. INTRODUCTION

In order to calculate the deposition of energy within the eye, it is first necessary to determine the laser profile within the eye. To this end each model starts with a determination of the refraction of the laser beam by the cornea as described in Section 3. The result is a description of the normalized profile as a function of radius and depth from the anterior surface of the cornea to the anterior surface of the lens. The resultant irradiance profile is then used directly by the Corneal Model with appropriate provisions for absorption and reflection to assess the rate of energy deposition into various regions of the eye. On the other hand the Retinal Model utilizes the normalized profile at the lens to assess the irradiance profile at the retina as described in Section 3 and Appendix H. The resultant irradiance distribution of the retinal image is preserved at all depths of the eye. This assumption is considered reasonable in that the profile varies only slightly in and about the retina wherein most of the energy is deposited.

In this appendix we shall illustrate the procedures used to compute the deposition of energy from these irradiance profiles at various depths of the eye. Key parameters in this analysis are the absorption and reflection coefficients for the various eye media and interfaces, respectively.

First, it is important to recognize that it is not possible to locate all interfaces (between eye media) at the boundaries ZH(i) if the z increments are given by

\[ ZH(i) = \frac{Z(i-1) + Z(i)}{2} \]  

F(1)

Only the more important interfaces are located at the above boundaries. These include the front of the eye medium for which damage is being evaluated (see Appendix I for a description of the grid network).
Thus, most of the interfaces do not coincide with the boundaries \( \text{ZH}(i) \). Moreover, in some situations there can be more than one interface within a given increment. To provide for such eventualities we have used the array \( \text{ZD}(LI) \) to represent the depths \( z \) associated with the various interfaces between eye media. The absorption coefficients associated with eye medium between \( \text{ZD}(LI-1) \) and \( \text{ZD}(LI) \) are represented by \( \text{ABS}(LI-1) \). The above coordinates and nomenclature are depicted by Fig. F-1 for a given \( z \) increment, starting at \( \text{ZH}(i-1) \) and ending at \( \text{ZH}(i) \). Included are the products \( \text{AB}(i,L) \) of the absorption coefficients and thicknesses of various eye media within the given \( z \) increment. The products \( \text{AB}(i,L) \) are given by

\[
\text{AB}(i,1) = \text{ABS}(LI-1) \cdot (\text{ZD}(LI)-\text{ZH}(i-1)) \\
\text{AB}(i,2) = \text{ABS}(LI) \cdot (\text{ZH}(i)-\text{ZD}(LI))
\]

If there is one eye medium between \( \text{ZH}(i-1) \) and \( \text{ZH}(i) \), then

\[
\text{AB}(i,1) = \text{ABS}(LI-1) \cdot (\text{ZH}(i)-\text{ZH}(i-1)) \\
\text{AB}(i,2) = 0
\]

2. ENERGY DEPOSITION FROM INCOMING BEAM

To compute the total energy deposition within an increment, it is first necessary to determine the irradiance \( \text{H}(r) \) at the front of the increment. At the anterior surface of the cornea, the entering irradiance is represented by

\[
\text{H}(r) = \text{QP} \cdot \text{HR}(r)
\]

Here \( r \) equals the radial distance \( R(j) \) of the radial grid points, where \( j=1,2,\ldots,N3 \) and \( \text{QP} \) represents the irradiance at \( r=0 \).

To arrive at the rate of energy deposition into a given increment \( z \), it is first necessary to determine how the irradiance changes on passing through the increment allowing for absorption and reflections. For purposes of simplicity, we shall follow the irradiance (at a given radial distance \( R(j) \)) through each of the media contained in the increment illustrated by Fig. F-1. Here \( X3 \) shall represent the incoming irradiance; \( X2 \) shall represent the irradiance at various depths, and \( X4 \) shall represent the sum of the reflected irradiances.
Fig. F-1  NOMENCLATURE USED TO EVALUATE ABSORPTION OF RADIATION WITHIN VARIOUS Z INCREMENTS
After passage through the first zone shown in Fig. F-1, the irradiance is

\[ X_2 = X_3 \cdot \exp(-AB(i,1)) \]  

(5)

At the interface at ZD(L1), a portion of the radiation is reflected away given by

\[ X_4 = \text{REF}(L1) \cdot X_2 \]  

(6)

After passage through the second zone shown in Fig. F-1, the irradiance becomes

\[ X_2' = (1-\text{REF}(L1)) \cdot X_2 \cdot \exp(-AB(i,2)) \]  

(7)

The net rate of energy deposition per unit volume surrounding the point \( \gamma(i) \), \( R(j) \) is therefore given by

\[ (X_3 - X_2' - X_4) \cdot H(r)/(Z_{II(i)} - Z_{II(i-1)}) \]  

(8)

The above result includes only the absorption from the incoming beam. In the next section we shall assess absorption from radiation reflected at the several interfaces.

3. ENERGY DEPOSITION FROM REFLECTED RADIATION

In this analysis we shall consider the radiation to be reflected parallel to the axis of the eye. The neglect of diffuse reflections is considered of secondary importance in view of the fact that reflected radiation is of secondary importance. Calculations are also simplified by the neglect of multiple reflections.

To determine the deposition of energy from the reflected radiation, it is first necessary to assess the sums ABR(i,L1) of the products of the absorption coefficients and thicknesses of each eye media within each increment \( z \) prior to the depths at which the reflections occur, namely ZD(L1). For the situation illustrated in Fig. F-1, these sums are given by

\[ ABR(i,L1) = AB(i,1) \]

\[ ABR(i,L1+1) = AB(i,1) + AB(i,2) \]  

(9)

To compute the ratio of absorption of the reflected radiation, it is first necessary to determine the intensities of the reflected radiation at each of the interfaces ZD(L1). At the first interface,
ZD(i) beneath the anterior surface of the cornea, the intensity of the reflected radiation \( \text{REFL}(2) \) is

\[
\text{REFL}(2) = H(r) \cdot (1 - \text{exp} - \text{ABS}(L)) \cdot \text{REF}(2)
\]

F(10)

At the third interface \( ZD(3) \), the reflected irradiance \( \text{REFL}(3) \) is

\[
\text{REFL}(3) = H(r) \cdot (1 - \text{exp} - \text{ABS}(1)) \cdot (1 - \text{REF}(2)) \cdot (1 - \text{exp} - \text{ABS}(2)) \cdot \text{REF}(3)
\]

F(11)

By continuing this process, each of the reflected intensities \( \text{REFL}(L) \) may be determined for each of the interfaces.

To determine the rates of energy deposition, it is necessary to consider the reflected radiation from each interface separately. For example, at the interface \( ZD(L) \) shown in Fig. F-1 the reflected irradiance at \( ZHI(i-1) \) from the \( ZD(L) \) interface is

\[
\text{REFL}(L) \cdot \text{exp} - \text{ABR}(i, L) \]

F(12)

and the rate of energy deposition into the z increment is

\[
\text{REFL}(L) \cdot (1 - \text{exp} - \text{ABR}(i, L)) / (ZH(i) - ZHI(i-1))
\]

F(13)

Similarly, the rate of energy deposition into the next increment between \( ZHI(i-2) \) and \( ZHI(i-1) \) is

\[
\text{REFL}(L) \cdot \text{exp}(- \text{ABR}(i, L)) \cdot (1 - \text{exp} - \text{ABR}(i-1, L)) / (ZH(i-1) - ZHI(i-2))
\]

F(14)

By continuing the process for decreasing \( i \), one arrives at the rates of energy deposition into each increment due to reflection at \( ZD(L) \).

To arrive at the total deposition, one merely performs the computations for all interfaces and sums the results for each increment. Then by dividing the sums by the depths \( ZHI(i) - ZHI(i-1) \) of each increment, one arrives at the rates of energy deposition per unit volume at each of the grid points \( Z(i), R(j) \). The total deposition, of course, is the sum of the energy depositions from the incoming and reflected beams.
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1. OPTICAL PROPERTIES OF THE RHESUS MONKEY

1.1 CORNEA

The rhesus cornea has a refractive index of 1.376 so the calculated reflection coefficient for light incident along the normal is approximately 2.5% for visible wavelengths.

Boettner (6) measured the transmittances of the corneas of young adult rhesus as shown below. The total transmittance includes both the direct beam and forward scattered radiation.
1.2 AQUEOUS HUMOR

Since the refractive indices of the cornea and aqueous humor are very similar (1.376 and 1.336) the reflection coefficient for normal incidence can be calculated as approximately 0.02% for visible wavelengths.

Boettner's (6) measurements of the transmission of the rhesus aqueous humor are shown in Figure G-2. There is no forward scattering, nor is the transmission age dependent.

![Figure G-2](image_url)

**Figure G-2** TRANSMITTANCE OF THE AQUEOUS HUMOR OF THE RHECUS MONKEY
1.3 LENS

Since the lens has a graded density the reflection from its surfaces is minimized. Calculation shows that for a lens cortex refractive index of 1.386 and for aqueous and vitreous regions both 1.336, the reflection from each surface is only approximately 0.034% for visible wavelengths. The transmittances of the rhesus monkey lens, with and without forward scattering, measured by Boettner (6) are shown in Figure G-3.

![Transmittance Graph]

Figure G-3  TRANSMITTANCE OF THE LENS OF THE RHESUS MONKEY
1.4 VITREOUS BODY

The transmission of the rhesus vitreous body shown in Figure G-4 is due to Boettner (6).

Figure G-4 TRANSMITTANCE OF THE VITREOUS HUMOR OF THE Rhesus Monkey
1.5 OCULAR MEDIA

The foregoing measurements by Boettner (6) on the individual components of the ocular media are summarized in Table G-1.

Table G-1

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Cornea Direct</th>
<th>Aqueous Total</th>
<th>Lens Direct</th>
<th>Vitreous Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>&lt; 0.1</td>
<td>1.5</td>
<td>&lt; 0.1</td>
<td>2.0</td>
</tr>
<tr>
<td>220</td>
<td>1.2</td>
<td>2.5</td>
<td>1.5</td>
<td>3.5</td>
</tr>
<tr>
<td>240</td>
<td>2.5</td>
<td>3.6</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>260</td>
<td>2.0</td>
<td>3.6</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>280</td>
<td>&lt; 0.1</td>
<td>2.0</td>
<td>&lt; 0.1</td>
<td>2.0</td>
</tr>
<tr>
<td>300</td>
<td>10.0</td>
<td>16.0</td>
<td>10.0</td>
<td>26.0</td>
</tr>
<tr>
<td>320</td>
<td>18.0</td>
<td>28.0</td>
<td>18.0</td>
<td>46.0</td>
</tr>
<tr>
<td>340</td>
<td>26.0</td>
<td>40.0</td>
<td>26.0</td>
<td>66.0</td>
</tr>
<tr>
<td>360</td>
<td>28.0</td>
<td>48.0</td>
<td>28.0</td>
<td>76.0</td>
</tr>
<tr>
<td>380</td>
<td>30.0</td>
<td>50.0</td>
<td>30.0</td>
<td>80.0</td>
</tr>
<tr>
<td>400</td>
<td>32.0</td>
<td>52.0</td>
<td>32.0</td>
<td>84.0</td>
</tr>
<tr>
<td>420</td>
<td>34.0</td>
<td>54.0</td>
<td>34.0</td>
<td>88.0</td>
</tr>
<tr>
<td>440</td>
<td>36.0</td>
<td>56.0</td>
<td>36.0</td>
<td>90.0</td>
</tr>
<tr>
<td>460</td>
<td>38.0</td>
<td>58.0</td>
<td>38.0</td>
<td>92.0</td>
</tr>
<tr>
<td>480</td>
<td>40.0</td>
<td>60.0</td>
<td>40.0</td>
<td>94.0</td>
</tr>
<tr>
<td>500</td>
<td>42.0</td>
<td>62.0</td>
<td>42.0</td>
<td>96.0</td>
</tr>
<tr>
<td>520</td>
<td>44.0</td>
<td>64.0</td>
<td>44.0</td>
<td>98.0</td>
</tr>
<tr>
<td>540</td>
<td>46.0</td>
<td>66.0</td>
<td>46.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

...
Table G-2 shows the percentage of the light incident on the cornea which penetrates through the rhesus monkey's eye to the anterior surface of each component of the ocular media. These are values computed using Table G-1. The column headed "retina" shows the percentage transmission of the whole ocular media.

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Aqueous</th>
<th>Lens</th>
<th>Vitreous</th>
<th>Retina</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Direct</td>
<td>Total</td>
<td>Direct</td>
<td>Total</td>
</tr>
<tr>
<td>250</td>
<td>&lt;0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>300</td>
<td>10.0</td>
<td>16.5</td>
<td>6.5</td>
<td>0.0</td>
</tr>
<tr>
<td>320</td>
<td>33.5</td>
<td>53.2</td>
<td>38.3</td>
<td>1.0</td>
</tr>
<tr>
<td>340</td>
<td>44.5</td>
<td>66.5</td>
<td>53.5</td>
<td>0.4</td>
</tr>
<tr>
<td>360</td>
<td>70.5</td>
<td>72.2</td>
<td>60.5</td>
<td>0.2</td>
</tr>
<tr>
<td>380</td>
<td>52.5</td>
<td>78.6</td>
<td>68.3</td>
<td>0.2</td>
</tr>
<tr>
<td>400</td>
<td>66.5</td>
<td>81.5</td>
<td>73.5</td>
<td>1.0</td>
</tr>
<tr>
<td>420</td>
<td>59.5</td>
<td>94.3</td>
<td>86.4</td>
<td>19.5</td>
</tr>
<tr>
<td>440</td>
<td>61.5</td>
<td>86.5</td>
<td>80.5</td>
<td>40.5</td>
</tr>
<tr>
<td>460</td>
<td>63.5</td>
<td>88.5</td>
<td>82.5</td>
<td>49.5</td>
</tr>
<tr>
<td>480</td>
<td>65.5</td>
<td>89.5</td>
<td>84.5</td>
<td>52.5</td>
</tr>
<tr>
<td>500</td>
<td>67.5</td>
<td>89.5</td>
<td>85.5</td>
<td>55.5</td>
</tr>
<tr>
<td>520</td>
<td>71.5</td>
<td>90.5</td>
<td>87.5</td>
<td>60.5</td>
</tr>
<tr>
<td>540</td>
<td>75.5</td>
<td>92.5</td>
<td>89.5</td>
<td>65.5</td>
</tr>
<tr>
<td>560</td>
<td>77.5</td>
<td>92.5</td>
<td>90.5</td>
<td>67.5</td>
</tr>
<tr>
<td>700</td>
<td>79.5</td>
<td>93.5</td>
<td>90.5</td>
<td>69.5</td>
</tr>
<tr>
<td>750</td>
<td>80.5</td>
<td>93.5</td>
<td>91.5</td>
<td>71.5</td>
</tr>
<tr>
<td>800</td>
<td>82.5</td>
<td>93.5</td>
<td>91.5</td>
<td>71.5</td>
</tr>
<tr>
<td>850</td>
<td>83.5</td>
<td>91.5</td>
<td>81.5</td>
<td>73.5</td>
</tr>
<tr>
<td>900</td>
<td>84.5</td>
<td>89.5</td>
<td>80.5</td>
<td>73.5</td>
</tr>
<tr>
<td>950</td>
<td>89.5</td>
<td>81.5</td>
<td>80.5</td>
<td>73.5</td>
</tr>
<tr>
<td>1000</td>
<td>93.5</td>
<td>74.5</td>
<td>73.5</td>
<td>63.5</td>
</tr>
<tr>
<td>1100</td>
<td>85</td>
<td>77.5</td>
<td>71.5</td>
<td>68.5</td>
</tr>
<tr>
<td>1200</td>
<td>84.5</td>
<td>59.5</td>
<td>40.5</td>
<td>50.5</td>
</tr>
<tr>
<td>1300</td>
<td>83.5</td>
<td>53.5</td>
<td>37.5</td>
<td>37.5</td>
</tr>
<tr>
<td>1400</td>
<td>87</td>
<td>18.5</td>
<td>3.5</td>
<td>3.5</td>
</tr>
<tr>
<td>1415</td>
<td>19.5</td>
<td>&lt;0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1500</td>
<td>37.5</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1600</td>
<td>69.5</td>
<td>8</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>1700</td>
<td>69.5</td>
<td>12.5</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>1800</td>
<td>56.5</td>
<td>4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>1900</td>
<td>0.5</td>
<td>&lt;0.0</td>
<td>&lt;0.0</td>
<td>&lt;0.0</td>
</tr>
<tr>
<td>1950</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>2000</td>
<td>2.5</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>2100</td>
<td>22.5</td>
<td>22.5</td>
<td>22.5</td>
<td>22.5</td>
</tr>
<tr>
<td>2200</td>
<td>31.5</td>
<td>31.5</td>
<td>31.5</td>
<td>31.5</td>
</tr>
<tr>
<td>2300</td>
<td>22.5</td>
<td>22.5</td>
<td>22.5</td>
<td>22.5</td>
</tr>
<tr>
<td>2400</td>
<td>16.5</td>
<td>16.5</td>
<td>16.5</td>
<td>16.5</td>
</tr>
<tr>
<td>2500</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table G-2
The data shown graphically in Figs G-6 and G-7 are tabulated below in Table G-3.

Table G-3

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Nervous Retina</th>
<th>P.E. &amp; Choroid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Direct</td>
<td>Total</td>
</tr>
<tr>
<td>300</td>
<td>&lt; 0.1</td>
<td>45.</td>
</tr>
<tr>
<td>325</td>
<td>&lt; 0.1</td>
<td>58.</td>
</tr>
<tr>
<td>350</td>
<td>0.1</td>
<td>63.</td>
</tr>
<tr>
<td>375</td>
<td>0.1</td>
<td>63.</td>
</tr>
<tr>
<td>400</td>
<td>0.1</td>
<td>62.</td>
</tr>
<tr>
<td>425</td>
<td>0.1</td>
<td>65.5</td>
</tr>
<tr>
<td>450</td>
<td>0.2</td>
<td>72.</td>
</tr>
<tr>
<td>475</td>
<td>0.2</td>
<td>77</td>
</tr>
<tr>
<td>500</td>
<td>0.2</td>
<td>80.5</td>
</tr>
<tr>
<td>550</td>
<td>0.3</td>
<td>83.</td>
</tr>
<tr>
<td>600</td>
<td>0.4</td>
<td>84.5</td>
</tr>
<tr>
<td>650</td>
<td>0.5</td>
<td>85.</td>
</tr>
<tr>
<td>700</td>
<td>0.6</td>
<td>85.</td>
</tr>
<tr>
<td>750</td>
<td>0.7</td>
<td>85.</td>
</tr>
<tr>
<td>800</td>
<td>0.8</td>
<td>84.5</td>
</tr>
<tr>
<td>850</td>
<td>1.0</td>
<td>85.</td>
</tr>
<tr>
<td>900</td>
<td>1.1</td>
<td>84.</td>
</tr>
<tr>
<td>950</td>
<td>1.3</td>
<td>84.5</td>
</tr>
<tr>
<td>1000</td>
<td>1.6</td>
<td>85.</td>
</tr>
<tr>
<td>1100</td>
<td>2.3</td>
<td>81.</td>
</tr>
<tr>
<td>1200</td>
<td>3.3</td>
<td>83.</td>
</tr>
<tr>
<td>1300</td>
<td>4.8</td>
<td>71.</td>
</tr>
<tr>
<td>1400</td>
<td>3.7</td>
<td>40.</td>
</tr>
<tr>
<td>1445</td>
<td>2.0</td>
<td>27.</td>
</tr>
<tr>
<td>1500</td>
<td>3.7</td>
<td>33.5</td>
</tr>
<tr>
<td>1600</td>
<td>8.0</td>
<td>66.</td>
</tr>
<tr>
<td>1700</td>
<td>10.9</td>
<td>69.5</td>
</tr>
<tr>
<td>1800</td>
<td>10.5</td>
<td>62.</td>
</tr>
<tr>
<td>1900</td>
<td>&lt; 0.1</td>
<td>23.</td>
</tr>
<tr>
<td>1950</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>2000</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>2100</td>
<td>7.4</td>
<td>32.5</td>
</tr>
<tr>
<td>2200</td>
<td>10.9</td>
<td>46.</td>
</tr>
<tr>
<td>2300</td>
<td>8.0</td>
<td>46.</td>
</tr>
<tr>
<td>2400</td>
<td>3.5</td>
<td>36.</td>
</tr>
<tr>
<td>2500</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>2600</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>
Figure G-5, due to Geeraets and Berry (9) shows their measurements on the transmission of the whole ocular media of the rhesus monkey with a comparison with the rabbit and man.
1.6 FUNDUS

Figure G-6, due to Boettner (6), shows the transmission of
the nervous retina of the rhesus monkey, without the pigment
epithelium.
Boettner's measurements of the transmittance of the rhesus monkey pigment epithelium plus choroid are shown in Figure G-7.
In Figure G-8 below, Boettner (6) shows the spectral reflectance of the rhesus monkey fundus. The curve labeled fundus was taken on specimens consisting of the whole fundus plus sclera. The curve labeled sclera was taken on sclera alone.
The reflectance of the sclera of the rhesus monkey is shown in Figure G-8 and Table G-4. These measurements are due to Boettner (6). No other scleral measurements on the rhesus monkey have been found in the open literature.

Table G-4

REFLECTANCE OF SCLERA AND FUNDUS PLUS SCLERA FOR Rhesus Monkey (%)

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Fundus</th>
<th>Sclera</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>0.8</td>
<td>36.</td>
</tr>
<tr>
<td>450</td>
<td>0.5</td>
<td>34.</td>
</tr>
<tr>
<td>500</td>
<td>0.3</td>
<td>32.5</td>
</tr>
<tr>
<td>550</td>
<td>0.3</td>
<td>30.</td>
</tr>
<tr>
<td>600</td>
<td>0.4</td>
<td>26.5</td>
</tr>
<tr>
<td>650</td>
<td>0.8</td>
<td>24.</td>
</tr>
<tr>
<td>700</td>
<td>1.5</td>
<td>23.</td>
</tr>
<tr>
<td>750</td>
<td>2.3</td>
<td>24.</td>
</tr>
<tr>
<td>800</td>
<td>3.1</td>
<td>25.</td>
</tr>
<tr>
<td>850</td>
<td>4.3</td>
<td>25.</td>
</tr>
<tr>
<td>900</td>
<td>5.8</td>
<td>24.5</td>
</tr>
<tr>
<td>950</td>
<td>6.</td>
<td>23.5</td>
</tr>
<tr>
<td>1000</td>
<td>10.5</td>
<td>24.</td>
</tr>
<tr>
<td>1100</td>
<td>22.5</td>
<td>26.</td>
</tr>
<tr>
<td>1200</td>
<td>20.5</td>
<td>21.5</td>
</tr>
<tr>
<td>1300</td>
<td>20.5</td>
<td>21.5</td>
</tr>
<tr>
<td>1400</td>
<td>5.</td>
<td>7.5</td>
</tr>
<tr>
<td>1445</td>
<td>2.</td>
<td>2.5</td>
</tr>
<tr>
<td>1500</td>
<td>3.</td>
<td>4.</td>
</tr>
<tr>
<td>1600</td>
<td>6.</td>
<td>10.</td>
</tr>
<tr>
<td>1700</td>
<td>7.</td>
<td>10.</td>
</tr>
<tr>
<td>1800</td>
<td>4.5</td>
<td>5.</td>
</tr>
<tr>
<td>1900</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2000</td>
<td>1.</td>
<td>1.</td>
</tr>
<tr>
<td>2100</td>
<td>1.</td>
<td>1.</td>
</tr>
</tbody>
</table>
Figure G-9 due to Ceeraets and Berry (9) shows the spectral reflection from the rhesus monkey fundus, with data on the rabbit and man shown for comparison.

![Figure G-9](image)

**Figure G-9** PERCENT REFLECTION FROM P.E. PLUS CHOROID FOR MAN, RABBIT AND RHESUS MONKEY

Figure G-10, from the same source, shows the absorption in the complete fundus.

![Figure G-10](image)

**Figure G-10** ABSORPTION IN THE COMPLETE FUNDUS OF RHESUS MONKEY
The total transmission data of Tables G-3 and G-4 have been used to compute the absorption coefficients of the nervous retina and of the combined P.E. and choroid, as shown in Table G-5. It is truncated at 1500 nm since the transmission of the O.M. has fallen to zero by then. The computation is based upon a thickness of 190 µm for the P.E. + ChCp + Ch and 300 µm for the nervous retina, the latter being an arbitrary choice.

In Table G-3 the transmission of the choroid at 500 µm is shown as 11%. This is assumed to be an error and a figure of 1% has been abstracted from Figure G-7. The reflection of the interface between the vitreous body and nervous retina was assumed to be zero.

### Table G-5

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Absorption Coefficients (cm⁻¹)</th>
<th>N.R.</th>
<th>P.E. &amp; Ch.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>15.9</td>
<td>Above 242</td>
<td></td>
</tr>
<tr>
<td>0.45</td>
<td>11.0</td>
<td>242</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>7.2</td>
<td>242</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>5.6</td>
<td>221</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>5.4</td>
<td>193</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>5.6</td>
<td>151</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>5.8</td>
<td>113</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>5.4</td>
<td>87</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>7.0</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>6.2</td>
<td>59</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>11.4</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>31.0</td>
<td>59</td>
<td></td>
</tr>
<tr>
<td>1.445</td>
<td>-</td>
<td>67</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>35.0</td>
<td>64</td>
<td></td>
</tr>
</tbody>
</table>
The Geeraets and Berry (1968) data (Figs. G-5, G-9 and G-10) have been used to derive absorption coefficient for the whole fundus of the rhesus monkey. This has been possible in two ways --- firstly, by using data on the transmittance of the ocular media, the reflectance of the fundus and the combined absorption plus scatter plus reflection of the fundus. Secondly, the calculation has been made using Geeraets computed value for absorption in the fundus, combined with the O.M. transmission and fundus reflection data. These should be equivalent methods, but the Geeraets absorption data is not consistent with the data from which it is ostensibly derived. An additional source of error arises because of the inaccuracies occurring when values are read from several curves then subtracted. Neither method has yielded usable values for 1400 nm or over the range 400-600 nm, and large uncertainties remain in the range 700-1000 nm.

### Table G-6

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Method 1</th>
<th>Method 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>-</td>
<td>195</td>
</tr>
<tr>
<td>0.8</td>
<td>229</td>
<td>184</td>
</tr>
<tr>
<td>0.9</td>
<td>130</td>
<td>127</td>
</tr>
<tr>
<td>1.0</td>
<td>89</td>
<td>107</td>
</tr>
<tr>
<td>1.1</td>
<td>64</td>
<td>88</td>
</tr>
<tr>
<td>1.2</td>
<td>41</td>
<td>49</td>
</tr>
<tr>
<td>1.3</td>
<td>45</td>
<td>48</td>
</tr>
</tbody>
</table>
The open literature contains no transmittance data for separate P.E. and Ch so the only available absorption coefficients for these tissues are those derived using Coogan's data (5). These are tabulated below, including data for the whole fundus.

**Table G-7**

**ABSORPTION COEFFICIENTS OF THE RHESUS FUNDUS**

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Pigment Epithelium (PE) 12 microns thick</th>
<th>Choroid (ch) 168 microns thick</th>
<th>PE+ChCp+Ch 190 microns thick</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>1852</td>
<td>187</td>
<td>210</td>
</tr>
<tr>
<td>476.2</td>
<td>1622</td>
<td>189</td>
<td>193</td>
</tr>
<tr>
<td>500</td>
<td>1545</td>
<td>169</td>
<td>189</td>
</tr>
<tr>
<td>514.5</td>
<td>1485</td>
<td>166</td>
<td>186</td>
</tr>
<tr>
<td>520.8</td>
<td>1460</td>
<td>164</td>
<td>186</td>
</tr>
<tr>
<td>530</td>
<td>1425</td>
<td>163</td>
<td>184</td>
</tr>
<tr>
<td>568.2</td>
<td>1294</td>
<td>165</td>
<td>176</td>
</tr>
<tr>
<td>600</td>
<td>1194</td>
<td>151</td>
<td>173</td>
</tr>
<tr>
<td>647.1</td>
<td>1108</td>
<td>145</td>
<td>167</td>
</tr>
<tr>
<td>700</td>
<td>1019</td>
<td>140</td>
<td>160</td>
</tr>
<tr>
<td>1000</td>
<td>434</td>
<td>110</td>
<td>108</td>
</tr>
<tr>
<td>1064</td>
<td>358</td>
<td>108</td>
<td>99</td>
</tr>
<tr>
<td>1100</td>
<td>313</td>
<td>107</td>
<td>94</td>
</tr>
</tbody>
</table>

The absorption coefficients were calculated using Coogan's transmission data for the nominal thicknesses listed. These values could be in error by as much as 15 to 20 percent.

Figure G-11 shows graphically a comparison between the absorption coefficient computed from the various sources, for the rhesus monkey (P.E. plus choroid). Included in Fig. G-11 are the results of Table G-7, as well as their range of values.
Figure C-11  COMPUTED SPECTRAL DEPENDENCE OF THE ABSORPTION COEFFICIENTS (see text)
2.0 OPTICAL PROPERTIES OF MAN

2.1 CORNEA

Since the cornea has a refractive index of 1.376 its reflection coefficient for light incident along the normal can be calculated as approximately 2.5% for visible wavelengths.

Measurements of the human corneal transmission, made by Boettner (6) are shown below. The total transmission includes forward scattered radiation, which is age dependent.

![Graph showing transmittance of the human cornea](image-url)

**Figure G-12** TRANSMITTANCE OF THE HUMAN CORNEA
2.2 AQUEOUS HUMOR

The aqueous humor shows no age effect and no forward scattering. The spectral transmittance of the human aqueous humor as measured by Boettner (6) is shown in Figure G-13.

Figure G-13  TRANSMITTANCE OF THE AQUEOUS HUMOR OF MAN
2.3 LENS

The human lens increases in optical density with age, particularly at the shorter wavelength. This appears to be due to yellowing of the lens with age due to increasing pigmentation. The density plot below is due to Cooper and Robson (34). It is plotted to emphasize the density in the UV.

Figure G-14 DENSITY SPECTRA OF INTACT HUMAN LENSES OF VARIOUS AGES. THE AGE IN YEARS IS SHOWN AGAINST THE CURVES.
Said and Weale (35) shows an optical density plot shown in Figure G-15 scaled to show the effect of age upon transmission in the visible. The crosses on this plot show the mean of measurements on two lenses, 48 and 53 years old.

![Figure G-15: Spectral Density Curves of Some English Lenses of Different Ages](image)

**Figure G-15** SPECTRAL DENSITY CURVES OF SOME ENGLISH LENSES OF DIFFERENT AGES
2.4 VITREOUS BODY

Boettner's (6, 10) data shown in Figure G-17 show the transmittances of the human vitreous body, both with and without the forward scattered light. Boettner reported the possibility that the vitreous humor may have been contaminated with pigment, lowering the values obtained for direct transmission.

![Figure G-17 TRANSMITTANCE OF THE VITREOUS HUMOR OF MAN](image)
Using the data of Table G-8, Boettner has computed the percentage of the light incident on the human cornea which was transmitted through to the anterior surfaces of the aqueous, lens, vitreous and retina. The results are shown in Figure G-18 for direct transmittance, excluding forward scattering, for a young eye.

Figure G-18  CALCULATED DIRECT TRANSMITTANCE OF THE ENTIRE HUMAN EYE
Here the total transmittance for a young human eye is shown in Figure G-19 including the forward scattered radiation. The results were computed rather than measured. The data allow for the reflection losses at the air-cornea interface.

The data of Figures G-18 and G-19 are presented in tabular form in Table G-9.

![Graph showing total transmittance at various wavelengths for different anterior surfaces: 1. Aqueous, 2. Lens, 3. Vitreous, 4. Retina.](image)

**Figure G-19** CALCULATED TOTAL TRANSMITTANCE OF THE ENTIRE HUMAN EYE
Table G-9

PROGRESSIVE TRANSMISSION OF LIGHT THROUGH THE HUMAN OCULAR MEDIA (%)
(percentage of light incident on the cornea which reaches the anterior surfaces of the components named)

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Aqueous Direct</th>
<th>Aqueous Total</th>
<th>Lens Direct</th>
<th>Lens Total</th>
<th>Vitreous Direct</th>
<th>Vitreous Total</th>
<th>Retina Direct</th>
<th>Retina Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>280</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>300</td>
<td>2.3</td>
<td>8.5</td>
<td>0.3</td>
<td>1.5</td>
<td>1.5</td>
<td>4.0</td>
<td>0.9</td>
<td>3.0</td>
</tr>
<tr>
<td>320</td>
<td>26.5</td>
<td>59.0</td>
<td>20.5</td>
<td>46.0</td>
<td>1.5</td>
<td>4.0</td>
<td>0.9</td>
<td>3.0</td>
</tr>
<tr>
<td>340</td>
<td>34.5</td>
<td>66.5</td>
<td>28.5</td>
<td>55.0</td>
<td>0.5</td>
<td>1.0</td>
<td>0.3</td>
<td>1.0</td>
</tr>
<tr>
<td>360</td>
<td>42.7</td>
<td>71.5</td>
<td>36.0</td>
<td>61.5</td>
<td>0.1</td>
<td>0.4</td>
<td>&lt; 0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>380</td>
<td>47.2</td>
<td>76.5</td>
<td>41.5</td>
<td>67.5</td>
<td>0.4</td>
<td>1.0</td>
<td>0.5</td>
<td>0.9</td>
</tr>
<tr>
<td>400</td>
<td>51.0</td>
<td>80.5</td>
<td>46.0</td>
<td>72.5</td>
<td>5.5</td>
<td>10.0</td>
<td>4.0</td>
<td>9.0</td>
</tr>
<tr>
<td>420</td>
<td>54.1</td>
<td>82.0</td>
<td>49.0</td>
<td>74.5</td>
<td>27.5</td>
<td>47.5</td>
<td>20.5</td>
<td>44.5</td>
</tr>
<tr>
<td>440</td>
<td>57.3</td>
<td>83.5</td>
<td>53.0</td>
<td>77.0</td>
<td>37.5</td>
<td>69.5</td>
<td>28.7</td>
<td>65.5</td>
</tr>
<tr>
<td>460</td>
<td>60.7</td>
<td>85.0</td>
<td>56.0</td>
<td>79.5</td>
<td>41.5</td>
<td>74.5</td>
<td>32.0</td>
<td>70.0</td>
</tr>
<tr>
<td>480</td>
<td>62.2</td>
<td>86.5</td>
<td>58.5</td>
<td>81.5</td>
<td>44.5</td>
<td>76.0</td>
<td>35.0</td>
<td>72.5</td>
</tr>
<tr>
<td>500</td>
<td>63.5</td>
<td>88.0</td>
<td>59.5</td>
<td>83.0</td>
<td>46.5</td>
<td>78.5</td>
<td>37.0</td>
<td>75.0</td>
</tr>
<tr>
<td>550</td>
<td>66.2</td>
<td>90.0</td>
<td>63.5</td>
<td>86.5</td>
<td>52.0</td>
<td>82.0</td>
<td>41.5</td>
<td>79.5</td>
</tr>
<tr>
<td>600</td>
<td>69.5</td>
<td>91.0</td>
<td>67.0</td>
<td>88.0</td>
<td>57.0</td>
<td>83.5</td>
<td>46.0</td>
<td>80.5</td>
</tr>
<tr>
<td>650</td>
<td>71.5</td>
<td>92.0</td>
<td>69.5</td>
<td>89.5</td>
<td>60.5</td>
<td>85.5</td>
<td>49.0</td>
<td>82.5</td>
</tr>
<tr>
<td>700</td>
<td>74.0</td>
<td>93.0</td>
<td>72.0</td>
<td>90.5</td>
<td>63.5</td>
<td>87.0</td>
<td>51.5</td>
<td>83.5</td>
</tr>
<tr>
<td>750</td>
<td>76.5</td>
<td>93.0</td>
<td>74.0</td>
<td>90.5</td>
<td>65.5</td>
<td>87.0</td>
<td>53.5</td>
<td>85.5</td>
</tr>
<tr>
<td>800</td>
<td>77.5</td>
<td>93.0</td>
<td>75.0</td>
<td>90.0</td>
<td>66.5</td>
<td>86.5</td>
<td>54.0</td>
<td>82.5</td>
</tr>
<tr>
<td>850</td>
<td>79.0</td>
<td>93.5</td>
<td>76.0</td>
<td>90.0</td>
<td>68.0</td>
<td>86.5</td>
<td>53.5</td>
<td>81.5</td>
</tr>
<tr>
<td>900</td>
<td>80.5</td>
<td>93.5</td>
<td>75.5</td>
<td>88.5</td>
<td>68.0</td>
<td>84.5</td>
<td>51.5</td>
<td>75.5</td>
</tr>
<tr>
<td>950</td>
<td>79.5</td>
<td>93.0</td>
<td>71.5</td>
<td>83.5</td>
<td>60.5</td>
<td>75.0</td>
<td>36.0</td>
<td>49.5</td>
</tr>
<tr>
<td>1000</td>
<td>79.0</td>
<td>93.5</td>
<td>66.5</td>
<td>77.5</td>
<td>52.5</td>
<td>64.5</td>
<td>21.5</td>
<td>32.5</td>
</tr>
<tr>
<td>1050</td>
<td>79.5</td>
<td>93.5</td>
<td>69.5</td>
<td>80.5</td>
<td>56.0</td>
<td>69.5</td>
<td>25.0</td>
<td>38.5</td>
</tr>
<tr>
<td>1100</td>
<td>83.5</td>
<td>92.5</td>
<td>73.5</td>
<td>81.5</td>
<td>63.0</td>
<td>75.0</td>
<td>41.0</td>
<td>55.0</td>
</tr>
<tr>
<td>1200</td>
<td>78.5</td>
<td>89.5</td>
<td>51.5</td>
<td>58.5</td>
<td>33.0</td>
<td>39.0</td>
<td>4.0</td>
<td>8.0</td>
</tr>
<tr>
<td>1300</td>
<td>80.5</td>
<td>88.5</td>
<td>54.5</td>
<td>59.5</td>
<td>36.5</td>
<td>41.5</td>
<td>4.5</td>
<td>6.5</td>
</tr>
<tr>
<td>1400</td>
<td>39.0</td>
<td>58.0</td>
<td>0.2</td>
<td>0.3</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1445</td>
<td>18.5</td>
<td>24.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1500</td>
<td>27.0</td>
<td>32.5</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1600</td>
<td>57.0</td>
<td>66.5</td>
<td>5.0</td>
<td>6.0</td>
<td>0.5</td>
<td>0.9</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1700</td>
<td>62.5</td>
<td>69.5</td>
<td>9.5</td>
<td>10.5</td>
<td>1.0</td>
<td>1.5</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1800</td>
<td>54.5</td>
<td>60.5</td>
<td>3.0</td>
<td>3.5</td>
<td>0.2</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1900</td>
<td>3.0</td>
<td>5.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1950</td>
<td>0.0</td>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2000</td>
<td>1.0</td>
<td>3.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2100</td>
<td>16.5</td>
<td>21.5</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2200</td>
<td>26.0</td>
<td>30.5</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2300</td>
<td>17.5</td>
<td>20.5</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2400</td>
<td>5.5</td>
<td>8.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2500</td>
<td>0.0</td>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Boettner (6) made some transmission measurements on complete human eyes from which the sclera and fundus had been removed. The results for the 7 year eye are in reasonable agreement with the computed values. Also shown are the percentage of 566 nm radiation scattered outside a cone of 1° total angle. The scatter profile for the 7 year human eye is shown on the next page.

**Table G-10**

**SUMMARY OF TOTAL PERCENT TRANSMITTANCE MEASUREMENTS**

<table>
<thead>
<tr>
<th>Date</th>
<th>Age</th>
<th>Gender</th>
<th>Scatter*</th>
<th>465 (nm)</th>
<th>585 (nm)</th>
<th>666 (nm)</th>
<th>800 (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>August 14, 1963</td>
<td>7</td>
<td>Male</td>
<td>29</td>
<td>79.0</td>
<td>82.5</td>
<td>(600 nm)</td>
<td></td>
</tr>
<tr>
<td>April 27, 1964</td>
<td>51</td>
<td>Female</td>
<td>40</td>
<td>56.5</td>
<td>79.0</td>
<td>81.0</td>
<td></td>
</tr>
<tr>
<td>June 18, 1964</td>
<td>53</td>
<td>Female</td>
<td>39</td>
<td>38.0</td>
<td>65.0</td>
<td>71.0</td>
<td>71.0</td>
</tr>
<tr>
<td>October 22, 1964</td>
<td>45</td>
<td>Male</td>
<td>37</td>
<td>46.0</td>
<td>69.0</td>
<td>84.0</td>
<td>64.0</td>
</tr>
<tr>
<td>February 19, 1965</td>
<td>52</td>
<td>Male</td>
<td>30</td>
<td>41.0</td>
<td>69.0</td>
<td>79.0</td>
<td>67.0</td>
</tr>
<tr>
<td><strong>Calculated Transmission</strong></td>
<td></td>
<td></td>
<td></td>
<td>68</td>
<td>78</td>
<td>82</td>
<td>81</td>
</tr>
</tbody>
</table>

*Percent of 566 nm scattered outside of a 1 degree cone, except 7-year male, which was measured at 600 nm.
Figure G-20 SCATTER PROFILE OF A HUMAN EYE, GLASS LENS, AND "PERFECT" LENS
Earlier measurements on the transmission of the ocular media of the human eye were made by Ludvigh and McCarthy (36) measurements were made by Alpern et al (37) in vivo. A comparison of these two sets of measurements with those of Boettner is given below.

Figure C-21 The mean spectral transmittance curve for the three eyes (solid line) compared to in vitro measurements of Boettner and Wolter (10) (dotted line) and of Ludvigh and McCarthy (filled circles) (36)
Ruddock (38) has examined the effect of age upon the transmission of the human ocular media, the curve below showing the ratio of transmissions of 63 year old versus 21 year old eyes. The results are shown in Figure G-22.

Figure G-22  The transmission of the ocular media as a function of wavelength. The values of t λ represent the transmission of the media in a 63-year-old observer relative to a 21-year-old observer (for whom t λ is unity at each wavelength)
The ocular media transmissions reported by Boettner (6) and Geeraets and Berry (9) are compared by Sliney and Freasier (39) as shown in the curves of Figure G-23. He claims that much of the discrepancy could be explained by differences in the size of the image upon the retina.

Figure G-23  Spectral transmission of the ocular media of the human eye. Upper curve was total transmission obtained by Geeraets and Berry using twenty-eight enucleated eyes. Lower two curves by Boettner and Wolter were obtained by combining separately measured transmission factors for the cornea, aqueous, lens, and vitreous for nine human eyes. Lowest curve is direct transmission obtained by eliminating forward scattered light, whereas middle curve was obtained by collecting total light transmitted.
Norren (40), in comparing all available sources of data for human eyes, arrived at the curve of Figure G-24 as a best estimate of the transmission of the ocular media between 400 and 700 nm. This appears to be a curve for direct transmission.

![Figure G-24](image)

**Figure G-24** PROPOSED COURSE OF THE SPECTRAL ABSORPTION OF ALL OCULAR MEDIA FOR AN AVERAGE 30 YEARS OLD OBSERVER
2.5 TRANSMISSION THROUGH THE OCULAR MEDIA

The data of Boettner (6,10) shown graphically in Figs. G-12, G-13, G-16 and G-17 are presented here in tabular form.

Table G-8

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Cornea Direct</th>
<th>Cornea Total</th>
<th>Aqueous Direct</th>
<th>Lens Direct</th>
<th>Lens Total</th>
<th>Vitreous Direct</th>
<th>Vitreous Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>280</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>300</td>
<td>2.0</td>
<td>8.5</td>
<td>17.5</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>1.5</td>
</tr>
<tr>
<td>320</td>
<td>27.0</td>
<td>60.5</td>
<td>78.0</td>
<td>6.5</td>
<td>9.0</td>
<td>57.0</td>
<td>74.0</td>
</tr>
<tr>
<td>340</td>
<td>35.0</td>
<td>68.0</td>
<td>83.0</td>
<td>2.0</td>
<td>2.0</td>
<td>64.0</td>
<td>79.0</td>
</tr>
<tr>
<td>360</td>
<td>43.0</td>
<td>73.0</td>
<td>86.0</td>
<td>0.5</td>
<td>0.5</td>
<td>68.0</td>
<td>83.0</td>
</tr>
<tr>
<td>380</td>
<td>48.0</td>
<td>78.5</td>
<td>88.5</td>
<td>1.0</td>
<td>1.5</td>
<td>71.0</td>
<td>87.0</td>
</tr>
<tr>
<td>400</td>
<td>52.0</td>
<td>82.5</td>
<td>90.0</td>
<td>12.0</td>
<td>14.0</td>
<td>73.0</td>
<td>90.0</td>
</tr>
<tr>
<td>420</td>
<td>55.0</td>
<td>84.0</td>
<td>91.0</td>
<td>56.0</td>
<td>63.5</td>
<td>74.5</td>
<td>92.5</td>
</tr>
<tr>
<td>440</td>
<td>58.5</td>
<td>85.5</td>
<td>92.0</td>
<td>71.0</td>
<td>90.0</td>
<td>76.0</td>
<td>94.0</td>
</tr>
<tr>
<td>460</td>
<td>61.5</td>
<td>87.0</td>
<td>93.5</td>
<td>74.0</td>
<td>93.0</td>
<td>77.0</td>
<td>94.5</td>
</tr>
<tr>
<td>480</td>
<td>63.5</td>
<td>88.5</td>
<td>93.5</td>
<td>76.0</td>
<td>93.5</td>
<td>78.5</td>
<td>95.5</td>
</tr>
<tr>
<td>500</td>
<td>64.5</td>
<td>90.0</td>
<td>94.0</td>
<td>78.5</td>
<td>94.0</td>
<td>79.5</td>
<td>96.0</td>
</tr>
<tr>
<td>550</td>
<td>67.5</td>
<td>92.0</td>
<td>96.0</td>
<td>82.0</td>
<td>95.0</td>
<td>80.0</td>
<td>96.5</td>
</tr>
<tr>
<td>600</td>
<td>70.5</td>
<td>93.0</td>
<td>96.5</td>
<td>85.0</td>
<td>95.0</td>
<td>80.5</td>
<td>96.5</td>
</tr>
<tr>
<td>650</td>
<td>73.0</td>
<td>94.0</td>
<td>97.5</td>
<td>87.0</td>
<td>95.5</td>
<td>81.0</td>
<td>97.0</td>
</tr>
<tr>
<td>700</td>
<td>76.0</td>
<td>95.0</td>
<td>97.5</td>
<td>88.0</td>
<td>96.0</td>
<td>81.0</td>
<td>97.0</td>
</tr>
<tr>
<td>750</td>
<td>78.0</td>
<td>95.0</td>
<td>97.5</td>
<td>88.0</td>
<td>96.0</td>
<td>81.5</td>
<td>95.5</td>
</tr>
<tr>
<td>800</td>
<td>79.5</td>
<td>95.0</td>
<td>97.0</td>
<td>88.5</td>
<td>96.0</td>
<td>81.5</td>
<td>95.0</td>
</tr>
<tr>
<td>850</td>
<td>81.0</td>
<td>95.5</td>
<td>96.5</td>
<td>89.5</td>
<td>96.0</td>
<td>79.0</td>
<td>94.5</td>
</tr>
<tr>
<td>900</td>
<td>82.0</td>
<td>95.5</td>
<td>94.5</td>
<td>90.0</td>
<td>95.5</td>
<td>75.5</td>
<td>88.0</td>
</tr>
<tr>
<td>950</td>
<td>81.5</td>
<td>95.0</td>
<td>90.0</td>
<td>84.5</td>
<td>90.0</td>
<td>59.5</td>
<td>66.0</td>
</tr>
<tr>
<td>980</td>
<td>81.0</td>
<td>93.5</td>
<td>84.5</td>
<td>79.0</td>
<td>83.0</td>
<td>41.0</td>
<td>49.5</td>
</tr>
<tr>
<td>1000</td>
<td>82.0</td>
<td>94.0</td>
<td>87.0</td>
<td>80.5</td>
<td>86.0</td>
<td>44.5</td>
<td>56.0</td>
</tr>
<tr>
<td>1100</td>
<td>85.5</td>
<td>94.5</td>
<td>88.0</td>
<td>86.0</td>
<td>92.0</td>
<td>65.0</td>
<td>73.5</td>
</tr>
<tr>
<td>1200</td>
<td>80.5</td>
<td>91.5</td>
<td>65.5</td>
<td>64.5</td>
<td>66.5</td>
<td>12.0</td>
<td>20.5</td>
</tr>
<tr>
<td>1300</td>
<td>82.5</td>
<td>90.5</td>
<td>67.0</td>
<td>67.0</td>
<td>69.5</td>
<td>12.5</td>
<td>16.0</td>
</tr>
<tr>
<td>1400</td>
<td>40.0</td>
<td>59.5</td>
<td>0.5</td>
<td>1.5</td>
<td>4.0</td>
<td>&lt; 0.1</td>
<td>2.5</td>
</tr>
<tr>
<td>1500</td>
<td>19.0</td>
<td>25.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1600</td>
<td>27.5</td>
<td>33.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.5</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>1700</td>
<td>58.5</td>
<td>68.0</td>
<td>9.0</td>
<td>9.5</td>
<td>14.5</td>
<td>9.5</td>
<td>14.5</td>
</tr>
<tr>
<td>1800</td>
<td>64.0</td>
<td>71.0</td>
<td>15.0</td>
<td>11.5</td>
<td>15.5</td>
<td>11.5</td>
<td>15.5</td>
</tr>
<tr>
<td>1900</td>
<td>56.0</td>
<td>62.0</td>
<td>6.0</td>
<td>5.5</td>
<td>6.5</td>
<td>5.5</td>
<td>6.5</td>
</tr>
<tr>
<td>2000</td>
<td>3.0</td>
<td>5.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2100</td>
<td>0.0</td>
<td>0.0</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>&lt; 0.1</td>
<td>2.5</td>
</tr>
<tr>
<td>2200</td>
<td>1.0</td>
<td>3.0</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>2300</td>
<td>2.0</td>
<td>4.0</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>2400</td>
<td>5.0</td>
<td>8.0</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>2500</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
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Boettner (6,10) measured the total transmission and the transmission with scattering excluded for human lenses of various ages. The results are shown in Figure G-16.

![Figure G-16 TRANSMITTANCE OF THE HUMAN LENS](image)

**Figure G-16 TRANSMITTANCE OF THE HUMAN LENS**
2.6 FUNDUS

Geeraets and Berry (9) made a series of measurements on the fundus tissues of man, rhesus monkey and rabbit. The spectral reflectances for each are shown in Figure G-25. Note that for man because the eyes had aged 24-28 hours post mortem the nervous retina had swollen and clouded and had to be excised. Even so the data for man show considerable scatter.

Figure G-25 REFLECTION COEFFICIENTS FOR THE HUMAN P.E. & CHOROID, WITH COMPARISONS WITH THE COMPLETE FUNDI OF THE RABBIT AND Rhesus MONKEY
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Geeraets and Berry (9) measured the spectral absorption of the combined pigment epithelium and choroid in man. The absorptions are shown in Figure G-26 as percentages of the light incident upon the cornea. The solid curve is the more useful, since it has been corrected for the reflection from the fundus.

Figure G-26  ABSORPTION IN HUMAN P.E. & CHOROID, AS A PERCENTAGE OF THE LIGHT INCIDENT ON THE CORNEA
The earlier work of Geeraets et al (8) does not appear to be corrected for reflection from the fundus, but is included here because of the dearth of data for man. Figure G-27 shows, for the human eye, the range in value of the absorptions of the pigment epithelium and the choroid. Figure G-28 shows the absorption in the lightest pigment epithelium as a percentage of the light incident on the cornea.

![Figure G-27](image1.png)  
**Figure G-27** Range of absorption in human retinal pigment epithelium (area between solid lines) and choroid

![Figure G-28](image2.png)  
**Figure G-28** Curves showing absorption in lightest human retinal pigment epithelium for light incident on the cornea
Figures G-29, G-30 and G-31 show the Geeraets measurements of the absorption of the darkest human pigment epithelium, the lightest human choroid and the darkest human choroid, in each case as percentages of the light incident on the cornea.

Figure G-29  Curve showing absorption in darkest human retinal pigment epithelium for light incident on the cornea

Figure G-30  Curve showing absorption in lightest human choroid for light incident on the cornea
Figure G-31 Curve showing absorption in darkest human choroid for light incident on the cornea.

Sliney and Freasier (39) used the Geeraets spectral absorption measurements for man and multiplied them by the ocular media transmittances due to Geeraets, and Boettner's lowest curve to show the range in values for the absorbed dose in the retina plus choroid as a percentage of the light incident on the cornea. These results are shown in Fig. G-32.

Figure G-32 Spectral absorbed dose in retina and choroid relative to spectral corneal exposure as a function of wavelength. Retina and choroid spectral absorption values corrected for fundus reflection obtained by Geeraets and Berry were multiplied by corresponding transmission spectral factors of the ocular media from Geeraets (upper) and Boettner (lower).
Coogan et al (41) claims that the rhesus monkey is a poor surrogate for man in terms of laser damage to the fundus, because the human pigment epithelium is much more heavily pigmented which renders it more prone to damage. However, human pigment is located towards the rear of the PE rather than at the front as with monkeys. Also threshold data available indicate the monkey retina is more sensitive to laser radiation than that of humans. The rhesus choroid is the more heavily pigmented, but this is not the primary site of laser-induced damage. However, the spectral absorption characteristics of the two fundi may differ slightly, since man has fuscin mixed with his melanin, the rhesus monkey does not.

The rabbit is a good surrogate, as demonstrated by Geerarts et al (7) who showed via the curves below that the fundal absorptions of man and the rabbit are similar if the pigmentation density can be matched.

Figure G-33 Percentage of the energy incident on the fundus which is absorbed, for one human individual and for rabbits of 4 different pigmentation classes. The human fundus here lacked the nervous retina.
2.7 Sclera

Smith and Stein (42) have made measurements on the human sclera over the range 0.5 to 2.5 nm. Their interest was in laser damage via transscleral beams so their measurements were made on anterior portions of the sclera, viewed from outside. Figure G-34 shows the spectral reflection from the sclera alone, while Fig. G-35 shows the spectral transmission. The spectral absorption, derived for each wavelength by subtracting the reflectance plus transmission from 100%, is shown in Fig. G-36.

![Spectral Reflection from the Human Sclera](image)

**Figure G-34** SPECTRAL REFLECTION FROM THE HUMAN SCLERA
Figure G-35  TRANSMISSION THROUGH THE HUMAN SCLERA

Figure G-36  SPECTRAL ABSORPTION IN THE HUMAN SCLERA
Alpern et al (37) measured the reflectance from the outside of the sclera of living human eyes, as shown in Fig. G-37. They covered only 0.4 to 0.65 μm. These reflectances are all below 40%, thus considerably below Smith and Stein's measurements.

Figure G-37 Spectral reflectance of the sclera. Open circles are measurements made by reflecting light from the outside of a living human eye. Filled circles are the measurements made by reflecting light from the inside of an enucleated monkey eye which has been carefully denuded of pigment epithelium and underlying choroid.
APPENDIX II

RETINAL IRRADIANCE PROFILE
APPENDIX H

RETINAL IRRADIANCE PROFILE

1. INTRODUCTION

The determination of retinal irradiance for axial plane or spherical beams can be performed using the Fourier transform properties of imaging systems. Accordingly, the Fourier transform of the image distribution is given by the product of the Fourier transforms of the object distribution and of the point spread function (impulse response) of the eye.

\[ I(f_x, f_y) = H(f_x, f_y) \cdot O(f_x, f_y) \]  \hspace{1cm} (H-1)

An inverse transformation of \( I \) then provides the desired image distribution \( H(x, y) \). In the case of laser sources the radiation is coherent. The physical quantities are the (complex) amplitudes, and the coherent transfer function. The retinal intensity distribution is obtained by squaring the absolute values of the calculated amplitude distribution obtained from the Fourier transform of \( I(f_x, f_y) \). Appropriate scaling of the object amplitude is required and the transfer function must include the effects of aberration and pupil size as well as the effects of the retina not being conjugate to the object plane.

An equivalent and, in the case of this program, preferable procedure is to view the problem in terms of scalar diffraction theory, in particular the Fresnel approximation. An excellent discussion of this topic can be found in the book by Goodman (43) Taking the appropriate result from this we can express the amplitude in the retinal plane as

\[ U(x_R, y_R) = \int \int h(x_R, y_R; x, y) \cdot U(x, y) dx \ dy \]  \hspace{1cm} (H-2)

where \( U(x, y) \) is the amplitude at the exit pupil and

\[ h(x_R, y_R, x, y) = \frac{\exp \frac{i k z}{i \lambda z}}{i \lambda z} \exp \left\{ i \frac{k}{2z} \left[ (x_R - x)^2 + (y_R - y)^2 \right] \right\} \]  \hspace{1cm} (H-3)
We can therefore write

\[ U(x_R, y_R) = \exp \frac{ik}{i\lambda z} \exp \left[ \frac{k}{2z} (x_R^2 + y_R^2) \right]. \]

\[ \cdot \iiint \left\{ U(x, y) \exp \left[ \frac{ik}{2z} (x^2 + y^2) \right] \right\} \exp \left[ -\frac{ik}{z} (x_Rx + y_Ry) \right] dx \, dy \]

\[ (H-4) \]

Aside from phase factors and constants, the retinal amplitude is the Fourier transform of the pupil amplitude multiplied by a quadratic phase term. The radiant intensity is then

\[ H(x_R, y_R) = |U(x_R, y_R)|^2 \]

\[ (H-5) \]

Thus the problem becomes one of specifying \( U(x, y) \). We can separate this into two parts, one part determined by the experimental parameters, the others by the properties of the eye which are most conveniently described by the aberration function.
2. ABERRATION FUNCTION

The aberration function for the eye includes a number of contributions from different terms. In order to simplify the computation of this we shall use only the radially symmetric terms. The justification of this is two-fold. First, in experiments we assume that the subjects used are selected for minimal aberrations of the astigmatic kind and that coma is negligible because of nearly axial illumination. Secondly, the thermal calculations are based on radial symmetry. This reasoning leads us to characterization of the eye in terms of spherical aberration alone via an aberration function

\[ C_1 \rho^2 + C_2 \rho^4 \]  

where \( \rho \) = radius in pupil plane.

The spherical aberration term \( C_2 \rho^4 \) is of the form \( \frac{2\pi C'_2 \rho^4}{\lambda} \). The coefficient \( C_2 \) for the human eye can be estimated in the following way. From Born and Wolf (Ref. 44) the longitudinal spherical aberration \( \Delta z \) is related to \( C'_2 \) by

\[ C'_2 = \frac{\Delta z}{4a^2 f^2} \]  

(H-7)

According to Lotmar (Ref. 45) \( \Delta z \approx -0.1 \text{ cm} \) (0.35 cm pupil radius) giving

\[ \frac{2\pi}{\lambda} C'_2 = -1.0 \cdot 10^4 \text{ cm}^{-4} \]  

(H-8)

Lotmar's value corresponds to a longitudinal aberration of 3 diopters. Van Meeteren (Ref. 46) gives a value of 1 diopter which leads to

\[ \frac{2\pi}{\lambda} C'_2 \approx -3.0 \cdot 10^3 \text{ cm}^{-4} \]  

(H-9)

We have used \( \lambda = 500.0 \text{ nm} \) for these calculations. Considering the range of variation found in human eyes we can choose the mean, where \( \lambda \) is in nanometers. El Hage and Berny (Ref. 47) have published aberration profiles which give values quite consistent with this choice. In the Retinal code \( C_2 = \text{CABER2} \) while \( 2\pi C'_2 = \text{CABER} -3.0 \cdot 10^6 \text{ cm}^{-4} \text{ nm} \).
3. **DEFOCUSING FUNCTION**

The experimental part of $U(x,y)$ can be represented as

$$\sqrt{P(\rho)} \cdot F_1(\rho) \quad (H-10)$$

where $P(\rho)$ is the intensity distribution at the cornea and $F_1(\rho)$ is the phase distribution. On the assumption of an incident spherical wave the phase function is

$$\exp\left[\frac{i2\pi n}{\lambda} W\right] \quad (H-11)$$

where $n$ is the index of refraction, and $W$ is proportional to the path difference between the actual wave front and the reference sphere centered at the retina--both evaluated at the pupil.

The phase function after taking the quadratic term in the diffraction integral into account depends only on the departure of the actual wavefront from a spherical wavefront converging toward the retina. Since our concern here is with spherical wavefronts that do not quite converge on the retina (i.e., defocus), we can write

$$w(\rho) = \frac{W}{a^2} \rho^2 \quad (H-12)$$

where $W$ is the negative of the wavefront difference at the pupil radius $a$. The defocus parameter can be derived from Fig. H-1. The point $I$ is the actual image, $R$ is the retinal point and $\rho$ is the pupil location from the second principal plane.

$$W = \overline{BI} - \overline{AI} \quad (H-13)$$

Solving the triangle (BRI) for $BI$ gives

$$W = -f' - \lambda z \cdot (1 - \cos \alpha) + (f'^2 - (\lambda z)^2 \sin^2 \alpha)^{1/2} \quad (H-14)$$

where $\tan \alpha = \frac{a}{f' + \lambda z}$.
\[ \Delta z = \frac{nz_0f}{nz_0f} - f_0 \]  

(H-15)

a = pupil radius  
f = back focal length (measured from second principal plane)  
f' = f - p  
n = index of refraction  
p = distance between pupil and second principal plane  
z_0 = distance of pupil from the waist of the laser beam
4. CHROMATIC ABERRATION

Considering that fixed experimental geometries are used even through the wavelength changes we need to include the effect of the "chromatic aberrations" of the eye. In the application at hand this is the change in focal length with wavelength and if we include this in the defocus term we have accomplished our purpose.

The dependence of focal length is given by (Ref. 15)

\[ f = f_0 \frac{n(n_0 - 1)}{n_0(n-1)} \]  

(H-16)

where \( n = n(\lambda) \)

\( n_0 = n(\lambda_0) \) and \( \lambda_0 \) is the wavelength at which the focal length of the eye is \( f_0 \).

The dependence of refractive index of water on wavelength can be obtained in tabular form from Irvine and Pollack (Ref. 48). Recent measurements (Ref. 49) have shown good agreement with the Irvine and Pollack compilation.

We have used the refractive index of water since the eye media consists mainly of water. As has been shown (Ref. 50) the calculated eye behaviour agrees with that determined experimentally at wavelengths above about 430 nm. The use of the water index at the short wavelengths results in an excessive focal length and is apparently due to the nonaqueous constituents particularly the lens. Using the Wald and Griffin data we can calculate the corresponding effective refractive index for use as the tabulated values below 500 nm.

The results are

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>350</td>
<td>1.357</td>
</tr>
<tr>
<td>400</td>
<td>1.346</td>
</tr>
<tr>
<td>450</td>
<td>1.341</td>
</tr>
</tbody>
</table>
5. **RETINAL IRRADIANCE**

With the above functions the diffraction integral becomes

\[
\mathcal{H}(r, \theta) = \left| \frac{1}{\lambda T} \int_{0}^{2\pi} \int_{0}^{\infty} \sqrt{p(\rho)} \exp \left[ i \left( C_{o} \rho^{2} + C_{2} \rho^{4} \right) \right] \right|^2
\]

\[
	imes \exp \left[ - \frac{2\pi i}{\lambda T} \cdot \rho \cdot r \cdot \cos(\phi - \theta) \right] \rho d\rho d\phi
\]

where we have taken advantage of the symmetry and converted to cylindrical coordinates. Recognizing that

\[
\frac{1}{2\pi} \int_{0}^{2\pi} \exp \left[ - \frac{2\pi i}{\lambda T} \cdot \rho \cdot r \cdot \cos(\phi - \theta) \ d\phi \right] = J_{0} \left( \frac{2\pi \rho r}{\lambda T} \right)
\]

the normalized profile becomes

\[
\frac{\mathcal{H}(r)}{\mathcal{H}(0)} = \left| \frac{1}{\lambda T} \int_{0}^{\infty} \sqrt{p(\rho)} \ J_{0} \left( \frac{2\pi \rho r}{\lambda T} \right) \exp \left[ i \left( C_{o} \rho^{2} + C_{2} \rho^{4} \right) \right] \rho d\rho \right|^2
\]
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GRID SYSTEM

1. INTRODUCTION

In both models, polar coordinates \( r \) and \( z \) were chosen to assess the transport of heat within the eye. To conserve on computational times, the points at which temperature are calculated are closely spaced in regions of greatest energy deposition. The mid-point of the grid shown in Fig. I-1 is located at \( i=M2+1, j=1 \) where \( i \) represents the index for points on the \( z \) axis while \( j \) represents the index for points on the \( r \) axis.

On the \( z \) axis, there are \( M1 \) uniform increments on each side of the mid-point, while on the \( r \) axis there are a total of \( N1 \) uniform increments starting at \( j=1 \). Beyond the uniform portion of the grid, it commences to expand so that each succeeding increment is a constant factor larger than the previous increment.

Choice of the grid network is based on the surface of the cornea being at \( z=0 \) and the edge of the eye at \( r=RVL \). Consideration is also given to the interfaces between eye media. For the Retinal model, the thicknesses of the eye media are represented by \( TAV, TPE, TVL, TCH, TSC \) and \( TTS \), where

\[
\begin{align*}
TAV & = \text{thickness of all eye media from cornea to pigment epithelium, cm} \\
TPE & = \text{thickness of the pigment epithelium, cm} \\
TVL & = \text{thickness of the chorio-capillaris, cm} \\
TCH & = \text{thickness of the choroid, cm} \\
TSC & = \text{thickness of sclera, cm} \\
TTS & = \text{thickness of tissues beneath eye, cm}
\end{align*}
\]

Distances of the interfaces from the surface of the cornea, wherein \( z=0 \), are given by \( ZD(L1) \) starting with \( ZD(1)=0 \).

In the Corneal model, the thicknesses of the various eye media are represented by \( TH(1), TH(2), \ldots TH(6) \). Distances of the interfaces from the surface of the cornea are represented by \( ZD(L1) \) again starting with \( ZD(1)=0 \) at the anterior surface of the cornea.
GRID SYSTEM USED BY CORNEAL AND RETINAL MODELS
Next we shall discuss how the grid network was related to the various interfaces. In this regard, the only liberty one has once the number of grid points are selected, is the choice of two points with which to fix the grid.

2. **RADIAL NETWORK**

In both models, the first radial grid point was located on the axis of the eye (wherein \( j=1 \)) so that

\[
R(1) = 0 \tag{I-1}
\]

The edge of the eye at \( r=RVL \) is located halfway between \( R(N-1) \) and \( R(N) \). Thus, there are two radial points, namely \( R(N) \) and \( R(N3) \) beyond eye. This situation prevails regardless of how many grid points are chosen.

3. **AXIAL NETWORK**

Choice of the axial grid work differs in the two models since the finer grid is always located in and about the region of greatest energy deposition.

3.1 **Retinal Model**

In the Retinal model, the anterior surface of the cornea is located halfway between \( Z(1) \) and \( Z(2) \). On the other hand, the anterior surface of the pigment epithelium is located halfway between \( Z(M2-M1+1) \) and \( Z(M2-M1+2) \). The first grid point in the pigment epithelium is at \( Z(M2-M1+2) \).

3.2 **Corneal Model**

In the Corneal model, the grid work for \( z \) differs according to whether one wishes to assess corneal or lens damage. For the case of corneal damage, the finer grid is located at the front of the eye so that the corneal surface lies halfway between \( Z(M2-M1+1) \) and \( Z(M2-M1+2) \). The last grid point \( Z(M3) \) is located so it coincides with \( ZD(7) \).

For the case of lens damage, the fine grid is located in and about the lens. The surface of the tear layer is located halfway between \( Z(3) \) and \( Z(4) \), while the anterior surface of the lens (at \( z=ZD(5) \)) is located halfway between \( Z(M2-M1+1) \) and \( Z(M2-M1+2) \).
4. DETERMINATION OF EXPANSION FACTOR

Once one has chosen the number of nonuniform grid points with which to cover a given distance, the next problem is to assess the expansion factor by which the increments must be sequentially increased to arrive at the given distance. To illustrate the method, we will develop the expansion factor for the radial grid. The method is an extension of the technique used by Tech. Inc. (Refs. 1,52).

First, consider that one wishes to locate the edge of the eye \( r=R_{VL} \) halfway between \( R(N-1) \) and \( R(N) \). Moreover, consider that there are \( N_{I} \) uniform increments of size \( DR \) included within a total of \( N+1 \) points. If we represent the expansion factor by \( R \), then the distances \( P_{1} \) and \( P_{2} \) from the start of the last uniform increment at \( R(N_{I}) \) to \( R(N-1) \) and \( R(N) \), respectively, are given by

\[
P_{1} = \frac{R^{j-1} - 1}{R-1} = 1 + R + R^2 \ldots R^{j-2}
\]

(1-2)

\[
P_{2} = \frac{R^{j-1} - 1}{R-1} = 1 + R + R^2 \ldots R^{j-1}
\]

(1-3)

where \( j=N-N_{I} \). If we now add these two equations, and represent \( (P_{1}+P_{2})/2 \) by \( P \), then

\[
\frac{P \cdot 2(R-1)+2}{R+1} = R^{j-1}
\]

(1-4)

Taking the logs of both sides and solving for the \( R \) on the right-hand side of Eq. 1-4 yields

\[
R = \exp(\log\left(\frac{2 \cdot (R-1)+2}{R+1}\right)/(j-1))
\]

(1-5)

This equation can be solved for \( R \) by successive approximations. First one evaluates the right-hand side using an estimated value for \( R \). The result represents the first approximation of \( R \). The next approximation is made by substituting the newly found value for \( R \) back into the right-hand side of Eq. 1-5. This process is continued until \( R \) ceases to change. Usually, about 10 approximations are required.
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APPENDIX J
MEASURING UNCERTAINTIES IN PREDICTED LASER POWERS
TO CAUSE DAMAGE

In this appendix a methodology is described which measures the variability in the predictions of the laser of the Corneal and Retinal models caused by uncertainties in the input parameters. A computer program has been developed for this purpose. This appendix describes the problem, the methodology, and an example.

1. THE PROBLEM

Consider a mathematical model with $n$ input parameters labeled as $X_1, X_2, \ldots, X_n$ and an output result $Y$. Hence, $Y$ is related to the parameters $X$ in some functional form as

$$Y = f(X_1, X_2, \ldots, X_n)$$  \hspace{1cm} (J-1)

1.1 Parameter Nominal Values

To use the mathematical model, one must specify values for the input parameters: these may be denoted as $X_{10}, \ldots, X_{n0}$. Upon exercising the program a particular output result is obtained, say $Y_0$. In functional form

$$Y_0 = f(X_{10}, \ldots, X_{n0})$$  \hspace{1cm} (J-2)

1.2 Uncertainty in Nominal Values

As a result of the fact that the nominal values $X_{10}, \ldots, X_{n0}$ probably deviate from their true values, the nominal values are in reality "most-likely" values of the parameters. To appreciate the consequence of uncertainties in the parameters, the limits over which each parameter may range must be specified.

1.3 Uncertainty in Output Result

Because of uncertainties in the input parameters, a corresponding uncertainty exists in the output results. The purpose of this appendix is to measure this uncertainty.
2. **THE METHOD**

To measure the variability in output results, there are three basic steps as follows:

- define the uncertainty in input parameter values,
- determine the variability in output results associated with each parameter's variability,
- combine all the uncertainties so that the output variability can be measured.

2.1 **Variability in Input Parameter Values**

In addition to the assigned nominal value for each parameter, the user must specify a pair of minimum and maximum values within which the time parameter value lies. The nominal value is assumed to be the most likely value for the parameter. With these three values the probability distribution produced by each parameter's variability can be estimated by use of the Beta probability distribution.

The Beta probability distribution takes on many shapes depending on two coefficients, namely a and b. In this application 19 possible combinations of a and b have been selected. These are \((a=1,2,\ldots,10 \text{ with } b=10)\) and \((a=10 \text{ with } b=1,2,\ldots,10)\). Some examples are cited in Fig. J-1. The case in which both a and b equal 10 is very near a normal distribution.

In a standardized Beta distribution, the variable range is from zero to one. The most likely value, which is hereafter called the mode, becomes

\[
\text{Mode} = \frac{a-1}{a+b-2} \quad (J-3)
\]

It is the mode which is used to determine the coefficients for a particular parameter.

The corresponding standardized mode of the \(i\)-th parameter is found from

\[
\text{Mode} = \frac{X_i(0) - X_i(\text{min})}{X_i(\text{max}) - X_i(\text{min})} \quad (J-4)
\]
Fig. J-1 SOME EXAMPLES OF THE BETA PROBABILITY DENSITY
where

\[ X_{10} = \text{nominal value for parameter} \]
\[ X_{1}(\text{min}) = \text{minimum possible value for parameter} \]
\[ X_{1}(\text{max}) = \text{maximum possible value for parameter} \]

Given the estimate of the mode in Eq. J-4, a search is conducted to find the closest of the 19 combinations of \( a \) and \( b \) which corresponds to Eq. J-3. Once found, the shape of the distribution for the \( i \)-th parameter is obtained.

Now with the shape of the \( i \)-th parameter value established, five representative values of \( X_{i} \) are selected. These are denoted as \( X_{i}(p) \) for \( p=0.1, 0.3, 0.5, 0.7, 0.9 \). Here \( p \) represents the 100 \( p \)-percentiles as shown in Figure J-2. The figure shows that the probability distribution for \( X_{i} \) is separated into five equal areas, each with a probability value of 0.2. The center point of \( X_{i} \) for the left-most such area becomes \( X_{i}(0.1) \). Next is \( X_{i}(0.3) \), and so forth.

In this fashion, five representative values for each of the \( n \) parameters are obtained. These now become

\[ (X_{1}(0.1), X_{1}(0.3), X_{1}(0.5), X_{1}(0.7), X_{1}(0.9)), \ldots \]  
\[ (X_{n}(0.1), X_{n}(0.3), X_{n}(0.5), X_{n}(0.7), X_{n}(0.9)) \]  

(J-5)

J4
For the $i$-th parameter, the set of five values are selected in a fashion where they are each equally likely to occur.

2.2 Variability in Output Results per Parameter

Having selected the five representative values of each input parameter, it is now necessary to measure the effect that each of these values play on the output results. For this purpose the results from the sensitivity analysis is used. For convenience here a short review of the sensitivity analysis is given at this time.

In the sensitivity analysis each parameter is individually investigated to determine the effect on the output result. For the $i$-th parameter, a low and a high value are selected and labeled $X_i(LO)$ and $X_i(HI)$ where

$$X_i(LO) \leq X_i \leq X_i(HI)$$  \hfill (J-6)

Corresponding values of $Y$ are obtained by varying only the $i$-th parameter from its nominal value, i.e.

$$Y_i(LO) = f(X_{i0}, \ldots, X_i(LO), \ldots, X_{n0})$$

and

$$Y_i(HI) = f(X_{i0}, \ldots, X_i(HI), \ldots, X_{n0})$$  \hfill (J-7)

The results may be depicted as shown in Figure J-3.

![Figure J-3 Display of Sensitivity Results for an Arbitrary Parameter](image-url)
Now it is possible to estimate the sensitivity associated with the five values of parameter $i$ by simple interpolation or extrapolation, whichever pertains. The results yield

$$(Y_i(.1), Y_i(.3), Y_i(.5), Y_i(.7), Y_i(.9))$$

and are obtained as depicted in Figure J-4. Note that $X_i(0)$ and $X_i(0.1)$ are not necessarily outside of the range containing $X_i(.1)$ to $X_i(.9)$.

With the values of $Y_i(p)$ now available, it is possible to calculate five deviates for each $i$, i.e.,

$$A_i(p) = (Y_i(p) - Y_0) \quad i = 1, 2, \ldots, n$$

(j-8)

Note that for the $i$-th parameter, that the five associated deviates are equally likely to occur.

2.3 Applying All Combinations

Now variables to $Y=Y_0$ can be obtained by selecting all combinations of the deviates and applying them to the expression
\[ Y = Y_0 + \Delta_1(p_1) + \Delta_2(p_2) + \ldots + \Delta_n(p_n) \]  \hspace{1cm} (J-9)

where \( p_i = .1, .3, .5, .7, .9 \) for \( i = 2 \ldots n \). The frequency distribution of \( Y \) from all of the combinations yields the estimate of the uncertainty in the output result.
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NOMENCLATURE FOR RETINAL MODEL

- AAV: Absorption coefficient for eye media from cornea to retina, per cm.
- AB(I+1): Products of absorption coefficients and thicknesses of eye media between ZH(I+1) and ZH(I).
- AB(I+2): Sum of previous eye media between ZH(I+2) and ZH(I).
- ABS(L): Absorption coefficients associated with L-th eye media between ZD(L) and ZD(L+1), per cm.
- AP: Fraction of heat deposited in granulated PE that is absorbed by granules.
- APE: Absorption coefficient for pigment epithelium, per cm.
- ASC: Absorption coefficient for sclera, per cm.
- AVL: Absorption coefficient for chorio-capillaris, per cm.
- ATS: Absorption coefficient for tissues beneath eye, per cm.
- B(J+1)*B(J+2): Coefficients of finite difference equations, R elements.
- BT: Time interval, sec.
- BB: Changes in A and B matrix elements due to blood flow in tissues surrounding eye.
- BV(J+1): Changes in A and B matrix elements due to blood flow.
- BV(J+3): In chorio-capillaris.
- CABER: Constant used to evaluate spherical aberration.
- CABER2: Spherical aberration constant, 1/cm.
- CFLOR: Total blood flow to chorio-capillaris, cm/sec.
- CON(I): Thermal conductivity at depth Z(I+1), cal/cm-sec-C.
- CONX(L): Thermal conductivities for L-th eye media, cal/cm-sec-C.
- CQ: Ratio of predicted to actual laser power, initially estimated and then refined by damage calc.
- CXU(J): Arrays used to evaluate temperatures using matrix.
- CXU(I): Elements.
- CUT: Normalized intensity of laser beam at R=HRI.
- DAMAGE(L1, L2): Coefficients for rate of thermal damage, radf.
- EXP(DAMAGE(1,1)+DAMAGE(1,2))/(VC(273+TO)) for temperatures below 50 C, and radf=exp(DAMAGE(2,1)+DAMAGE(2,2))/(VC(273+TO)) for temperatures above 50 C.
- DFLOW(L1): Radial distances at which blood flow is described, cm.
- DIM: Max. number of elements used to compute thermal effects of granules.
- DPNSE: Duration of individual pulses, sec. Always held fixed.
- DR: H increment in uniform part of grid, cm.
- DT: First time interval for single-pulse temperature calc., successive intervals increased by factor xc, sec.
- DTSIN: Temperature increment to be added to tsteam considering avr. granule temperature as hypothetical damage criterion.
- DX: Size of grid used to calc. granule temperature rises, cm.
- DXX(J): Arrays used to evaluate temperatures rises.
- DZ: Z increment in uniform part of grid, cm.
- EDT1: Power to which time is raised to specify number of cycles to which basic temperature calculations are repeated to ensure stability.
- EDT2: Additive factor to specify number of cycles to which single-pulse temperature calc. are repeated to ensure.
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<table>
<thead>
<tr>
<th>C</th>
<th>JM</th>
<th>MAXIMUM J INDEX AT WHICH DAMAGE ASSESSMENTS ARE TO BE MADE *DEPENS ON VALUE CHOSEN FOR RMAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>JVL</td>
<td>J INDEX FOR WHICH H(JVL) APPROXIMATES RVL</td>
</tr>
<tr>
<td>C</td>
<td>JO(L)</td>
<td>HESSIAN FUNCTION OF 0 ORDER</td>
</tr>
<tr>
<td>C</td>
<td>K</td>
<td>INDEX FOR TIMES X(T)</td>
</tr>
<tr>
<td>C</td>
<td>KM</td>
<td>INTEGER SUCH THAT X(T(K))=OPULSE</td>
</tr>
<tr>
<td>C</td>
<td>KT</td>
<td>MAXIMUM NUMBER OF EXPANDING TIMES X(T)</td>
</tr>
<tr>
<td>C</td>
<td>KT(L)</td>
<td>NUMBER OF TIME STEPS WITH WHICH TO REACH TOTAL TIME</td>
</tr>
<tr>
<td>C</td>
<td>KTYPE</td>
<td>NUMBER OF TIMES AT WHICH 3D TEMPERATURE DRAWINGS ARE DESIRED ++ FOR NO DRAWINGS SET KTYPE=0</td>
</tr>
<tr>
<td>C</td>
<td>KTYPE=0</td>
<td>CONTROL INDEX WHICH WHEN SET =1 WILL PREEEMPT CARD PUNCHING WHILE MAINTAINING PRINT OUTS OF TEMPERATURES AT SELECTED TIMES AND POINTS ++ SET =0 FOR CARD PUNCHING.</td>
</tr>
<tr>
<td>C</td>
<td>KX</td>
<td>TOTAL NUMBER OF TIME INTERVALS FROM PULSE TO PULSE</td>
</tr>
<tr>
<td>C</td>
<td>L1+LII</td>
<td>NUMBER OF RADIAL INTERVALS USED TO INTEGRATE SPREAD FUNCTION</td>
</tr>
<tr>
<td>C</td>
<td>LIM</td>
<td>NUMBER OF RADIAL INTERVALS FROM R=0 TO R=LIM OR LESION</td>
</tr>
<tr>
<td>C</td>
<td>LIMAX</td>
<td>I INDEX DESCRIBING RANGE OF I OVER WHICH TO ASSESS DAMAGE, RANGE=IMAX-LIMAX TO IMAX+LIMAX</td>
</tr>
<tr>
<td>C</td>
<td>LLT,LLG</td>
<td>INDICES USED TO CONTROL CALC. OF THRESHOLD POWER</td>
</tr>
<tr>
<td>C</td>
<td>LPT(L)</td>
<td>NUMBER OF INCREMENTAL TIMES USED TO SUBDIVIDE OPULSE</td>
</tr>
<tr>
<td>C</td>
<td>LPL(L)</td>
<td>NUMBER OF INCREMENTAL TIMES USED TO SUBDIVIDE OPULSE</td>
</tr>
<tr>
<td>C</td>
<td>LTEST</td>
<td>NUMBER OF TEST EXPOSURES WHICH CAN DIFFER IN REPETITION</td>
</tr>
<tr>
<td>C</td>
<td>L1+L2+L3...</td>
<td>DUMMY VARIABLES USED IN COMPUTATIONS</td>
</tr>
<tr>
<td>C</td>
<td>M</td>
<td>NO. OF GRID SPACES IN Z DIRECTION(EVEN)</td>
</tr>
<tr>
<td>C</td>
<td>M1</td>
<td>HALF OF NUMBER OF UNFOMLY THICK Z INCREMENTS(LESS THAN M/2)</td>
</tr>
<tr>
<td>C</td>
<td>M2</td>
<td>HALF THE NO. OF GRID SPACES IN Z DIRECTION</td>
</tr>
<tr>
<td>C</td>
<td>M3</td>
<td>NO. OF GRID POINTS IN Z DIRECTION (M+1)</td>
</tr>
<tr>
<td>C</td>
<td>N</td>
<td>NO. OF GRID SPACES IN R DIRECTION</td>
</tr>
<tr>
<td>C</td>
<td>NA(L)</td>
<td>REFRACTIVE INDEX AS FUNCTION OF WAVELENGTH</td>
</tr>
<tr>
<td>C</td>
<td>NB</td>
<td>REFRACTIVE INDEX AT WAVELENGTH OF 500 NM=NA(4)</td>
</tr>
<tr>
<td>C</td>
<td>NC</td>
<td>REFRACTIVE INDEX AT WAVELENGTH WAVEL</td>
</tr>
<tr>
<td>C</td>
<td>NP</td>
<td>REFRACTIVE INDEX AT WAVELENGTH WAVEL</td>
</tr>
<tr>
<td>C</td>
<td>NPL</td>
<td>NUMBER OF TIME INTERVALS WITHIN OPULSE,USED FOR DAMAGE CALCULATIONS</td>
</tr>
<tr>
<td>C</td>
<td>NPL(L)</td>
<td>NUMBER OF INCREMENTAL TIMES USED TO SUBDIVIDE OPULSE</td>
</tr>
<tr>
<td>C</td>
<td>NPULSE(L)</td>
<td>NUMBER OF PULSES ASSOCIATED WITH L-TH TEST EXPOSURE</td>
</tr>
<tr>
<td>C</td>
<td>NTEST</td>
<td>NUMBER OF TEST EXPURSES WHICH CAN DIFFER IN REPETITION</td>
</tr>
<tr>
<td>C</td>
<td>N1</td>
<td>NUMBER OF UNFOMLY THICK R INCREMENTS(LESS THAN N)</td>
</tr>
<tr>
<td>C</td>
<td>N3</td>
<td>NO. OF GRID POINTS IN R DIRECTION (N+1)</td>
</tr>
<tr>
<td>C</td>
<td>N4</td>
<td>NO. OF GRID POINTS IN UNIFORM PART OF GRID IN R DIRECTION</td>
</tr>
<tr>
<td>C</td>
<td>PC</td>
<td>DISTANCE OF PUPIL FROM CORNEA==.40 CM FOR HUMANS, .36 CM FOR MONKEYS</td>
</tr>
<tr>
<td>C</td>
<td>PD</td>
<td>NUMBER OF INCREMENTAL PULSES CAUSING NEGLIGIBLE TEMPERATURE RISES IN GRANULE CALC.</td>
</tr>
<tr>
<td>C</td>
<td>P0,POX</td>
<td>LASER POWER ON CORNEAL PLANE=WATTS</td>
</tr>
<tr>
<td>C</td>
<td>PP</td>
<td>DISTANCE BETWEEN PUPIL AND SECOND PRINCIPAL PLANE=CM</td>
</tr>
</tbody>
</table>

K3
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR(J)</td>
<td>Calculated or measured retinal irradiance profile normalized to unity at R(I) = 0.</td>
</tr>
<tr>
<td>PT</td>
<td>Total number of elements used to calculate granule temperatures.</td>
</tr>
<tr>
<td>PTIME</td>
<td>Uniform time interval used to subdivide pulse for multiple pulses.</td>
</tr>
<tr>
<td>PUPIL</td>
<td>Pupil radius, cm.</td>
</tr>
<tr>
<td>PX(L)</td>
<td>Irregular laser profile at points at X(L).</td>
</tr>
<tr>
<td>QD(I;J)</td>
<td>Laser power required to cause irreversible damage at Z(I), R(J), WATTS.</td>
</tr>
<tr>
<td>GP</td>
<td>Laser intensity entering eye at R(I) = 0, CAL/Cm²/SEC.</td>
</tr>
<tr>
<td>R(J)</td>
<td>Radius at coordinate J, CM.</td>
</tr>
<tr>
<td>RC0</td>
<td>Reflection from cornea.</td>
</tr>
<tr>
<td>REF(L)</td>
<td>Fraction of radiation reflected at Z = ZD(L).</td>
</tr>
<tr>
<td>REFL(L)</td>
<td>Reflected radiation from interface at Z = ZD(L).</td>
</tr>
<tr>
<td>REPT(L)</td>
<td>Repetition rates associated with L-th test exposure pulses/SEC.</td>
</tr>
<tr>
<td>RGV</td>
<td>Range of temperature rise (C) for 3-D and 2-D plots.</td>
</tr>
<tr>
<td>RH(J)</td>
<td>Radial distance halfway between R(J) and R(J+1).</td>
</tr>
<tr>
<td>RM</td>
<td>Image or heat radius, for Gaussian profiles equals radius at which normalized profile equals cut, for uniform profiles equals extent of profile, CM.</td>
</tr>
<tr>
<td>RINT</td>
<td>Uniform radial intervals, CM.</td>
</tr>
<tr>
<td>RMAX</td>
<td>Maximum radial distance at which damage assessments are to be made.</td>
</tr>
<tr>
<td>RN</td>
<td>Maximum radial distance, CM.</td>
</tr>
<tr>
<td>RPE</td>
<td>Fraction of front of PE containing all granules or none.</td>
</tr>
<tr>
<td>RRT</td>
<td>Reflection of retina.</td>
</tr>
<tr>
<td>RSC</td>
<td>Reflection from sclera.</td>
</tr>
<tr>
<td>RV(L)</td>
<td>Radial extent of eye, CM.</td>
</tr>
<tr>
<td>RX(L)</td>
<td>Radial distances associated with irregular laser profile.</td>
</tr>
<tr>
<td>D1</td>
<td>Stretching factor in Z direction.</td>
</tr>
<tr>
<td>D2</td>
<td>Stretching factor in R direction.</td>
</tr>
<tr>
<td>S(I;J)</td>
<td>Rate of heat deposition per unit volume at Z(I), R(J), CAL/Cm³/SEC.</td>
</tr>
<tr>
<td>SSB</td>
<td>Specific heat of blood, CAL/GM·C.</td>
</tr>
<tr>
<td>SIGMA</td>
<td>Radius at which normalized Gaussian profile equals 1/2.</td>
</tr>
<tr>
<td>TA</td>
<td>Thickness of media from cornea to vitreous humor, CM.</td>
</tr>
<tr>
<td>TC</td>
<td>Time from start of pulse to start of next pulse, SEC.</td>
</tr>
<tr>
<td>TCH</td>
<td>Thickness of choroid, CM.</td>
</tr>
<tr>
<td>TREQ</td>
<td>Time from start of pulse to start of next pulse, SEC.</td>
</tr>
<tr>
<td>TMEQ</td>
<td>Time at which 3-D plots are desired, SEC.</td>
</tr>
<tr>
<td>TM</td>
<td>Transmittance of media from cornea through vitreous humor.</td>
</tr>
<tr>
<td>TP</td>
<td>Thickness of pigment epithelium, CM.</td>
</tr>
<tr>
<td>TS(L)</td>
<td>Normalized temperature rises for granules, C.</td>
</tr>
<tr>
<td>TSC</td>
<td>Thickness of sclera, CM.</td>
</tr>
<tr>
<td>TSCE</td>
<td>Granule temperature used as hypothetical damage criterion, C.</td>
</tr>
<tr>
<td>TVL</td>
<td>Thickness of chorio-capillaris.</td>
</tr>
<tr>
<td>TO</td>
<td>Initial temperature of eye, °C.</td>
</tr>
<tr>
<td>TV1(J)</td>
<td>Temperature rises at Z(I), R(J), at given time, C.</td>
</tr>
<tr>
<td>TVC(I;J;K)</td>
<td>Temperature rises at Z(I), R(J), at time X(K), C.</td>
</tr>
<tr>
<td>VEC(L;K;L1)</td>
<td>Temperature rises at Z(I), R(J), at time X(K), L1 = 1, FOR EYE MEDIA, AND L1 = 2 FOR GRANULES.</td>
</tr>
<tr>
<td>Vpx</td>
<td>Temperature rise caused by energy deposition within granule during time interval, °C.</td>
</tr>
<tr>
<td>Vq</td>
<td>Temperature rise caused by energy deposition within granule during time interval, °C.</td>
</tr>
<tr>
<td>VSH(I)</td>
<td>Volumetric specific heat at Z(I), R(J), L/CM³·C.</td>
</tr>
<tr>
<td>VSHX(L)</td>
<td>Heat capacity of L-th eye media, CAL/CM³·C.</td>
</tr>
</tbody>
</table>
TEMPERATURE RISE AT TIME INTERVAL \(ZT(L3)\) AFTER \((L6-5)\) INCREMENTS PULSES AT POINT \(Z(\theta(D(L1)),R(J(D(L1))\)

**WAVELENGTH**

WAVELENGTH \(\text{nm}\)

**STRETCHING FACTOR**

STRETCHING FACTOR FOR TIME INTERVALS ASSOCIATED WITH SINGLE PULSE TEMPERATURE CALCULATIONS

**VALUES FROM WHICH**

VALUES FROM WHICH EXPANSION FACTOR \(Xc\) IS SELECTED BASED UPON PULSE WIDTH

**RATE OF BLOOD FLOW TO TISSUES**

RATE OF BLOOD FLOW TO TISSUES SURROUNDING EYE \(\text{GM/CM}^2\text{-SEC}\)

**FLOW INTO VASCULAR LAYER**

FLOW OF BLOOD INTO VASCULAR LAYER \(R=DFLW(J)\)

**FLOW OUT OF VASCULAR LAYER**

FLOW OF BLOOD OUT OF VASCULAR LAYER \(R=DFLW(J)\)

**FLOW INTO UNIT AREA**

FLOW OF BLOOD INTO UNIT AREA \(R=DFLW(J)\)

**FLOW OUT OF UNIT AREA**

FLOW OF BLOOD OUT OF UNIT AREA \(R=DFLW(J)\)

**NORMALIZED TEMPERATURE RISES**

NORMALIZED TEMPERATURE RISES OF GRANULES AT TIME \(XT(K)\)

**TIMES FOLLOWING START**

TIMES FOLLOWING START OF EXPOSURE INDICATED BY INDEX \(K\)

**FRACTION OF LASERS ENERGY**

FRACTION OF LASERS ENERGY ENTERING EYE

**DUMMY VARIABLES USED**

DUMMY VARIABLES USED IN COMPUTATIONS

**DISTANCE ALONG Z AXIS AT GRID POINT**

DISTANCE ALONG Z AXIS AT GRID POINT \(I\) \(\text{CM}\)

**DEPTHS OF INTERFACES BETWEEN**

DEPTHS OF INTERFACES BETWEEN VARIOUS EYE MEDIA \(\text{CM}\)

**AXIAL DISTANCES HALFWAY BETWEEN**

AXIAL DISTANCES HALFWAY BETWEEN \(Z(1)\) AND \(Z(I+1)\) \(\text{CM}\)

**HALF LENGTH OF Z AXIS**

HALF LENGTH OF Z AXIS \(\text{CM}\)

**DISTANCE FROM LASERS WAIST**

DISTANCE FROM LASERS WAIST \(\text{CM}\)

**TIME FROM START**

TIME FROM START OF PULSE TO CENTER OF TIME INTERVALS USED TO PREDICT THERMAL DAMAGE FOR MULTIPLE PULSES

**LOG OF PRODUCT OF NUMBER**

LOG OF PRODUCT OF NUMBER OF PULSES/GROUP TIMES TIME INTERVALS AT WHICH DAMAGE CALC. APPLIED MADE

**TIME INTERVAL FROM START**

TIME INTERVAL FROM START OF EACH PULSE AT WHICH GRANULE TEMPERATURES ARE TO BE CALCULATED

*** DIMENSIONS OF VARIOUS ARRAYS USED IN PROGRAM

**COMMON DIMENSIONS**

COMMON DIMENSIONS \(M(x,3), B(N,3), R(M,3), XN(6), XC(M,3), DFLW(6),\)

**DIMENSION**

DIMENSION \(CXC(N5), CXR(M3), DAMAGE(2,2), DXC(N3), DXR(M3), FXC(N3), FXR(M3),\)

**ID(LI), JD(LI), KKT(38), NPT(29), NPUKE(NTEST), NKUN(NTEST), UD(M3, N3),\)

**REPEST(JTEST), TTIME(KTYPE),XT(38), VEL(LI, KT, 2), VXX(M3, N3), VZ(LI,\)

**SUBROUTINE MXGRAN(ORIGINAL)**

SUBROUTINE MXGRAN(ORIGINAL)

**SUBROUTINE GRID**

SUBROUTINE GRID

**SUBROUTINE IMAGE**

SUBROUTINE IMAGE

**SUBROUTINE HTXDEP**

SUBROUTINE HTXDEP

**SUBROUTINE BLOOD**

SUBROUTINE BLOOD

FLOW(N5), FLOWX(N3), R(M3), HH(N3), XI(M3), XO(N3)
SAMPLE DATA FOR RETINAL MODEL USING EXPERIMENTALLY
OBSERVED LASER PROFILE AT RETINA

<table>
<thead>
<tr>
<th>Data Cards 2</th>
<th>Data Cards 4</th>
<th>Data Cards 5</th>
<th>Data Cards 6</th>
<th>Data Cards 7</th>
<th>Data Cards 8</th>
<th>Data Cards 9</th>
<th>Data Cards 10</th>
<th>Data Cards 11</th>
<th>Data Cards 12</th>
<th>Data Cards 13</th>
<th>Data Cards 14</th>
<th>Data Cards 15</th>
<th>Data Cards 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td></td>
</tr>
</tbody>
</table>

...
<table>
<thead>
<tr>
<th>DATA CARD 20</th>
<th>DATA CARD 20A</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATA CARD 21</td>
<td>DATA CARD 22</td>
</tr>
<tr>
<td>DATA CARD 23</td>
<td>DATA CARD 24</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DATA CARDS 25</th>
</tr>
</thead>
</table>

| 0.000 | 7.359 | 6.815 | 6.349 | 6.944 | 5.590 | 5.277 | 4.909 | 4.740 | 4.573 |
| 2.905 | 2.874 | 2.787 | 2.706 | 2.629 | 2.557 | 2.488 | 2.423 | 2.361 | 2.303 |
| 2.247 | 2.194 | 2.144 | 2.096 | 2.051 | 2.007 | 1.966 | 1.927 | 1.889 | 1.853 |
| 1.819 | 1.785 | 1.755 | 1.725 | 1.697 | 1.670 | 1.644 | 1.619 | 1.595 | 1.572 |
| 1.550 | 1.529 | 1.509 | 1.490 | 1.472 | 1.454 | 1.437 | 1.421 | 1.405 | 1.390 |
| 1.376 | 1.362 | 1.349 | 1.336 | 1.324 | 1.312 | 1.301 | 1.290 | 1.280 | 1.270 |
| 1.260 | 1.251 | 1.242 | 1.233 | 1.225 | 1.217 | 1.209 | 1.202 | 1.195 | 1.188 |
| 1.181 | 1.175 | 1.160 | 1.153 | 1.147 | 1.142 | 1.147 | 1.141 | 1.137 | 1.132 |
| 1.127 | 1.123 | 1.119 | 1.115 | 1.111 | 1.107 | 1.103 | 1.100 | 1.096 | 1.093 |
| 1.090 | 1.087 | 1.084 | 1.081 | 1.078 | 1.075 | 1.073 | 1.070 | 1.068 | 1.066 |
| 1.063 | 1.061 | 1.059 | 1.057 | 1.055 | 1.053 | 1.052 | 1.050 | 1.049 | 1.047 |
| 1.045 | 1.043 | 1.042 | 1.041 | 1.039 | 1.037 | 1.037 | 1.035 | 1.034 | 1.033 |
| 1.032 | 1.031 | 1.030 | 1.029 | 1.028 | 1.027 | 1.026 | 1.026 | 1.025 | 1.024 |
| 1.023 | 1.022 | 1.021 | 1.021 | 1.020 | 1.019 | 1.019 | 1.018 | 1.017 | 1.017 |
| 1.018 | 1.017 | 1.016 | 1.015 | 1.015 | 1.014 | 1.014 | 1.013 | 1.013 | 1.012 |
| 1.012 | 1.011 | 1.011 | 1.010 | 1.010 | 1.010 | 1.009 | 1.009 | 1.009 | 1.008 |
| 1.008 | 1.008 | 1.007 | 1.007 | 1.007 | 1.007 | 1.007 | 1.006 | 1.006 | 1.006 |
| 1.006 | 1.006 | 1.005 | 1.005 | 1.005 | 1.005 | 1.005 | 1.004 | 1.004 | 1.004 |
| 1.004 | 1.004 | 1.004 | 1.004 | 1.004 | 1.004 | 1.004 | 1.004 | 1.004 | 1.004 |
| 1.002 | 1.001 | 1.001 | 1.001 | 1.001 | 1.001 | 1.001 | 1.001 | 1.001 | 1.001 |

| 144.5000 | 242.8000 | 140 | 100 |
SAMPLE RUN OF RETINAL MODEL

R2 = 4.0801
R1 = 3.1452 Zm = 2.8086
101 = 9 1/2 = 12 JD1 = 1 JD2 = 5

R0 = 0.000 0.003 0.007 0.010 0.013 0.003 0.009 0.0496 0.2387 1.161 5.6657

Z = 1.9575 1.9575 1.6564 1.7599 1.8215 1.8411 1.8473 1.8493 1.8494 1.8501
1.8503 1.8505 1.8507 1.8509 1.8511 1.8513 1.8515 1.8517 1.8519 1.8521
1.8523 1.8529 1.8549 1.8611 1.8807 1.9423 2.1358 2.7447 4.6597

PUPIL = .350
SIGMA = .250 = 2 RIM = .250 = 2
QP = .478+07 PH = .100+01 965+00 867+00 726+00 566+00 604+01 247+16 000 000 000

HR = .100+01 965+00 867+00 726+00 566+00 604+01 247+16 000 000 000

REP = .100+04
NPULSE =

AAVs = .1 ACh = 163, APE = 1425, ASC = 163, A7S = 163.
AVL = 163, CFL = .0240 DPULSE = .150+07 Dre = .373+03
DT = .202+O8 DZ = .200+03 IFIL = 0 IP = 2 IPC = 21 IP = 10 IP = 25
IPI = 27 IPV = 16 JVL = 9 KM = 6 K1 = 16 LM = 3 LM = 9 LPC = 24
LPE = 15 LPS = 26 LPV = 20 M1 = 6 N1 = 10 N1 = 4 NP = 5

TEST = 1 NVL = 5 POWN = .201+03 PTIME = .000 WP = .478+07 WCO = .0250
RIME = .0025 RPE = .3330 RRT = .0700 RVL = .700+00 SHB = .92
TAV = .185+01 TCH = .185+01 TINE = .544+05 TOM = .8470 TPE = .120+02
TSC = .100+00 TVL = .100+02 T0 = 57.0 X0 = 1.2 XFL = .0010

IR = 1
FLOW = 156+02 156+02 156+02 156+02 156+02 156+02 156+02 156+02 156+02
FLOWX = .000 .000 .000 .000 .000 .000 .000 .000 .000
ZH = .104+06 .126+01 .166+01 .179+01 .183+01 .184+01 .185+01 .185+01 .185+01

K8
<table>
<thead>
<tr>
<th>TIME</th>
<th>K</th>
<th>POWER</th>
</tr>
</thead>
<tbody>
<tr>
<td>.734</td>
<td>4</td>
<td>201.03</td>
</tr>
<tr>
<td>.734</td>
<td>5</td>
<td>201.03</td>
</tr>
<tr>
<td>.0010</td>
<td>.00000</td>
<td>.00033</td>
</tr>
<tr>
<td>.108</td>
<td>111.2</td>
<td>197.3</td>
</tr>
<tr>
<td>.0010</td>
<td>50.4</td>
<td>48.7</td>
</tr>
<tr>
<td>.0050</td>
<td>1.4</td>
<td>1.3</td>
</tr>
<tr>
<td>.150</td>
<td>6</td>
<td>201.03</td>
</tr>
<tr>
<td>.0010</td>
<td>.00000</td>
<td>.00033</td>
</tr>
<tr>
<td>.154.2</td>
<td>148.7</td>
<td>133.7</td>
</tr>
<tr>
<td>.0030</td>
<td>69.9</td>
<td>67.5</td>
</tr>
<tr>
<td>.0050</td>
<td>1.9</td>
<td>1.8</td>
</tr>
<tr>
<td>.200</td>
<td>7</td>
<td>201.03</td>
</tr>
<tr>
<td>.0010</td>
<td>.00000</td>
<td>.00033</td>
</tr>
<tr>
<td>.154.1</td>
<td>148.7</td>
<td>133.6</td>
</tr>
<tr>
<td>.0030</td>
<td>69.9</td>
<td>67.5</td>
</tr>
<tr>
<td>.0050</td>
<td>1.9</td>
<td>1.8</td>
</tr>
<tr>
<td>.419</td>
<td>8</td>
<td>201.03</td>
</tr>
<tr>
<td>.0010</td>
<td>.00000</td>
<td>.00033</td>
</tr>
<tr>
<td>.154.8</td>
<td>148.4</td>
<td>133.4</td>
</tr>
<tr>
<td>.0030</td>
<td>69.9</td>
<td>67.5</td>
</tr>
<tr>
<td>.0050</td>
<td>2.0</td>
<td>1.9</td>
</tr>
<tr>
<td>.523</td>
<td>9</td>
<td>201.03</td>
</tr>
<tr>
<td>.0010</td>
<td>.00000</td>
<td>.00033</td>
</tr>
<tr>
<td>.154.8</td>
<td>148.4</td>
<td>133.4</td>
</tr>
<tr>
<td>.0030</td>
<td>69.9</td>
<td>67.5</td>
</tr>
<tr>
<td>.0050</td>
<td>2.0</td>
<td>1.9</td>
</tr>
<tr>
<td>.648</td>
<td>10</td>
<td>201.03</td>
</tr>
<tr>
<td>.0010</td>
<td>.00000</td>
<td>.00033</td>
</tr>
<tr>
<td>.154.8</td>
<td>148.4</td>
<td>133.4</td>
</tr>
<tr>
<td>.0030</td>
<td>69.9</td>
<td>67.5</td>
</tr>
<tr>
<td>.0050</td>
<td>2.0</td>
<td>1.9</td>
</tr>
<tr>
<td>.748</td>
<td>11</td>
<td>201.03</td>
</tr>
<tr>
<td>.0010</td>
<td>.00000</td>
<td>.00033</td>
</tr>
<tr>
<td>.154.8</td>
<td>148.4</td>
<td>133.4</td>
</tr>
<tr>
<td>.0030</td>
<td>69.9</td>
<td>67.5</td>
</tr>
<tr>
<td>.0050</td>
<td>2.0</td>
<td>1.9</td>
</tr>
<tr>
<td>.798</td>
<td>12</td>
<td>201.03</td>
</tr>
<tr>
<td>.0010</td>
<td>.00000</td>
<td>.00033</td>
</tr>
<tr>
<td>.154.8</td>
<td>148.4</td>
<td>133.4</td>
</tr>
<tr>
<td>.0030</td>
<td>69.9</td>
<td>67.5</td>
</tr>
<tr>
<td>.0050</td>
<td>2.0</td>
<td>1.9</td>
</tr>
<tr>
<td>.919</td>
<td>13</td>
<td>201.03</td>
</tr>
<tr>
<td>.0010</td>
<td>.00000</td>
<td>.00033</td>
</tr>
<tr>
<td>.154.8</td>
<td>148.4</td>
<td>133.4</td>
</tr>
<tr>
<td>.0030</td>
<td>69.9</td>
<td>67.5</td>
</tr>
<tr>
<td>.0050</td>
<td>2.0</td>
<td>1.9</td>
</tr>
<tr>
<td>.978</td>
<td>14</td>
<td>201.03</td>
</tr>
<tr>
<td>.0010</td>
<td>.00000</td>
<td>.00033</td>
</tr>
<tr>
<td>.154.8</td>
<td>148.4</td>
<td>133.4</td>
</tr>
<tr>
<td>.0030</td>
<td>69.9</td>
<td>67.5</td>
</tr>
<tr>
<td>.0050</td>
<td>2.0</td>
<td>1.9</td>
</tr>
<tr>
<td>.119</td>
<td>15</td>
<td>201.03</td>
</tr>
<tr>
<td>.0010</td>
<td>.00000</td>
<td>.00033</td>
</tr>
<tr>
<td>.153.4</td>
<td>148.1</td>
<td>133.1</td>
</tr>
<tr>
<td>.0030</td>
<td>69.9</td>
<td>67.5</td>
</tr>
<tr>
<td>.0050</td>
<td>2.1</td>
<td>2.0</td>
</tr>
<tr>
<td>.145</td>
<td>16</td>
<td>201.03</td>
</tr>
<tr>
<td>.0010</td>
<td>.00000</td>
<td>.00033</td>
</tr>
<tr>
<td>.152.8</td>
<td>147.4</td>
<td>132.5</td>
</tr>
<tr>
<td>.0010</td>
<td>.00000</td>
<td>.00033</td>
</tr>
<tr>
<td>.154.8</td>
<td>148.4</td>
<td>133.4</td>
</tr>
<tr>
<td>TIME</td>
<td>Z</td>
<td>70.0</td>
</tr>
<tr>
<td>-------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>(K=14)</td>
<td>.00030</td>
<td>.00050</td>
</tr>
<tr>
<td>POWER</td>
<td>201+03WATTS</td>
<td>POWER</td>
</tr>
<tr>
<td>TIME</td>
<td>(K=20)</td>
<td>(K=21)</td>
</tr>
<tr>
<td>(K=20)</td>
<td>.00010</td>
<td>.00010</td>
</tr>
<tr>
<td>(K=21)</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>(K=22)</td>
<td>.00033</td>
<td>.00033</td>
</tr>
<tr>
<td>(K=24)</td>
<td>.00100</td>
<td>.00100</td>
</tr>
<tr>
<td>(K=25)</td>
<td>.00133</td>
<td>.00133</td>
</tr>
<tr>
<td>(K=26)</td>
<td>.00154</td>
<td>.00154</td>
</tr>
<tr>
<td>(K=27)</td>
<td>.00155</td>
<td>.00155</td>
</tr>
<tr>
<td>(K=28)</td>
<td>.00156</td>
<td>.00156</td>
</tr>
<tr>
<td>(K=29)</td>
<td>.00157</td>
<td>.00157</td>
</tr>
<tr>
<td>(K=30)</td>
<td>.00158</td>
<td>.00158</td>
</tr>
<tr>
<td>(K=31)</td>
<td>.00159</td>
<td>.00159</td>
</tr>
<tr>
<td>(K=32)</td>
<td>.00160</td>
<td>.00160</td>
</tr>
<tr>
<td>(K=33)</td>
<td>.00161</td>
<td>.00161</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>TIME</th>
<th>K</th>
<th>POWER</th>
<th>Z</th>
<th>DIME</th>
<th>XPD</th>
<th>WAVELENGTH</th>
<th>TSTEAM</th>
<th>DAMAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.412</td>
<td>34</td>
<td>201</td>
<td>0.00010</td>
<td>6.00</td>
<td>10.9</td>
<td>7.94 7.87 7.61 7.49 7.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.495</td>
<td>35</td>
<td>201</td>
<td>0.00010</td>
<td>6.00</td>
<td>11.4</td>
<td>6.40 6.11 5.77 5.43 5.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.594</td>
<td>36</td>
<td>201</td>
<td>0.00030</td>
<td>6.00</td>
<td>11.7</td>
<td>6.05 5.07 4.68 4.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.700</td>
<td>50</td>
<td>201</td>
<td>0.00030</td>
<td>6.00</td>
<td>10.5</td>
<td>8.8 6.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NNU N=11 PULSE WIDTH= .150-07 NUMBER OF PULSES= 1
BEAM RADIUS = .250-02CM LESION RADIUS = .100-02CM
TSTEAM= 100.

<table>
<thead>
<tr>
<th>Z</th>
<th>R</th>
<th>GUD</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00010</td>
<td>0.00000</td>
<td>0.00033</td>
<td>0.00067</td>
</tr>
<tr>
<td>0.00100</td>
<td>0.00000</td>
<td>0.00067</td>
<td>0.00100</td>
</tr>
<tr>
<td>0.00100</td>
<td>0.00000</td>
<td>0.00067</td>
<td>0.00100</td>
</tr>
<tr>
<td>0.00100</td>
<td>0.00000</td>
<td>0.00067</td>
<td>0.00100</td>
</tr>
</tbody>
</table>

RADIAL EXTENT OF IRREVERSIBLE DAMAGE= .100-03CM
MAIN PROGRAM OF RETINAL MODEL

1. COMMON A(29,3),AP,AV,ACH,APF,ASC,ATS,AVL,B(11,3),R8,RV(11,3)
2. 1CNX(5),CIN(5),CTM,NIM,NFLOW(A),DPULS,NSL,DUR,T,DX,NS,PLR(11)
3. 31A8(29,11),1BOLD(6),IPI,IGX,IMH,IPA,IPS,PP,IPS,IPRT
4. 31A9(50),1VJL,LM,LP,PA,PLP,PGT,LPX,LTHAX,KM,KM,KT,MP,M1,M2
5. 4M55,N1,N2,N3,N4,NV,POX,PR(11),PTME,WP,R(11),PC,HE,HR,T,HL
6. SRV,SC,S(29,11),SHS,TAY,TC,TCM,TPE,TVL,TVS,TVS(V(29,11)
7. 6,VC(29,11,6),VSH,LY,VSH,V,WAVER,XX,FLOK,XXFLOK(6),XXFLO(O(6)
8. 7X0(60),XT(60),Z(29,20(9),ZM
9. DIMENSION X(11),X(29),DAMAGE(2,2),DCC(11),DNP(29),FFTM(3)
10. 1PAC(11),FXX(29,11),N(50),JN(50),KCT(38),NPI(38),NPULS(7),NPUR(7)
11. 2QD(29,11),REP(7),TIMEX(5),XCT(38),VE(20,40,2),VXX(29,11)
12. 3VCT(20,28,2),Z(2),Z(2),Z(2),Z(2)
13. REAL FLSTON
14. 2 FORMAT(10F7.3)
15. 3 FORMAT(10F7.3)
16. 4 FORMAT(11F7.2)
17. 5 FORMAT(11F7.2)
18. 6 FORMAT(1F7.2)
19. 7 FORMAT(11F7.2)
20. 8 FORMAT(17F7.2)
21. READ(S,4)(FTM,L,L=1,3)
22. READ(S,3)(IMX,H,FIL,GX)
23. READ(S,6)(MAX,L,MAX,LEB)
24. SET VALUES FOR N,N1,N3,N, AND OR
25. N1=4
26. N=1
27. N=1
28. N1=1
29. READ(S,6),IPRS,FOR,CUT
30. DRE,LEB,LIM
31. IF(IPRF,L=0)DRE=KIM/(L1M-5)
32. READ(S,7),DPULS
33. READ(S,5),NTEST,L,KUN(L),L=1,NTEST
34. READ(S,7)(NDF,L),L=1,NTEST
35. READ(S,5),NPULS(L),L=1,NTEST
36. READ(S,5)(IO1,IO2,JO1,JO2),ITYPE
37. LTX=1
38. IF(NTEST.L=1,AND,LPULS(11,12,L,1,LPULS=0)
39. IF(DPULS,E=0,3E-8,LPULS=0)
40. AUGUST POWER AND PULSE WIDTH FOR EXPOSURES WITH PULSES LESS THAN
41. 3E-8 SEC
42. POW=P0W*NPULS/3E-8
43. DPULS=3E-8
44. READ(S,4)(TDT,L,TDT)
45. READ(S,4)(TOM,APF,AV,ACH,ASC,ATS,RP,RRT,RS,PS,RIW
46. READ(S,4)(AV,APE,AVL,ACH,ASC,ATS,RP,RRT,RS,PS,RIW
47. AAV=(AUC/TIM)/L4V
48. READ(S,4)(CONX(L),L=1,1)
49. READ(S,4)(VSHX,L),L=1,1
50. READ(S,5)(NXT,L),L=1,3A
51. READ(S,5)(XCT(L),L=1,3A)
52. READ(S,5)(X(T),L=1,3A)
53. COMPUTE D,IM,KT,MP,LP,MTME,TIME, AND XC
54. L1=ALG(29,20),L1=1
55. IF(L1.L=1,L1=1
56. IF(L1,L7,3A,L1=3A
57. IF(L1,LE,11,11)GO TO 11
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58. *** --- SINGLE PULSED EXPOSURES
59. \( X\leq X_{CT}(L1) \)
60. \( NP=NPT(L1) \)
61. \( KT=KTT(L1) \)
62. \( DT=DPULSE*(X-1)/(X**NP-1) \)
63. \( TIME=DT*(X**KT-1)/(X-1) \)
64. \( GU TO 13 \)
65. *** --- MULTIPLE PULSED EXPOSURES
66. 11 \( XC=1.4 \)
67. \( NP=5 \)
68. \( X1=0 \)
69. DU 12 L=1, N1EST
70. IF \((X1 LT NPULSE(L))/RFPET(L))X1=NPULSE(L)/RFPET(L)
71. 12 CONTINUE
72. TIME=TIME(L1)*X1
73. DT=DPULSE*(X-1)/(X**NP-1)
74. KT=ALOG(1+TIME*(X-1)/DT)/ALOG(XC)+1.
75. PTIME=DPULSE/NP
76. 13 KT=KT+1
77. KM=NP+1
78. IF(KT, GT, 50)WRITE(6,14)KT
79. 14 FORMAT(1H0,3HKT=13X2X,2HP TIME DIMENSION TNO LOW)
80. IF(KT, GT, 59)STOP
81. *** CALC. DZ AND I INDICES
82. \( M1=7\times 6\times (NPULSE**1) \)
83. IF(M1, LT, 1)M1=1
84. M2=M1+1
85. M2=M/2
86. M3=M+1
87. IPE=M2=M1+2
88. DZ=TPE/M1-1, F=25
89. IPA=2
90. *** STORE AXIAL DISTANCES TO INTERFACES OF EYE
91. \( ZD(1)=1.0,F=25 \)
92. \( ZD(2)=TAV \)
93. \( ZU(3)=ZD(2)+RPETPE \)
94. \( ZU(4)=ZD(3)+(1-RPE)TPE \)
95. \( ZD(5)=ZD(4)+TVL \)
96. \( ZD(6)=ZD(5)+TCH \)
97. \( ZD(7)=ZD(6)+TSC \)
98. \( ZD(8)=ZD(7)+10 \)
99. CALL GRID
100. NVL=LPV-IPV+1
101. *** CALCULATE AND STORE I,J INDICES AT WHICH TEMPERATURES ARE PRINTED
102. ID1=IU1+1
103. ID2=ID2+1
104. IF(ID1, LT, IPA)ID1=IPA
105. IF(ID2, GT, M)ID2=M
106. IF(ID2, GT, N)ID2=N
107. WRITE(6,15)ID1, ID2, JD1, JD2
108. 15 FORMAT(1H0,4HID1=I2,3X4HID2=I2,3X4HJD1=I2,3X4HJD2=I2)
109. WRITE(6,16)(R(J), J=1,N3)
110. 16 FORMAT(1H0,2HR=/(I1H0,10F8.4))
111. WRITE(6,19)(Z(I), I=1, N3)
112. 19 FORMAT(1H0,2HR=/(I1H0,10F8.4))
113. DO 20 L=1,NVL
114. 20 ISLOAD(L1)=IPV+L-1
115. K14
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115. *** CALC. NORMALIZED LASER PROFILES***
116. DU 21 L=1, N3
117. 21 HR(L)=0.
118. PUX=POW
119. CALL IMAGE
120. WRITE(A,2) OP, (PR(L), L=1, N)
121. 2b FORMAT(1H0, 3HQP=, E8, 5, 3X, 3HPR=/(1X, 10F9. 3))
122. DO 27 J=1, N3
123. DO 27 I=1, M3
124. V(I+J)=1, E-10
125. 27 S(I+J)=0.
126. WRITE(A,28) (HR(J), J=1, N)
127. 28 FORMAT(1H0, 3HHRP=/(1X, 10F9. 3))
128. READ(5, 2) SH, XFLOW, CFLOW
129. *** SET BLOOD FLOW RATES ENTERING AND LEAVING VASCULAR LAYER AS
130. *** FUNCTION OF RADIAL DISTANCE
131. X2=CFLOW/(3, 1416*RVL*RVL)
132. DFLOW(1)=0.
133. X4=0.
134. DU 30 L1=2, 6
135. X4=X4+1
136. 30 DFLOW(L1)=X4
137. DO 31 L1=1, 6
138. XFLOW(L1)=X2
139. 31 XFLOW0(L1)=X2
140. WRITE(A,32) (REP(L), L=1, NTEST)
141. 32 FORMAT(1H0, 6HRPT=/(1X, 10F9. 3))
142. WRITE(A,33) (NPUSS(L), L=1, NTEST)
143. 33 FORMAT(1H0, 7HNPUS=/(1X, 10F9. 3))
144. DO 34 T=1, M3
145. DO 35 J=1, N3
146. 34 VC(I, J, 1)=1, E-10
147. WRITE(A,34) AAV, ACH, APS, ATS, AVL, CFLOW, DPUS, DT, AZ, IFIL, JPA
148. 11IP, SPS, IIP, IV, JL, KM, KT, LPA, LPC, LPS, LPV, LM, M1, N1
149. 2NP, NTEST, AVL, PUS, PTIME, OP, KCU, RIM, RPE, KRT, RL, SHB, TAV, YCH, TTime
150. 3TM, TPE, TSC, TVL, T0, TX, XFLOW
151. 35 FORMAT(1H0, 4HA1V=, F7. 1, 2X, 4HACHS=, F7. 0, 2X, 4HAPE=, F7. 0, 2X, 4HASC=, F7.
152. 10+2X, 4HATS=, F7. 0, 1X, 4HAVL=, F7. 0, 2X, 6HCFL0W=, F7. 4, 2X, 7HDPULS E=, FR. 3
153. 2+2X, 3HDH=, FR. 3, 1X, 13HTD=, FR. 3, +2X, 3HNDZ=, EB, 3, 2X, 5HTFL=, T1, 2X, 4HTPA=,
154. 3+12X, 4HIP=, T2, 2X, 4HIPZ=, IP, 2X, 4HIPV=, I2, 2X, 4HIPV=, I2, 2X, 4HIPV=, I2, 2X, 4HIPV=,
155. 412X, 2X, 4JHLV=, IP, 2X, 3KHM=, IP, 3KHM=, I2, 2X, 4JHLV=, I2, 2X, 4HLV=, I2, 2X, 4HLV=, I2, 2X
156. 52X, 4HLPC=, I2, 1Y, 4HLPE=, IP, 2X, 4HLPS=, I2, 2X, 4HLPS=, I2, 2X, 4HLPS=, I2, 2X, 4HLPS=,
157. 63HM1=, I2, 2X, 7HNN=, I2, 2X, 3HNN=, I2, 2X, 3HNN=, I2, 2X, 3HNN=, I2, 2X, 3HNN=, I2, 2X
158. 7L=, I2, 2X, 4H0P0=, E6, 3, 2X, 4HPTIME=, FR. 3, 2X, 3H0P0=, FR. 3, 2X, 4H0P0=, FR. 3, 2X
159. 8+1X, 4HPIE=, FR. 4, 2X, 4HPE=, F7. 4, 2X, 4HHR=, F7. 4, 2X, 4HRL=, F8. 3, 2X, 4H
160. 9SHB=, F7. 2, 1X, 4HTAV=, EB, 3, 2X, 4HTCH=, ER. 3, 2X, 4HTC=, ER. 3, 2X, 4HTC=, ER. 3
161. IF, 4, 2X, 4HTPE=, EB, 3, 1X, 1HTSC=, FR. 3, 2X, 4HTV=, ER. 3, 2X, 3HT0=, F5. 1, 2X
162. 2+3HCC=, F5. 1, 2X, 6MXFLOW=, F7. 4)
163. READ(S-8.3KTYPES)
164. READ(5, 8) KTYPE
165. L=KTYPE
166. IF(KTYPE.EQ.0; L1=1
167. READ(5, 7) (TIMEK(K), K=1, L1)
168. READ(5, 5) ITI, IT2, IT3, JX, JY
169. *** START OF TEMPERATURE CALCULATIONS FOR ONE PULSE, TO BE USED WITH
170. *** FOR MULTIPLE OR SINGLE PULSED EXPOSURES
171. -----------------------------
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172. \( X(T(1)) = 0 \).
173. \( DTX = DT \).
174. \( KTX = KT + 1 \).
175. \( DU \ 36 \ K = 2 \ K1X \).
176. \( XT(K) = XT(K-1) + DT \).
177. \( 36 \ DT = XC \# DT \).
178. \( IKX = TIME \# FDT1 + FDT2 \).
179. IF \( IKX \# LT \# 1 \) \( IKX = 1 \).
180. \( XX = 2 \# IKX \).
181. \( \# WRITE \( (6 \# 37 \) IKX \).
182. \( 37 \ FURMAT \( 1 \ HO \# \# HIKX = I2D \).
183. \( K = 2 \).
184. \( IHT = 2 \).
185. \( ITYPEX = ITYPE \).
186. \( CALL \# BLOOD \).
187. \( 38 \ DT = XT(K) - XT(K-1) \).
188. \( IF(K \# GT \# K) \# GP = 0 \).
189. \( CALL \ HTXDEP \).
190. \( IF(K \# GT \# 2) \# GO TO \# 4 \).
191. \( DO \ 40 \ I = IPA + M \).
192. \( \# WRITE \( (5 \# 39 \) (S(I, J) \# J = 1 \# N \).
193. \( 39 \ FURMAT \( 1 \# 2 HS = \# 1 UB \# 3 \).
194. \( 40 \ CONTINUE \).
195. \( 41 \ \# WRITE \( (5 \# 42 \) XT(K) \# K \# PW \).
196. \( 42 \ FURMAT \( 1 \ HO \# \# SHTIME = \# 3 \# 3 \# 2 \# X \# I2 \# 3 \# X \# 6 \# HP \# POWER = \# EA \# 3 \# 5 \# HW \# ATT \).
197. \(* * \ CALCULATE TEMPERATURE RISE (MATRIX REDUCTION ALGORITHM) \).
198. \( I = 1 \).
199. \(* * \ COLUMNS (NORMAL) \) \( \).
200. \( 43 \ DO \ 45 \ I = IPA + M \).
201. \( \# W = XX \# VSH(I) \# DT \).
202. \( 44 \ DO \ 44 \ J = 1 \# N \).
203. \( \# FXC(J) = \# + \# CON(I) \# R(J \# 2) \# HV(J \# 2) \# IV(I) = \# BR \# IAR(I \# J) \).
204. \( IF(J \# GT \# 1) \# FXC(J) = FXC(J) \# (CON(I) \# R(J \# 1) \# HV(J \# 1) \# IV(I)) \# CXC(J \# 1) \).
205. \( \# CXC(J) = \# CON(I) \# H(J \# 3) \# HV(J \# 3) \# IV(I) \# FXC(J) \).
206. \( \# SUM = (\# H(J \# 2) \# HV(J \# 2) \# IV(I) \# BR \# IAR(I \# J)) \# V(I \# J) + A(T \# 1) \# V(I \# 1 \# J) \).
207. \( 4A \# (I \# 3) \# V(I \# 1 \# J) + S(I \# J) \).
208. \( \# DXC(J) = SUM / FXC(J) \).
209. \( IF(J \# GT \# 1) \# DXC(J) = (SUM \# CON(I) \# R(J \# 1) \# HV(J \# 1) \# IV(I)) \# DXC(J \# 1) / FXC(J) \).
210. \(* * \ CONTINUE \).
211. \(* \# VX = 0 \).
212. \( DO \ 45 \ L = 1 \# N \).
213. \( J = N \# 1 \).
214. \( J = N + 1 \).
215. \( \# VY = DXC(J) - CXC(J) \# VX \).
216. \( 4S \# VY = VXX(I \# J) \).
217. \( DO \ 46 \ T = IPA + M \).
218. \( DO \ 46 \ J = 1 \# N \).
219. \( 4V \# VXX(I \# J) = VXX(I \# J) \).
220. \(* * \ HOWS (NORMAL) \) \( \).
221. \( CXR(IPA - 1) = 0 \).
222. \( DO \ 50 \ J = 1 \# N \).
223. \( DO \ 4G \ I = IPA + M \).
224. \( \# WX = XX \# VSH(I) \# DT \).
225. \( \# FXR(I) = \# + \# + A(T \# 2) \# HV(J \# 2) \# IV(I) \# BR \# IAR(I \# J) + A(T \# 1) \# CXR(I) \).
226. \( \# CXR(I) = - A(T \# 3) / FXR(I) \).
227. \( \# SUM = (\# (CON(I) \# B(J \# 2) \# BR \# IAH(I \# J) \)) \# V(T \# J) + (CON(T) \# \# IAH(I \# J) \)
228. \( 1B(J \# 3) \# HV(J \# 3) \# IV(I) \# V(T \# J + 1) + S(I \# J) \).
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229. IF(J,GT,1)SUM=SUM+(CON(I)*P(J,1)*BV(J,1)*V(I,J,1))
230. DXR(I)=SUM/FXR(I)
231. IF(I,GT,IPA)DXR(I)=(SUM+A(I,1)*DXR(I,1))/FXR(I)
232. CONTINUE

48

233. VX=0.
234. DO 50 L=IPA,M
235. I=IPA-L
236. VX=DXR(I,1)-CF(R(I,1)*VX
237. VC(I,J,K)*VX
238. VXX(I,J)=VX
239. DU 51 I=IPA,M
240. DU 51 J=1,N
241. V(I,J)=VXX(I,J)
242. I=IK+1

243. *** RECYCLE TEMPERATURE CALCULATIONS
244. IF(IK.LE.IKX)GO TO 43
245. IF(K,EQ,KM)GO TO 62
246. IF(ITYPEX,L,T.ITYPEX AND K,LT,KT)GO TO 64
247. 62 WRITE(A+63)*(K(J,1)+J=J01+J02)
248. 63 FORMAT(1H10X,*2HR=,*9FR,*5/13X,30H---------------------)
249. DU 65 I=ID,1,102
250. X=Z(I,1)*7(IPF)+DZ/2.
251. WRITE(6,944)*X=VC(I,J,K)*J=J01+J02
252. 64 FORMAT(1H10X,*2HZ=,*9FR,*2X,*9FR,1)
253. 65 CONTINUE

254. I=ITYPEX
255. K=K+1
256. I=ITYPEX=1TYPE+1
257. IF(K,LT,KT)GO TO 38

258. *** READ NORMALIZED TEMPERATURE RISES TS OF GRANULAE FOR .3E-8 PULSE
259. *** AND CALCULATE NORMALIZED RISES XPD FOR ACTUAL PULSE
260. READ(5,6)DJM,LMAX
261. 70 FORMAT(1HO,10D10H DIMENSION OF ARRAYS ASSOCIATED WITH ARGUMENT LIJ IS
262. 1TWO SMALL)
263. DU 71 L=1,LMAX
264. 71 TS(L)=1.
265. READ(5,2)*(TS(L),L=1,LMAX+10)
266. CALL NXGRAM
267. DO 72 L=1,K1
268. 72 XPD(L)=AP*XPD(L,1,1,AP
269. READ(5,4)*(DA(U,1,1,DAM,1,2,1,1,DAM,1,2,1,1,TSTAFM,DAM,1,1,DAM,1,2,1,1,DAM,1,2,1,1,DAM,1,2,1,1)
270. WRITE(6,144)*WAVE,STFTAM,DAM,1,1,DAM,1,2,1,1,DAM,1,2,1,1,DAM,1,2,1,1
271. 1DAMAG(1,122)
272. 73 FORMAT(1HO,11H WAVELENGTH=,*F6.0,*2HNM,3X,7HSTFTAM=*F6.0,7X,7H DAMAGE=1,4FR,1)
273. 74 CONTINUE

274. *** CALCULATE I+J INDICES AT WHICH DAMAGE CALCULATIONS ARE TO BE MADE
275. JM=0
276. DU 74 J=1,N
277. IF(K(J,1,KM+0.00001,JM=J+1
278. 74 CONTINUE

279. X=0.
280. DO 75 T=IPA,M
281. IF(V(I,J,1,KM,1,G1.X1)*TMAX=1
282. IF(V(I,J,1,KM,1,G1.X1)*X=V(I,J,1,KM)
283. 75 CONTINUE
284. L=0
285. ID1=I+LMAX-LMAX
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286. I2=IMAX+LINMAX
287. DU 76 J=1, I2
288. DU 76 J=1, JM
289. L=L+1
290. IU(L)=1
291. 76 IU(L)=J
292. L1=I(J2=1D1+1)*JM
293. IF(LIJ,J,LT,>20) WRITE (a,70)
294. IF(LIJ,J,LT,>20) STOP
295. IF(LP.xEQ.0) GO TO 125
296. *** TEMPERATURE AND DAMAGE EVALUATIONS FOR MULTIPLE PULSES
297. -------------------------------
298. *** EVALUATE TEMPERATURE RISES WITH AND WITHOUT GRANULES
299. DO 77 L=1, L1
300. 1=I(D(L)
301. J=JU(L)
302. VE(L*+1)=0.
303. VE(L*+2)=0.
304. DU 77 X=2, X
305. VE(L*+1)=VC(I*J*+K)
306. VE(L*+2)=VC(I*J*+K)
307. IF(1.NE.TL) GO TO 77
308. VE(L*+2)=XP*(K)*VC(I*J*+K)
309. IF(VE(L*+1).*LT.*0) VE(L*+1)=0.
310. IF(VE(L*+2).*LT.*0) VE(L*+2)=0.
311. 77 CONTINUE
312. X=10=(XC=1,)/D1X
313. X=10=ALOG(XC)
314. X=STEAM=1STEA
315. DU 108 L13=1+LTEST
316. X=UPULSF+NPULSF(L13)-1)/REPULS(L13)
317. WRITE(13,78) NRUN(L13)-1)*NPULS=REPULS(L13) *RFFPFL(L13)
318. 78 FORMAT(1H*,*HNRUN=,13,2*13HTRAIN LENGTH=,E8.3,3HSEC=,12HPULSE W
319. 1DHPure*.E8.3*2*X3HSEC/1H*17HNUMBER OF PULSES=,15,3H,16HREPFLTTION RA
320. cTE=.E8.3*10HPULSES/SFC)
321. IF(1I.13.EQ.0) GO TO 80
322. WRITE(13,79)KIMLLESION
323. 79 FORMAT(1H.+13HIMAGE RADIUS=.E8.3*2HCM*.5X14HLESION RADIUS=.E8.3*2HC
324. 1M)
325. GO TO 22
326. BU WRITE(13,81)KIMLLESION
327. 81 FORMAT(1H.+13HIMAGE RADIUS=.E8.3*2HCM*.5X14HLESION RADIUS=.E8.3*2HC
328. 1CM)
329. GO TO 22
330. BU WRITE(13,81)KIMLLESION
331. I=1
332. IF(NPL/N=1,20) GO TO 84
333. IN=IN+1
334. GO TO 83
335. 83 X1=NPL
336. 84 X1=NPL
337. INX=.5*X1/In
338. L=ALOG(DPULSF)/.69315+29.
339. IF(L1.L=1) L=1
340. INXX=TIME(L1)*IN
341. *** STORE TIME INTERVALS AND LOGS OF INTERVALS FOR DAMAGE CALCULATIONS
342. 71X(1)=PTIME
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343.  ZT(1) = PTIME/2.
344.  ZT(1) = ALOG(IN*PTIME)
345.  DO 85 L3=2, NPT
346.  ZTT(L3) = ALOG(IN*PTIME)
347.  ZTX(L3) = ZT(L3-1) + PTIME
348.  85 ZT(L3) = ZT(L3-1) + PTIME
349.    L1 = NPT + 1
350.   X3 = (TC - OPULSE) / (Kx - NPT)
351.   ZTX(L1) = OPULSE + X3
352.   ZT(L1) = OPULSE + X3/2
353.   ZTT(L1) = ALOG(IN*X3)
354.     L1 = L1 + 1
355.   DU 86 L3 = L1 + KX
356.   ZTT(L3) = ALOG(IN*X3)
357.   ZTX(L3) = ZTX(L3-1) + X3
358.  86 ZT(L3) = ZT(L3-1) + X3
359. *** CALCULATE TEMPERATURE RISES ASSOCIATED WITH L3-TH TIME INTERVAL
360. *** FULL-OUTING (L6=5)*IN=.5 PULSE
361.   DU 95 L1 = LI
362.   DU 95 L3 = 1 + KX
363.   X1 = 0
364.   X2 = 0
365.     LI = LI + IN/2
366.   L7 = 1
367.  87 X3 = (L7-1) * TC + ZT(L3)
368.   K = ALOG(X3 * 60 + 1) / X61 + 1
369.   X5 = VE(L, K + 1) + (X3 - XT(K)) * (VE(L, K + 1) - VE(L, K + 1)) / (XT(K + 1) - XT(K))
370.   X1 = X1 + X5
371.   X3 = (L7-1) * TC + ZTX(L3)
372.   K = ALOG(X3 * 60 + 1) / X61 + 1
373.   X2 = X3 + VE(L, K + 2) + (X3 - XT(K)) * (VE(L, K + 2) - VE(L, K + 2)) / (XT(K + 1) - XT(K))
374.   IF(X5.LT.0.O01*X1)GO TO 98
375.     L7 = L7 + 1
376.   IF(L7.LE.L1);GO TO 87
377.  88 VZ(L + 1, L3 + 1) = X1
378.   VZ(L + 1, L3 + 2) = X2
379.   DU 93 L6 = 2 + INXX
380.   IF(X5.LT.0.O01*X1)GO TO 91
381.     X1 = VZ(L, L6 - 1 + L3 + 1)
382.     X2 = VZ(L, L6 - 1 + L3 + 2)
383.     L2 = L1 + 1
384.     L1 = L1 + IN
385.   L7 = L2
386.  90 X3 = (L7-1) * TC + ZT(L3)
387.   K = ALOG(X3 * 60 + 1) / X61 + 1
388.   X5 = VE(L, K + 1) + (X3 - XT(K)) * (VE(L, K + 1) - VE(L, K + 1)) / (XT(K + 1) - XT(K))
389.   X1 = X1 + X5
390.   X3 = (L7-1) * TC + ZTX(L3)
391.   K = ALOG(X3 * 60 + 1) / X61 + 1
392.   X2 = X2 + VE(L, K + 2) + (X3 - XT(K)) * (VE(L, K + 2) - VE(L, K + 2)) / (XT(K + 1) - XT(K))
393.   IF(X5.LT.0.O01*X1)GO TO 91
394.     L7 = L7 + 1
395.   IF(L7.LE.L1);GO TO 90
396.  91 VZ(L + 1, L3 + 1) = X1
397.   VZ(L + 1, L3 + 2) = X2
398.     L1 = INX + 1
399.   DU 94 L6 = L1 + INXX
**MAIN (RETINAL)**

```fortran
400. L8=L6+1X
401. VZ(L+L6+1L3+1)=VZ(L+L6+1L3+1)-VZ(L+L6+1L3+1)
402. VZ(L+L6+2)=VZ(L+L6+2+2)=VZ(L+L6+2+2)
403. 95 CONTINUE
404. *** DAMAGE CALCULATIONS ************
405. TSTEAM=XSTEAM
406. XQ=0.
407. 96 WHITE(AI+13)-WHITE(XSTEAM)
408. DO 104 L=1,L1J
409. I=ID(L)
410. J=JU(L)
411. IF(VZ(L+L6+1L3+1),GT.001)OD(I,J)=1.0F+20
412. IF(VZ(L+L6+1L3+1),LT.001)GO TO 104
413. L9=16.6*EXP(-0.0014*DPULSE)/VZ(L+L6+1L3+1)
414. CQ=L9+1.
415. X10=70.6*EXP(-0.0014*DPULSE)/VZ(L+L6+1L3+1)
416. IF(L9,EQ.0)CQ=X10
417. L7T=0
418. L8T=0
419. 99 DAMC=0.
420. L6=1
421. 100 DO 101 L3=1,LX
422. X3=0.
423. IF(VZ(L+L6+1L3+1)*CQ,GT.TSTEAM-T0)X3=1.0F+30
424. IF(VZ(L+L6+1L3+1)*CQ,LT.TSTEAM-T0)GO TO 101
425. X50=VZ(L+L6+1L3+1)*CQ+273.+T0
426. IF(X50,LT.317.)GO TO 101
427. X7T(L3)+DAMAGE(1,1)+DAMAGE(1,1)+X50
428. IF(X50,LT.323.)X1=ZTY(L3)+DAMAGE(2,1)+DAMAGE(2,1)+X50
429. IF(X1,GT.0.)GO0 TO 101
430. L7T=1
431. 101 DAMC=DAMC+X3
432. IF(DAMC,GTE.1.)GO TO 102
433. *** INCREASE TIME INDICES AND CONTINUE
434. L6=L6+1
435. IF(L6,LE.INXX)GO TO 100
436. *** ADJUST LASER POWER TO YIELD THRESHOLD DAMAGE AT GIVEN POINT
437. IF(LGT,EQ.1,CQ=1.0F+30
438. IF(LGT,EQ.1)GO TO 103
439. L7T=1
440. CQ=.8C*CTN
441. GO TO 99
442. IF(L7T,EQ.1)CQ=.0C
443. GO TO 99
444. IF(L7T,EQ.1)GO TO 103
445. L8T=1
446. CQ=.9C*CTN
447. GO TO 99
448. 103 GD(I,J)=CQ*POX
449. 104 CONTINUE
450. *** WHITE(AI+63)R(J)=J=1,JM
451. DO 106 J=1,JM
452. X1=Z(I)+Z(TPE)+D7/2.
453. WHITE(AI+63)X1*GD(I,J)*J=1,JM
454. 105 FORMAT('H=',2HZ='F7.5,1X,THQD=',R8,3)
455. 106 CONTINUE
456. X2=(XQ-GD(IMAX+1))/GD(IMAX+1)
```

**MAIN (RETINAL)**

457. \[ X3 = X2 \times X2 \]
458. IF (X3 .LT. 0.001) GO TO 108
459. TSTEAM = TSTEAM + DTIME
460. X0 = GD (IMAX + 1)
461. GO TO 96
462. IF (KTYPE .EQ. 0) GO TO 174
463. *** CALCULATE AND STORE TEMPERATURES FOR PLUTING TEMPERATURE PROFILES
464. TC = 1. / REPT (1)
465. NPL = NPULSE (1)
466. DU = 123 L15 = 1 * KTYPE
467. IF (TMAX < X1) TC = XT (KT) GO TO 123
468. RGV = 0.
469. L2 = TMAX (L15) / TC
470. DTIME = TMAX (L15) - L2 * TC
471. L2 = L2 + 1
472. DO 116 I = II11, IT2
473. DU = 116 J = JJ1 + JJ2
474. X1 = 0.
475. DO 113 L = L1 + L2
476. KGALOG (0. TMAX + (L6 - 1) * TC) * X60 + 1. ) / X61 + 1.
477. X2 = (DTIME + (L6 - 1) * TC - XT (K)) / (XT (K - 1) - XT (K))
478. 113 X1 = X1 + (X1 + J * K) + X2 * (VC (1, J * K + 1) - VC (1, J * K))
479. 114 X1 = X1 + (X1 + J * K) + X2 * (VC (1, J * K + 1) - VC (1, J * K))
480. V (1, J) = X1
481. L3 = L2 - NPL.
482. IF (L3 .LE. 0) GO TO 115
483. X1 = 0.
484. DO 114 L = 1, L3
485. KGALOG (0. DTIME + (L6 - 1) * TC) * X60 + 1. ) / X61 + 1.
486. X2 = (DTIME + (L6 - 1) * TC - XT (K)) / (XT (K - 1) - XT (K))
487. 114 X1 = X1 + (X1 + J * K) + X2 * (VC (1, J * K + 1) - VC (1, J * K))
488. 115 X1 = X1 + (X1 + J * K) + X2 * (VC (1, J * K + 1) - VC (1, J * K))
489. V (1, J) = X1
490. IF (V (1, J) .GT. RGV) RGV = V (1, J)
491. *** DAMAGE CALCULATIONS FOR SINGLE PULSE
492. WRITE (1, 117) NRUN (1), NPULSE (1), REPT (1)
493. WRITE (1, 118) DPULSE, WAVEL, KIM
494. WRITE (1, 119) N3, M3, JJ1, JJ2
495. WRITE (1, 120) R (J), J = 1, N3
496. 120 FORMAT (2I7,F7.1)
497. WRITE (1, 121) (Z (I), J = 1, M3)
498. WRITE (1, 122) (T (I), J = 1, N3)
499. WRITE (1, 123) (R (J), J = 1, N3)
500. 121 FORMAT (2I7,F7.1)
501. WRITE (1, 124) (Z (I), J = JJ1, JJ2)
502. WRITE (1, 125) (T (I), J = JJ1, JJ2)
503. 122 CONTINUE
504. WRITE (1, 126) (R (J), J = JJ1, JJ2)
505. 123 CONTINUE
506. WRITE (1, 127) (Z (I), J = JJ1, JJ2)
507. WRITE (1, 128) (T (I), J = JJ1, JJ2)
508. CONTINUE
509. WRITE (1, 129) (R (J), J = JJ1, JJ2)
510. GO TO 174
511. *** DAMAGE CALCULATIONS FOR SINGLE PULSE
512. WRITE (1, 130) NRUN (1), NPULSE, NPULSE (1)
513. 130 FORMAT (2I7,F7.1)
1. **MAIN (RETINAL)**

2. 514. 126 FORMAT(1H0,5HNRUN=13,2X,12HPULSE WIDTH=1.E-3,2X,17HNUMBER OF PULS
515. 1E5=15)
516. IF(IF1L.EQ.0)GO TO 127
517. WHITE(A,E,79)RIM.LESION
518. GO TO 128
519. 127 WHITE(6,81)RIM.LESION
520. 128 XU=0.
521. 129 WHITE(*,130)TSTEAM
522. 130 FORMAT(1H0,7HTSTEAM=1.F7.0/1X,10H--------------)
523. DO 138 I=101,102
524. DO 138 J=1,JM
525. IF(V(C(I,J)+K)).LT..01)AD(I+J)=1.E+0
526. IF(V(C(I,J)+K)).LT..01)GO TO 138
527. L1=10.+.4+EXP(-.0014*DPRULE)/VC(I,J,K)
528. CQ=L9+1.
529. X10=70.+.4+EXP(-.0014*DPRULE)/VC(I,J,K)
530. IF(L9.LE.0)CQ=X10
531. LLLT=0
532. LGT=0
533. 131 DAMC=0.
534. K=2
535. 132 X13=ALOG(X(T(K)-XT(K-1))
536. VPX=V(C(I,J,K)+VC(I,J,K-1))/2.
537. X5=0.
538. IF(I,NE,IG)GO TO 133
539. IF(VPX*XPD(K)+CQ).GT.TSTEAM-TO)X3=1.E+30
540. IF(VPX*XPD(K)+CQ).GT.TSTEAM-TO)GO TO 134
541. 133 X50=VP/CQ+273.470
542. IF(X50.LT.317.351)GO TO 134
543. X1=X13+DAMAGE(1+1)-DAMAGE(1+2)/X50
544. IF(X50.GT.323.)X1=X13+DAMAGE(2+1)-DAMAGE(2+2)/X50
545. IF(X1.GT.401.)X3=1.01
546. IF(X1.GT.0.)GO TO 134
547. X3=EXP(X1)
548. 134 DAMC=DAMC+X3
549. IF(DAMC.GE.1.)GO TO 135
550. K=K+1
551. IF(K.LT.KT)GO TO 132
552. ***ADJUST LASER POWER TO YIELD THRESHOLD DAMAGE AT GIVEN POINT
553. IF(LGT.EQ.1.)CQ=1.02*CQ
554. IF(LGT.EQ.1.)GO TO 136
555. LLT=1
556. CQ=1.04*CQ
557. GU TO 131
558. 135 IF(LLT.EQ.1.)CQ=.98*CQ
559. IF(LLT.EQ.1.)GO TO 136
560. LGT=1
561. CQ=.96*CQ
562. GU TO 131
563. 136 Q(I,J)=CQ*POX
564. 136 CONTINUE
565. WRITE(A,63)(K(J)+J=1,JM)
566. DO 143 I=101,102
567. X1=Z(I)-7(IPE)+U7/P.
568. WRITE(A,105)X1,(A(J),J=1,JM)
569. 143 CONTINUE
570. X2=(X0-DO(DM(IAX+1)))/W0(IAX+1)
**MAIN (RETINAL)**

571. \[ x_3 = x_2^2 \]
572. IF \((x_3, LT, 0.001) \) GO TO 150
573. TEST=TEST+1
574. XN=QN(MAX+1)
575. GO TO 120
576. 150 IF \((K\cdot TYP, E, 0, 9) \) GO TO 174
577. *** CALCULATE AND STORE TEMPERATURES FOR PLOTTING PROFILE
578. DU 170 L1=1*K\cdot TYP
579. RGV=0.
580. DTIME=TIME(L1)
581. K=A.LOG(DTIME*)+(XL-1.)/DTX+1.)*A.LOG(XC)+1.
582. IF \((K+1, 6, I, T, 1) \) GO TO 170
583. \( X1=(D T I M E-XT(K))/\{(X T(K+1)-X T(K)) \}
584. DU 166 I=111+12
585. DU 166 J=JJ1+JJ2
586. V(I,J)=V(C(T+J,K)+X1*(V(C(T+J,K+1)-V(C(T+J,K))
587. IF \((V(I,J), GT, KGV) \) RGV=V(I,J)
588. 160 CONTINUE
589. IF \((K\cdot TYP, E, W, 1) \) GO TO 167
590. *** CALCULATE AND STORE TEMPERATURES FOR PLOTTING PROFILE
591. WRITE(1,17)NKUN(1),NPULSE(1),REPET(1)
592. WRITE(1,18)DPULSE,NAVL,HIM
593. WRITE(1,19)I11+12,N11+13,J11+J2
594. WRITE(1,20)N3,N3
595. WRITE(1,21)(K(J)+J=1,N3)
596. WRITE(1,22)Z(1)+I=1,M3
597. WRITE(1,23)TIME(L1)
598. 167 DO 168 I=111+12
599. WRITE(A,124)((V(I,J)+J=J1+J2)
600. IF \((K\cdot TYP, E, W, 1) \) GO TO 166
601. WRITE(A,125)(Z(1)+I=1,M3
602. 168 CONTINUE
603. 170 CONTINUE
604. *** INTERPOLATE AXIAL EXTENT OF DAMAGE
605. 174 I=0
606. 16 I=0
607. IF \((1D1, LT, 1D2) \) GO TO 182
608. DU 175 I=1D1+1D2
609. L1=1D1+1D2-1
610. IF \((W D(L1+1), F, I, R X) \) GO TO 181
611. IF \((W D(L1+1), LT, P X) \) GO TO 181
612. IF \((W D(I+1), LT, P X) \) GO TO 181
613. IF \((W D(I+1), LT, P X) \) GO TO 181
614. 175 CONTINUE
615. IF \((L5, F, U) \) WRITE(6,176)
616. 176 FORMAT(1HO, 55HDEPTHS OF DAMAGE BEYOND BOUND SPECIFIED DEPTHS)
617. IF \((L5, F, U) \) GO TO 182
618. IF \((L5, F, U) \) GO TO 180
619. IF \((L5, G, E, A) \) GO TO 178
620. \( X E=A . O G (A D (I N+1)/W D (T S+1))/\{(Z(I 6)-Z(T 5)) \}
621. \( X T=W D (T S+1)
622. \( X S=A . O G (P U X/X 1)/X 2+2(15)-Z(13)+D Z/2.
623. WHITE (6*177)X3
624. 177 FORMAT(1HO, 24HMINIMUM DEPTH OF DAMAGE=ER, 3, ZCHM)
625. 178 IF \((L5, G, E, A) \) GO TO 182
626. IF \((L5, F, U) \) GO TO 182
627. IF \((L5, G, E, A) \) GO TO 182
628. \( X T=W D (I N+1)/W D (I N+1))/\{(Z(I 6)-Z(T 7)) \}
629. \( X T=W D (T S+1)\)
\[ x_3 = \text{ ALOG}(p_0 / x_1) / x_2 + 2(17) - z(17) = z(17) - 2z(17) = 0z/2. \]

628. \[ x_3 = \text{ ALOG}(p_0 / x_1) / x_2 + 2(17) - z(17) = z(17) - 2z(17) = 0z/2. \]

629. 180 \texttt{ WRITE}(b_1, b_2) x_3

630. 181 \texttt{ FORMAT}(1H0, 2H@H, MAXIMUM DEPTH OF DAMAGE = \$8.3 \times 2HCM)

631. *** INTERPOLATE RADIAL EXTENT OF IRREVERSIBLE DAMAGE AT SPECIFIED DEPTHS

632. 182 \texttt{ DU 189 I=101-102}

633. \[ j_1 = 0 \]

634. \[ x_3 = z(1) - z(IPE) + 0z/2. \]

635. \texttt{ DU 183 J=10M}

636. \[ \texttt{ IF}(p_0, s_t, Q,(I+J)) J_1 = J \]

637. 183 \texttt{ CONTINUE}

638. \[ x_2 = 0 = 0. \]

639. \[ \texttt{ IF}(J_1, F_1, U) G_{n} T_{o} 187 \]

640. \[ \texttt{ IF}(J_1, F_2, J_1) \texttt{ WRITE}(6, 185) x_3 * R(J_1) \]

641. 185 \texttt{ FORMAT}(1H0, 2H@H, F_8.3 \times 2HCM \times 5 \times 36H, RADIAL EXTENT OF DAMAGE GREATER THAN}

642. \[ 1 \times 8.3 \times 2HCM \]

643. \[ \texttt{ IF}(J_1, F_2, J_1) \texttt{ G}_{n} T_{o} 189 \]

644. \[ \texttt{x}_2 = \texttt{ ALOG}((Q^2 + (I \times J_1)) / \texttt{ W}(I \times J_1) / (R(J_1 + 1) - R(J_1)) \]

645. \[ x_1 = Q(I \times J_1) \]

646. \[ x_20 = \texttt{ ALOG}(p_0 / x_1) / x_2 + R(J_1) \]

647. 187 \texttt{ WRITE}(6, 188) x_3 * x_20

648. 188 \texttt{ FORMAT}(1H0, 2H@H, F_8.3 \times 2HCM \times 5 \times 37H, RADIAL EXTENT OF IRREVERSIBLE DAMAGE)

649. \[ 1 \times 8.3 \times 2HCM \]

650. 189 \texttt{ CONTINUE}

651. \texttt{ STOP}

652. 190 \texttt{ WRITE}(6, 191) \texttt{ STOP}

653. 191 \texttt{ FORMAT}(1H0, 3H@H, DAMAGE = \texttt{ LASER} POWER TOO LOW)

654. \texttt{ STOP}

655. \texttt{ END}
SUBROUTINE GRID (RETINAL)

1. ** SUBROUTINE GRID
2. ** GRID COMPUTES THE COEFFICIENTS IN PARTIAL DIFFERENTIAL EQUATIONS A AND B
3. ** RADIAL AND AXIAL COORDINATES R AND Z, AND ASSIGN CONDUCTIVITY AND
4. ** VOLUMETRIC SPECIFIC HEAT TO GRID
5. COMMON A (29,13), AP, AAV, ACH, APE, ASC, ATS, AVL, R(11,3), RB, BV(11,3)
6. 1CONX(6), 1CUN(24), CUP, DMIN, DFLOW(A), DPULSE, DX, DT, DZ, FL, HR(11)
7. 2IA8(29,11), 1BLODQ(6), 1FL, IGX, IHT, IPA, IPC, IPE, IPRDF, IPS, IPT
8. 3IPV, IV(29), JVL, LIN, LPA, LPC, LPE, LPS, LPV, LPIX, LTM, K, KM, KT, M, M1, M2
9. 4MN, N1, N2, N4, NVL, PUX, PR(11), PTIME, QP, R(11), RCO, RII, RNP, RPE, RRT
10. 5RVL, RSC, S(29,11), SHB, TAV, TCH, TCH, TOM, TPE, TVL, TS(2000), TSC, TTS, TV(29,11)
11. B*VC(29,11)*16, VSH(29), VSH(6), WAVE, XC, XFLOW, XFLOW, XFLOW, XFLOW
12. 7XPD(60), XI(60), Z(29), ZD(R), ZM
13. DIMENSION TX(7), LX(7)

14. R(1)=0.
15. CK=N-1.
16. CP=HVL/DR-N1+1.
17. X1=2.
18. 180 RZ=EXP(ALUG(2.*(CP*(X1-1.1)+1.)/(X1+1.1.))/(CK-1.))
19. 1F(X2/X1, GT, 999999, ANU, X2/X1, LT, 1, 00001) GO TO 183
20. X1/X2
21. GU 10 100
22. 1D3 WRITE(6,164)RZ
23. 164 FORMAT(1H1, *3R2=FR, 4)
24. RZ=DR*(N1-1.+(R2*(CK-1.1)-1))/(R2-1.1)
25. 20. *** CALCULATE RADIAL SPACE STEPS R(J)
26. DU 185 J=2*N4
27. R(J)=OR*(J-1)
28. 185 X1=R2*Dx
29. DU 186 J=N4+N
30. X(J+1)=X(J)+X1
31. 186 X1=R2*X1
32. 186 X1=R2*X1
33. *** CALCULATE COEFFICIENTS B OF FINITE DIFFERENCE FUNS.
34. X1=2./(DR*DR)
35. DU 187 J=2*N1
36. B(J+1)=.25*(2.*J-3)*X1/(J-1)
37. H(J)=X1
38. 187 H(J,3)=X1-H(J,1)
39. X2=DX/R
40. X1=R2*DX
41. DU 188 J=N4+N
42. H(J,2)=.2/(X1*X2)
43. B(J,1)=(2.*(X2-1.)/H(J))/(X1+X2)
44. B(J,3)=B(J,2)-R(J,1)
45. X2=R2*X2
46. 188 X1=R2*X1
47. H(1,1)=X1
48. B(1,2)=2./(DR*DR)
49. B(1,3)=B(1,2)
50. DU 189 J=1*N
51. IF(R(J), K1, HVL) JVL=J
52. 169 CONTINUE
53. *** CALCULATE AXIAL SPACE STEPS Z(J)
54. C=0.5*M2-1+1
55. X1=2.
56. 190 CP=2.*TAV/DZ+1.-(X1***(CK-1.1)-1.)/(X1-1.)
57. R1=EXP(ALUG(CP*X1-CP+1.1)/CK)
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58. IF (X1/X1.GT.0.0001) GO TO 192
59. X1=X1
60. GO TO 190
61. 192 ZM=(X1*X1-1)/(X1-1)*DZ
62. WRITE (6,194) X1, ZM
63. 194 FORMAT (1H, 3H, 1=, FR, 4, 2x, 5H, M=, FR, 4)
64. X1=DZ
65. X2=X1
66. DU 195 L1=2*M2
67. Z(M2+1)=7*M*Z2
68. Z(M2+2)=Z2
69. IF (X1.GT.M1) X1=M1*X1
70. 195 X2=X2+X1
71. Z(1)=0.
72. Z(M2+1)=ZM
73. L3=1PA
74. DU 200 L=1*, L
75. L1=0
76. 197 CUNTHUE
77. IF (L1.EQ.0) IX(L)=L3
78. IF (L1.EQ.0) IX(L)=L3
79. IF (L1.EQ.0) IX(L)=L2+1=L1
80. IF (L1.EQ.0) IX(L)=L2
81. CONTINUE
82. IF (L1.EQ.0) IX(L)=L3
83. IF (L1.EQ.0) IX(L)=L3
84. IF (L1.EQ.0) IX(L)=L3
85. IF (L1.EQ.0) IX(L)=L3
86. IF (L1.EQ.0) IX(L)=L3
87. IF (L1.EQ.0) IX(L)=L3
88. IF (L1.EQ.0) IX(L)=L3
89. IF (L1.EQ.0) IX(L)=L3
90. 200 CUNTHUE
91. PV=IX(4)
92. IPC=IX(5)
93. IPO=IX(6)
94. IHT=IX(7)
95. LPA=IX(1)
96. LPE=IX(3)
97. LHV=LX(4)
98. LPC=LX(5)
99. LPS=LX(6)
100. LHT=M2
101. *** SET CONDUCTIVITY CON AND HEAT CAPACITY VSH FOR VARIOUS EYE MFDTA
102. DU 203 L=1*LPAX
103. CON(I)=CONX(1)
104. DU 203 VSH(I)=VSHX(1)
105. DU 204 L=1*LPV
106. CON(I)=CONX(2)
107. DU 204 VSH(I)=VSHX(2)
108. DU 205 L=1*LPV
109. CON(I)=CONX(3)
110. DU 205 VSH(I)=VSHX(3)
111. DU 206 L=1*LPV
112. CON(I)=CONX(4)
113. DU 206 VSH(I)=VSHX(4)
114. DU 207 L=1*LPV
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115. CON(I) = CONX(5)
116. 207 VSH(I) = VSHX(5)
117. DO 208 I = IPT, M
118. CON(I) = CONX(6)
119. 209 VSH(I) = VSHX(6)
120. *** CALCULATE COEFFICIENTS A OF FINITE DIFFERENCE ENS.
121. DO 210 I = IPA, M
122. X1 = Z(I+1) - Z(I-1)
123. X2 = (CON(I-1) - CON(I+1)) / (X1 * X1)
124. X3 = 2. * CON(I) / X1
125. A(I+1) = X2 + X3 / (Z(I) - Z(I-1))
126. IF (I .EQ. IPA) A(I+1) = 0.
127. A(I+3) = X2 + X3 / (Z(I+1) - Z(I))
128. 210 A(I+2) = A(I+1) + A(I+3)
129. RETURN
130. END
SUBROUTINE IMAGE (RETINAL)

** IMAGE COMPUTES THE RETINAL IRRADIANCE PROFILE **

COMMON A(29,3), AP, AAV, ACH, APF, ASC, ATL, AVL, A(11,3), BB, BYV(11,3),
1 CONX(6), CUN(29), CUT, DLM, FLOW(6), DURS, FDN, DT, DTX, DZ, FI, HR(11),
5 TAH(29,11), TLOUD(6), IFIL, TQ, IONX, IFR, IPA, IPC, IPE, IPRF, IPS, IPT,
8 SIVL, IL(29), JVL, LIM, LPA, LPC, LPE, LPS, LPV, LPX, LTM, X, K, KM, KT, M, M1, M2,
7 PVA, N, N1, N2, N3, N4, NVL, POX, PR(11), PTIME, Q, Q(11), PCH, PRM, PNP, RPE, RRT,
8 SHKL, RSC, S(29,11), SHV, TAV, TCH, TCM, TPE, TVL, TS(2001), TSC, TTS, TV(29,11),
9 SHVC(29,11,6), SIVH(29), SVSHX(6), XAVEL, XC, FLOW, FLOWT(6), FLOW(4),
10 TXD(6), UX(60), Z(29), ZD(A), ZM,
11 DIMENSION FA(501), FH(501), FX(501), FY(501), J0(32), NA(22), PX(50),
12 RX(30), X1F(501), X2F(501),
13 REAL JO, NA, NR, NC,
14 DU 200 J=1,N
15, 200 PK(J)=0.
16, L1=500
17, L1=L1
18, DU 201 L=1,L1
19, 201 FX(L)=0.
20, READ(5,202)PUPIL
21, 202 FORMAT(10E,3)
22, WHITE(6,203)PUPIL
23, 203 FORMAT(100,SHPUPIL=,F7.3)
24, RINT=PUPIL/(LI-1)
25, IF(IPROF.EQ.1)GOTO 214
26, IF(IPROF.EQ.0)GOTO 210
27, *** INTERPOLATE AN IRREGULAR LASER PROFILE (SYMMETRIC IN R) AT INTERVALS
28, *** OF RINT STARTING AT R=0
29, READ(5,205)LR
30, 205 FORMAT(17)
31, READ(5,206)(RX(L),L=1,L1)
32, 206 FORMAT(10E,3)
33, READ(5,200)(PX(L),L=1,L1)
34, XI=PX(1)
35, DU 207 L=1,LR
36, 207 PX(L)=PX(L)/X1
37, X5=0.
38, X6=0.
39, DU 208 L=2,LR
40, X2=(PX(L)-PX(L-1))/(RX(L)-RX(L-1))
41, XI=PX(L)-X2*RX(L)
42, X3=X1*(RX(L)*RX(L)-RX(L-1))/(RX(L-1)*RX(L-1))
43, X4=X2*(RX(L)*RX(L)-RX(L-1))/(RX(L-1)*RX(L-1))
44, IF(XL(L),GT,PUPIL)X0=x6+X2*2832*(X3+X4)
45, 208 X5=X5+X2*2832*(X3+X4)
46, GP=PD*(EI-CH)/X5
47, XX=(X5-X6)/X5
48, IF(XL(LH),LT,PUPIL)LI=XL(LR)/RINT+1
49, L2=2
50, XI=0.
51, DU 213 L=1,LI
52, 210 IF(XL(LZ).GT.X1)GOTO 212
53, L2=L2+1
54, IF(L2.EQ.LP)GOTO 10 210
55, GOTO 213
56, 212 X2=(XI-XL(LZ-1))/(X2(X2-1)) & PX(LZ-1)-RX(LZ-1))
57, FX(L)=PX(LZ-1)+X2*(PX(LZ-1)-PX(LZ-1))
56. 213 X1=X1+RIM
59.  GO TO 223
60.  *** CALCULATE GAUSSIAN LASER PROFILE AT INTERVALS OF RINT STARTING AT P=0
61. 214 SIGMA=RIM*5OR1(-2./ALOG(CUT))
62.  WHITE(6,215)SIGMA*RIM
63. 215 FORMAT(14.8,6HPSIGMA=S8.3,S5X,4HPI=**P*3)
64.  QP=2.*PI*XR23906*(1.-R00)/(3.1416*SIGMA*SIGMA)
65.  XA=1.-EXP(-2.*PUPIL/PUPIL/(SIGMA*SIGMA))
66.  IF(IFIL.EQ.1)GO TO 217
67.  DU 216 J=1+N
68.  X3=2.*R(J)*R(J)/(SIGMA*SIGMA)
69.  IF(X3.RT.1.)GO TO 216
70.  PK(J)=EXP(-X3)
71.  216 CONTINUE
72.  GO TO 276
73.  217 X1=0.
74.  DU 218 L=1+L11
75.  X3=2.*X1*X1/(SIGMA*SIGMA)
76.  FX(L)=0.
77.  IF(X3.RT.10.)GO TO 218
78.  FX(L)=EXP(-X3)
79.  216 X1=X1+RIM
80.  GO TO 227
81.  *** SPECIFY UNIT FROM LASER PROFILE FROM H(1) TO H(LIM)
82.  219 QF=PO*XR23906*(1.-R00)/(3.1416*RIM*RIM)
83.  X3=1.
84.  IF(RIM>GT,PUPIL)X3=PUPIL/PUPIL/(RIM*RIM)
85.  IF(IFIL.EQ.1)GO TO 271
86.  DU 220 J=1+LIM
87.  220 PK(J)=1.
88.  GO TO 276
89.  221 L1=RIM/LINT
90.  RINT=RIM/L1
91.  L11=RIM/RINT+1
92.  DU 222 L=1+L11
93.  222 FX(L)=1.
94.  GO TO 276
95.  *** CALCULATE TOTAL AREA FA(L) AND PORTION OF LASER'S POWER BETWEEN R=0
96.  *** AND (L-5)*RINT
97.  223 IF(IFIL.EQ.1)GO TO 227
98.  FP(1)=3.1416*FX(1)*RINT*RINT/4.
99.  FA(1)=3.1416*RINT*RINT/4.
100. DU 224 L=2+L11
101. X1=(L-5)*RINT
102. X2=(L-1.5)*RINT
103. FP(L)=FP(L-1)+FA(L)+3.1416*(X1*X1-X2*X2)
104. 224 FA(L)=FA(L-1)+3.1416*(X1*X1-X2*X2)
105.  *** CALCULATE PROFILE PK(J)
106. X1=0.
107. X2=0.
108. DU 225 J=1+N
109. X3=(R(J)+R(J+1))/(2.*RINT)+.5000061
110. IF(X3.LT.1.)X3=1.0000001
111. L2=X3
112. IF(L2.BT.L11)GO TO 275
113. X4=X3-L2
114. X5=FP(L2)+X4*(FP(L2+1)-FP(L2))
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 172. L1=X5
 173. X:=X5-L1
 174. X/=JO(L1)+X5*(JO(L1+1)-JO(L1))
 175. GO TO 251
 176. 250 X6=3./X4
 177. X8=.7978458-.00000077*X6-.00532740*X6*X6-.00000012*X6*X6*X6*
 178. 1.00137237*X6*X6*X6*.00072805*X6*X6*X6*X6*.00014476*X6*X6*X6*
 179. 2*X6*X6*X6
 180. X9=X4-.78539816-.04166397*X6-.0003954*X6*X6+.00262573*X6*X6*X6*
 181. 1.00054125*X6*X6*X6*X6*.00033333*X6*X6*X6*X6+.0013588*X6*X6*X6*
 182. 2*X6*X6*X6
 183. X7=X8*COS(X9)/Sqrt(X4)
 184. 251 IF(L.GT.1) GO TO 252
 185. X2=X2*X7*.75*(3.*XF1(1)+XF1(2))*25*RINT*.5*RINT
 186. X3=X3*X7*.25*(3.*XF2(1)+XF2(2))*25*RINT*.5*RINT
 187. GO TO 255
 188. 252 X2=X2*X7*XF1(L)*(L-1)*RINT*RINT
 189. 255 CONTINUE
 190. 260 HR(J)=X2*X2+X3*X3
 191. 260 X1=HR(1)
 192. 270 J=1+N
 193. 270 HR(J)=HR(J)/X1
 194. 270 X1=1.0002
 195. 270 X2=3.1416*X1*X1/4.
 196. 270 J=2
 197. 270 X4=HR(1)*X2
 198. 270 L1=2
 199. 271 IF(X1.LT.*(J)+.0000001) GO TO 272
 200. 272 J=J+1
 201. 272 GU TO 271
 202. 272 X5=(X1-R(J-1))/R(J)=R(J-1))
 203. 272 X6=HR(J-1)+X5*(HR(J-1)-HR(J-1))
 204. 272 X7=d.*(L1-1)*X2
 205. 272 X4=X4+Y6*X7
 206. 272 L1=L1+1
 207. 272 X1=X1+.0002
 208. 272 IF(X1.LE.1) GU TO 271
 209. 272 QP=.23906*X*X*R*(1.-PC01/X4
 210. 272 WHITE(I+275)(HR(J)/J=1+N)
 211. 275 FURMATT1H0.3HRX/(I*X+10EA.+3))
 212. 275 HR(J)=PH(J)
 213. 275 RETURN
 214. 276 DO 280 J=1+N
 215. 280 HR(J)=PH(J)
 216. 280 RETURN
 217. ::
SUBROUTINE HTXDEP (RETINAL)
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58. DO 306 I=IPA*M
59. 295 IF(ZH(I-1)).LT.ZD(L1))GO TO 296
60. LI=LI+1
61. GO TO 295
62. 296 IF(ZH(I).GE.ZD(L1))GO TO 299
63. *** NU ZD RETWEEN ZH(I-1) AND ZH(I)
64. IVH(I-1)=ABS(LI-1)*ZD(L1)-ZH(I-1))
65. II(I)=1
66. III(I)=L1
67. IF(L1.GT.L2)GO TO 306
68. DU 297 L2=L1+L2
69. 297 ABR(I,L2)=AB(I+1)
70. GO TO 306
71. 299 IF(ZH(I).GE.ZD(L1+1))GO TO 303
72. *** ONLY ZD BETWEEN ZH(I-1) AND ZH(I)
73. AB(I+1)=ABS(L1-1)*ZD(L1)-ZH(I-1))
74. AB(I+2)=ABS(L1)*ZD(L1))
75. ABR(I+L1)=AB(I+1)
76. III(I)=L1
77. Z(I)=L1
78. L3=L1+1
79. IF(L3.GT.L2)GO TO 306
80. DO 300 L2=L3+L2
81. 300 ABR(I+2)=AB(I+1)+AB(I+2)
82. GO TO 306
83. *** ZD(L1) AND ZD(L1+1) BETWEEN ZH(I-1) AND ZH(I)
84. 303 AB(I+1)=ABS(L1-1)*ZD(L1)-ZD(L1))
85. AB(I+2)=ABS(L1)*ZD(L1+1)-ZD(L1))
86. AB(I+3)=ABS(L1+1)*ZD(L1+1))
87. ABR(I+L1)=AB(I+1)
88. ABR(I+L1)=AB(I+1)+AB(I+2)
89. III(I)=3
90. YZ(I)=1
91. L3=L1+2
92. IF(L3.GT.L2)GO TO 306
93. DU 304 L2=L3+L2
94. 304 ABR(I,L2)=AB(I+1)+AB(I+2)+AB(I+3)
95. 306 CONTINUE
96. DO 314 I=IPA*M
97. IF(AB(I+1).GT.10.)AB(I+1)=10.
98. IF(AB(I+2).GT.10.)AB(I+2)=10.
99. IF(AB(I+3).GT.10.)AB(I+3)=10.
100. DU 314 L2=L2+L2
101. IF(ABR(I+L1).GT.10.)ABR(I+L1)=10.
102. 314 CONTINUE
103. *** DEPOSITION BY INCOMING BEAM
104. X2=QF
105. L1=2
106. DO 317 I=IPA*M
107. L2=II(I)
108. X3=X2
109. X2=X2*EXP(-AB(I+1))
110. X4=0.
111. IF(L2.EQ.1)GO TO 315
112. L3=II(I)
113. X4=X2*REF(L3)
114. X2=X2*(1.-REF(L3))*EXP(-AB(I+2))
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115. IF(L2.GE.2)GO TO 315
116. X4=X4+X2*REF(L3+1)
117. X2=X2*(1.-REF(L3+1))*EXP(-AB(I,3))
118. 315 IF(X2.LT.1.E-10)X2=0.
119. DO 317 J=1,JVL
120. S(I,J)=(X3-X2-X4)*HR(J)/(ZH(I)+ZH(I-1))
121. IF(S(I,J).LT.1.E-10)S(I,J)=0.
122. 317 CONTINUE
123. *** CALCULATION OF REFLECTED INTENSITIES BY VARIOUS INTERFACES STARTING
124. *** WITH FIRST INTERNAL INTERFACE
125. X2=QP
126. DO 322 L1=1,LZ0
127. X3=ABS(L1)*(|ZD(L1+1)=-ZD(L1))
128. IF(X3.GT.10.)X3=10.
129. X2=X2*EXP(-X3)
130. REFL(L1+1)=X2*REF(L1+1)
131. 322 X2=X2*(1.-REF(L1+1))
132. DO 327 L1=1,LZ
133. I=IPA
134. 324 IF(ZD(I).LT.ZD(L1))GO TO 325
135. I=I+1
136. IF(I.LT.M)GO TO 324
137. GO TO 327
138. 325 X2=REFL(L1)
139. DO 326 L3=IPA+1
140. X3=X2
141. L4=I+IPA-L3
142. X2=X2*EXP(-ABS(L4,L1))
143. DO 326 J=1,JVL
144. S(L4+J)=S(L4+J)+(X3-X2)*HR(J)/(ZH(L4)-ZH(L4-1))
145. IF(S(L4+J).LT.1.E-10/DPULSF)S(L4+J)=0.
146. 326 CONTINUE
147. 327 CONTINUE
148. INT=1
149. RETURN
150. *** NO HEAT DEPOSITION • BEAM OFF
151. 340 DO 342 I=1,M3
152. DO 342 J=1,N3
153. 342 S(I,J)=0.
154. INT=0
155. RETURN
156. END
SUBROUTINE MXGRAN

* THIS ROUTINE COMPUTES CONSEQUENCE OF GRANULAR ABSORPTION ON TEMPERATURE

* VARIATIONS IN PLANED ONLY ONCE

COMMON A(29,1),A(29,2),AP,AVX,APU,ASC,ATS,AVL,B(11,3),BB,BS(11,3),
CUNX(6),CUNZ(29),CUT,NIM,DFLOW(6),DPULSF,DR,GT,DY,DTX,DU,FI,HR(11),
2AB(29,11),1BLLOOD(6),IFIL,IG,IGX,INT,IPA,IPC,IRE,IPRS,IPS,IPST,
3IPV,IV(29),JVL,LM,LEP,LP,LPS,LPV,LPM,LMAX,K,KN,KT,M,M1,M2,
3M=N,N+1,N+2,N+3,N+4,NVX,PR(11),PTIME,UP,P(11),PCH,PIM,PN,PNE,PRT,
5RVL,RSC,R(29,11),SHS,TAV,TCH,TNM,TPE,TVL,TS(TP01),TSC,TTS,T(V29,11),
6VC(29,11,50),VSH(29),VSHX(6),WAVE,XC,XFLOW,XFLOWT(6),XFLOWO(6),
7XP(60)*X(60)*Z(29)*Z(9)*ZM

L5=1
13. IF(DPULSF.GT.1.0E-5)GO TO 494
14. DX=0.000025
15. BTF.3E-8
16. WRITE(6,405)DIM,LMAX,DX,BT
17. 405 FORMAT(140,D3,D4,D1,F7.2,2*2,6*2,14,2*2,3,2*3,3*4,BT)=-ER.3)
18. LPT=DPULS/E.3E-8
19. L7=LMAMX-10
20. DU 410 L=1*L7=10
21. L1=L+1
22. L2=L+9
23. X1=TS(L)
24. X2=TS(L+10)-X1
25. X3=0.
26. DU 410 L3=L*L2
27. X3=X3+L
28. 410 TS(L3)=X1*X3*X2
29. L1=2
30. XP(1)=1.0
31. IF(LPT.GE.LMAX)GO TO 472
32. ** CASE FOR LPI LESS THAN LMAX------
33. 440 IF(XT(LTT).GE.3F-8)GO TO 442
34. XP(LTT)=TS(1)
35. L1=LTT+1
36. GO TO 440
37. 442 TIMEX=XT(LTT)
38. XX=TIME/X+1.000001
39. LX=XX
40. PT=LX
41. IF(LX.GT.LPT)XT=LPT
42. PU=0.
43. IF(LX.GT.LMAX)PD=LX-LMAX
44. IF(LX.GT.LPT)GO TO 443
45. L1=1
46. L2=LX
47. GO TO 446
48. 443 IF(LX.GT.LMAX)GO TO 444
49. L1=LX+LPT
50. L2=LX
51. GO TO 446
52. 444 IF(LX.LT.LMAX+LPT)GO TO 445
53. L5=LT
54. GO TO 446
55. 445 L1=LX-LPT+1
56. L2=LMAX
57. 446 X2=PO

K35
MXGRAN (RETINAL)

58. DO 448 L3=L1*L2
59. 448 X2=X2+TS(L3)
60. XPDLT)=X2/PT
61. LTT=LTT+1
62. IF (LTT.LE.KT) GO TO 442
63. GO TO 496
64. *** CASE FOR LTMX LESS THAN LPT -------
65. 472 TMAX=XT(LTT)
66. X=X+TIMETX/XT+.000001
67. LX=XX
68. PT=LX
69. IF (LX.GT.LTMAX) PT=LPT
70. PU=0.
71. IF (LX.GT.LTMAX) PD=LX-LTMAX
72. IF (LX.GT.LPT) GO TO 473
73. L1=1
74. L2=LX
75. IF (LX.GT.LTMAX) L2=LTMAX
76. GO TO 475
77. 473 IF (LX.LT.LTMAX+LPT) GO TO 474
78. L5=LTT
79. GO TO 494
80. 474 L1=LX=LPT+1
81. L2=LTMAX
82. 475 X2=PD
83. DO 476 L3=L1*L2
84. 476 X2=X2+TS(L3)
85. XPDLT)=X2/PT
86. LTT=LTT+1
87. IF (LTT.LE.KT) GO TO 472
88. GO TO 496
89. *** END CALCULATION IF TEMPERATURES VERY UNIFORM
90. 494 IF (L5.GT.KT) GO TO 496
91. DO 495 L1=L5*KT
92. 495 XPDL1)=1.
93. 496 WRITE (6,497) (XPDL1)*L1=1*KT
94. 497 FORMAT (1HO,4MXPD=/(1X*10F8.2))
95. RETURN
96. END
SUBROUTINE BLOOD(RETLNPJ)

SUBROUTINE COMPUTES CHANGES OF MATRIX ELEMENTS A AND B DUE TO BLOOD

COMMON A(NJ,NI),AP,AJP,ACH,APF,ASC,ATS,ATL,R(NI,NJ),PB,HY(I,NI),

1CLN(N,NJ),CON(NJ),CUT,DIM,DFLOW(NI,TU,NTY,DZ,FL,HR,11),

2TAR(23,11),FLQUD(6),IFIL,IG,IGX,IHY,IPA,IPL,IPR,IPSP,IP,IPST,

3IPV,IV(NJ),JVL,LIM,LP,LPE,LP,LPS,LPV,LPX,LTMAX,K,KT,M,M1,M2,

4M,N*NI,N4,NL,PX,PR(NI),RNI,TPM,RNL,TPR,TPS,TPS,TPST,

5RIV,RS,C,NJ,SHB,TAV,TTH,TOM,TP,E,TVL,TR,P200,TS,TT,S,N(3,11)

6VC(NJ,NI,6),VSH(29),VSHX(6),WA,VL,X,XFL,D,XFLO,N,XFLO,W(6),

7XP(60,60),X(29,60),ZD(6,8),ZM

11 DIMENSION FLOW(NI,NJ),FLOWX(NI,NJ),ORD(NI),RH(NI),XFLOX(NI,NJ),X0(NI)

12 INITIAL EVALUATION OF PARAMETERS AND ARRAYS

13 DU 800 J=1,N3

14 BV(J+1)=0.

15 BV(J+2)=0.

16 BV(J+3)=0.

17 FLOWX(J)=0.

18 B0 FLOWX(J)=0.

19 RH(N)=R(2)/2.

20 DU 803 J=2,IVL

21 B0 RH(J)=(N(J)+N(J+1))/2.

22 L2=2.

23 DU 810 J=1,IVL

24 B0 FLOWX(J)=0.

25 L2=L2+1

26 GO TO 864.

27 B0 FL=FLMAX(L-1)

28 X2=RH(J-1)-FLOWX(L-1)

29 X3=X2/X1

30 X1(J)=XFLOWX(L-1)+X3*(XFLOWX(L)-XFLOMX(L-1))

31 B0 XU(J)=XFLOWX(L-1)+X3*(XFLOWX(L)-XFLOMX(L-1))

32 FLOWX(J)=0.

33 DU 812 J=2,IVL

34 B0 FLOWX(J)=FLOWX(J)+XI(J)+X0(J-J-1)*R(J)+R(J-J-1)*R(J-J-1)

35 L2=L2+1

36 FLOWX(JVL+1)=FLOWX(JVL)

37 L2=2.

38 FLOWX(J)=FLOWX(J+1)/IVL

39 DU 820 J=2,IVL

40 B1 IF (DFLOWX(L2),GT,R(J)) GO To 816

41 L2=L2+1

42 GO TO 816.

43 B1 X4=DFLOWX(L2)-ULFLOWX(L2)

44 X5=K(J)-DFLOWX(L-1)

45 X6=X5/X4

46 B2 FLFLOW(J)=XFLOWX(L-1)+X4*(XFLOWX(L)-XFLOMX(L-1))/IVL

47 XI(MP(21)(FLOWX(J),J=1,JV))

48 FLOWX(J)=FLOWX(J)+X4*(XFLOWX(L)-XFLOMX(L-1))/IVL

49 IF (MP(21)(FLOWX(J),J=1,JV))

50 FLOWX(J)=FLOWX(J)+X4*(XFLOWX(L)-XFLOMX(L-1))/IVL

51 DU 823 J=2,IVL

52 B2 R(J+1)=R(J)*R(J-J+1)-R(J-J-1)

53 IF CHANGES IN MATRIX ELEMENTS A AND B DUE TO FLOW

54 BV(1)=0.

55 BV(1)=0.

56 BV(1)=0.

57 BV=SHB*XFLOWX/2.
FLOOD (RETINAL)

58. DO 825 J=2,JVL
59. RV(J,1)=SHR*RD(J)*FLOWX(J)
60. RV(J,2)=SHR*RD(J)*((FLOWX(J-1)_FLOWX(J+1))/2.-SHR*FLOW(J)/2.
61. A825 RV(J,3)=SHR*RD(J)*FLOWX(J)
62. DO 835 I=IPA+1
63. 835 IV(I)=0
64. DO 840 L3=1,NVL
65. L4=1BLOOD(L3)
66. 840 IV(L4)=1
67. DO 845 I=IPA+LPO
68. DO 842 J=1,JVL
69. 842 IAB(I,J)=0
70. IF(JVL.EQ.N) GO TO 845
71. L1=JVL+1
72. DO 843 J=L1,N
73. 843 IAB(I,J)=1
74. 845 CONTINUE
75. DO 850 I=IPT+1
76. DO 850 J=1+N
77. 850 IAB(I,J)=1
78. RETURN
79. END
APPENDIX L

NOMENCLATURE, SAMPLE DATA, CODE LISTING, AND SAMPLE RUN FOR CORNEAL MODEL
NOMENCLATURE FOR CORNEAL MODEL

A(I+1)*A(I+2)

Coefficients of finite difference equations, Z elements

A(I+3)

Products of absorption coefficients and thicknesses of successive eye media between ZH(I-1) and ZH(I)

AB(I+1)

Sum of AB(I+1)*AB(I+2) of media between ZH(I-1) and ZH(I)

ABS(L)

Absorption coefficients associated with l-th eye media between ZD(L) and ZD(L+1)

AP

Fraction of heat absorbed by media that is absorbed by particles or pigments

B(J+1)*B(J+2)

Coefficients of finite difference equations, R elements

B(J+3)

Thermal conductivity at depth Z(I)+CAL/CM-SEC-C

CON(I)

Thermal conductivities for l-th eye media, CAL/CM-SEC-C

CQ

Ratio of predicted to actual laser power, initially estimated and then refined by damage calc.

CXC(J)

Arrays used to evaluate temperatures

CUT

Normalized intensity of laser beam at R=RIM

DAMAGE(L1)

Coefficients for damage rate of thermal damage, RATE=

L(R)

EXP(DAMAGE(1+1)-DAMAGE(1+2)/(VC(273+T0))) for temperatures below 50 C, and RATE:EXP(DAMAGE(2+1)-DAMAGE(2+2)/(VC(273+T0))) for temperatures above 50 C

DIM

Max. number of elements used to compute thermal effects of particles or pigments

DPULSE

Duration of individual pulses, SEC, always held fixed

DR

R increment in uniform part of grid, CM

DT

First time interval for single-pulse temperature calc., successive intervals increased by factor xe, SEC

DTSTM

Temperature increment to be added to Tsteam considering peak particle temperature as hypothetical damage criterion

DXC(J)

Arrays used to evaluate temperatures rises

DXR(I)

Z increment in uniform part of grid, CM

ED1

Power to which time is raised to specify number of cycles to which basic temperature calculations are repeated to ensure stability

ED2

Additive factor to specify number of cycles to which single-pulse temperature calc. are repeated to ensure stability

FA(L)

Area from R=0 to R=(L+.5)*RINT*CM=---for calc. irregular profiles

FC

Focal length of cornea=3.12 CM for humans=2.43 CM

FP(L)

Total laser power between R=0 and R=(L+.5)*RINT---for calc. irregular profiles

FTIME(L)

Factors by which exposure time is multiplied to yield sufficient time for damage to occur as function of pulse width

FXC(J)

Arrays used to evaluate temperatures

FXR(I)

Normalized irradiance entering eye at R(J)+CAL/CM2-SEC

H(J)

Normalized irradiance entering eye at R(J)+CAL/CM2-SEC

I

Index of axial grid points Z(I)

ID1, ID2

I indices for printing at depths Z(I) where I=IP1+ID1 to IP2+ID2

IG

I index indicating location of particles

II(I)

Number of interfaces(ZD) between ZH(I-1) and ZH(I), plus 1
INDEX OF CURVE VARYING TO MARK ON 3-D PLOTS.

NUMBER OF TIMES TEMPERATURE CALCULATIONS ARE повторен FOR PURPOSES OF STABILITY.

INDEX INDICATING WHETHER TO CONSIDER CORNEAL BURNS OR LENS BURNS, FOR CORNEAL SET ILENS=0, FOR LENS SET ILENS=1.

INDEX AT WHICH PEAK TEMPERATURES OCCUR.

NUMBER OF PULSES GROUPED TOGETHER FOR DAMAGE CALCULATIONS.

NUMBER OF GROUPS OF PULSES CONSIDERED DURING EXPOSURE TO LASER.

NUMBER OF GROUPS OF PULSES CONSIDERED DURING AND FOLLOWING EXPOSURE TO LASER.

INDEX OF FIRST Z(I) IN CORNEAL OR LENS.

INDEX DESCRIBING LASER PROFILE, UNIFORM IF=0, GAUSIAN IF=1, IRREGULAR IF=2.

INDICES ASSOCIATED WITH INITIAL GRID POINTS ALONG Z AXIS IN SUCCESSIVE EYE MEDIA STARTING WITH I=IP1 IN CORNEAL OUTER BOUNDARY OF CORNEA AT (Z(IP1-1)+Z(IP1))/2.

K INTERVAL AT WHICH VC(I,J,K) IS PRINTED.

INDEX ASSOCIATED WITH INITIAL GRID POINT (Z) IN L-TH EYE MEDIA.

INDEX L OF FIRST INTERFACE Z0(L) BEYOND ZM(I-1).

INDEX FOR RADIAL GRID POINTS R(J).

J INDICES FOR PRINTING, WILL PRINT J=JD1 TO JD2.

MAXIMUM J INDEX AT WHICH DAMAGE ASSESSMENTS ARE TO BE MADE DEPENDS ON VALUE CHOSEN FOR RM.

INDEX FOR TIMES XT(K).

INTEGER SUCH THAT XT(KM)=0.

MAXIMUM NUMBER OF EXPANDING TIMES XT(K).

NUMBER OF TIME STEPS WITH WHICH TO REACH TOTAL TIME.

NUMBER OF TIMES AT WHICH 3D TEMPERATURE DRAWINGS ARE DESIRED FOR NO DRAWINGS SET KTYPE=0.

CONTROL INDEX WHICH WHEN SET =1 WILL PREEMPT CARD PUNCHING WHILE MAINTAINING PRINT OUTS OF TEMPERATURES AT SELECTED TIMES AND POINTS--SET =0 FOR CARD PUNCHING.

TOTAL NUMBER OF TIME INTERVALS FROM PULSE TO PULSE.

LESION RADIUS CM.

NUMBER OF RADIAL INTERVALS USED TO INTEGRATE PROFILE.

NUMBER OF RADIAL INTERVALS FROM R=0 TO RM+1 OR L.ESION.

I INDEX DESCRIBING RANGE OF I OVER WHICH TO ASSESS DAMAGE, RANGE=IMAX TO IMAX+LMAX.

INDICES USED TO CONTROL CALC. OF THRESHOLD POWER.

INDICES ASSOCIATED WITH LAST GRID POINTS(Z) IN SUCCESSIVE EYE MEDIA (SEE IP1, IP2...).

NUMBER OF POINTS DESCRIBING IRREGULAR LASER PROFILE.

INDEX OF NUMBER OF TIME INTERVALS BT.

TIME INDEX TIME=LTMAX*BT BEYOND WHICH EXCESS TEMPERATURE RISE OF PARTICLES IS DISSIPATED.

INDEX ASSOCIATED WITH LAST GRID POINT (Z) IN L-TH EYE MEDIA.

NUMBER OF DIFFERENT EYE LAYERS ON MEDIA.

DUMMY VARIABLES USED IN COMPUTATIONS.

NO. OF GRID SPACES IN Z DIRECTION (EVEN).

HALF OF NUMBER OF UNIFORMLY THICK Z INCREMENTS (LESS THAN M/2).

HALF THE NO. OF GRID SPACES IN Z DIRECTION.

NO. OF GRID POINTS IN Z DIRECTION (M+1).

NO. OF GRID SPACES IN R DIRECTION.

REFRACTIVE INDEX AT WAVELENGTH OF 500 NM.

REFRACTIVE INDEX AT WAVELENGTH WAVE.
<table>
<thead>
<tr>
<th>NP</th>
<th>NUMBER OF TIME INTERVALS WITHIN DPULSE USED FOR DAMAGE CALCULATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPL</td>
<td>TOTAL NUMBER OF PULSES IN EXPOSURE</td>
</tr>
<tr>
<td>NP(T)(L)</td>
<td>NUMBER OF INCREMENTAL TIMES USED TO SUBDIVIDE DPULSE</td>
</tr>
<tr>
<td>NPULSE(L)</td>
<td>NUMBER OF PULSES ASSOCIATED WITH L-TH TEST EXPOSURE</td>
</tr>
<tr>
<td>NTEST</td>
<td>NUMBER OF TEST EXPOSURES WHICH CAN DIFFER IN REPEITION</td>
</tr>
<tr>
<td>HATES OR NUMBER OF PULSES</td>
<td></td>
</tr>
<tr>
<td>N1</td>
<td>NUMBER OF UNIFORM THICK R INCREMENTS (LESS THAN N)</td>
</tr>
<tr>
<td>N3</td>
<td>NO. OF GRID POINTS IN R DIRECTION (N+1)</td>
</tr>
<tr>
<td>NW</td>
<td>NO. OF GRID POINTS IN UNIFORM PART OF GRID IN R DIRECTION</td>
</tr>
<tr>
<td>PC</td>
<td>DISTANCE OF PUPIL FROM CORNEA = .40 CM FOR HUMANS, 0.36 CM FOR MONKEYS</td>
</tr>
<tr>
<td>PW/LUX</td>
<td>LASER POWER ON CORNEAL PLANE, WATTS</td>
</tr>
<tr>
<td>PR(J)</td>
<td>CALCULATED OR MEASURED RETINAL IRRADIANCE PROFILE NORMALIZED TO UNITY AT R(J)=0</td>
</tr>
<tr>
<td>PTIME</td>
<td>UNIFORM TIME INTERVAL USED TO SUBDIVIDE DPULSE FOR MULTIPLE PULSES</td>
</tr>
<tr>
<td>PUPIL</td>
<td>PUPIL RADIUS, CM</td>
</tr>
<tr>
<td>PX(L)</td>
<td>IRREGULAR LASER PROFILE AT POINTS PX(L)</td>
</tr>
<tr>
<td>QD(I,J)</td>
<td>LASER POWER REQUIRED TO CAUSE IRREVERSIBLE DAMAGE AT Z(I)+R(J), WATTS</td>
</tr>
<tr>
<td>GP</td>
<td>LASER INTENSITY ENTERING EYE AT R(J)=0, CAL/CM²-SEC</td>
</tr>
<tr>
<td>R(J)</td>
<td>RADIUS AT CO-ORDINATE J, CM</td>
</tr>
<tr>
<td>REF(L)</td>
<td>FRACTION OF RADIATION REFLECTED AT Z=ZD(L)</td>
</tr>
<tr>
<td>REF(L)</td>
<td>REFLECTED RADIATION FROM INTERFACE AT Z=ZD(L)</td>
</tr>
<tr>
<td>REPET(L)</td>
<td>REPETITION RATES ASSOCIATED WITH L-TH TEST EXPOSURE, PULSES/SEC</td>
</tr>
<tr>
<td>RGV</td>
<td>RANGE OF TEMPERATURE RISE(C) FOR 3-D AND 2-D PLOTS</td>
</tr>
<tr>
<td>RH(J)</td>
<td>RADIAL DISTANCE HALFWAY BETWEEN R(J) AND R(J+1)</td>
</tr>
<tr>
<td>RIM</td>
<td>IMAGE OR BEAM RADIUS FOR GAUSSIAN PROFILES</td>
</tr>
<tr>
<td>RINT</td>
<td>RADII AT WHICH NORMALIZED PROFILE EQUALS CUT FOR UNIFORM PROFILES</td>
</tr>
<tr>
<td>RMAX</td>
<td>UNIFORM RADIAL INTERVALS, CM</td>
</tr>
<tr>
<td>RN</td>
<td>MAXIMUM RADIAL DISTANCE, CM</td>
</tr>
<tr>
<td>R1</td>
<td>STRETCHING FACTOR IN Z DIRECTION</td>
</tr>
<tr>
<td>R2</td>
<td>STRETCHING FACTOR IN R DIRECTION</td>
</tr>
<tr>
<td>Rx(L)</td>
<td>RADIAL DISTANCES ASSOCIATED WITH IRREGULAR LASER PROFILE</td>
</tr>
<tr>
<td>PX(L)(SYMMETRIC IN R), CM</td>
<td></td>
</tr>
<tr>
<td>S(I,J)</td>
<td>RATE OF HEAT DEPOSITION PER UNIT VOLUME AT Z(I)+R(J), CAL/CM³-SEC</td>
</tr>
<tr>
<td>SIGMA</td>
<td>RADIUS AT WHICH NORMALIZED GAUSSIAN PROFILE EQUALS 1/62</td>
</tr>
<tr>
<td>TC</td>
<td>TIME FROM START OF PULSE TO START OF NEXT PULSE, SEC</td>
</tr>
<tr>
<td>TH(L)</td>
<td>THICKNESS OF EYE MEDIA INDICATED BY L, CM</td>
</tr>
<tr>
<td>TIME</td>
<td>MAXIMUM TIME LIMIT SET, SEC</td>
</tr>
<tr>
<td>TME(X(L))</td>
<td>TIMES AT WHICH 3-D PLOTS ARE DESIRED, SEC</td>
</tr>
<tr>
<td>TSTEAM</td>
<td>GRANULE TEMPERATURE USED AS HYPOTHEtical DAMAGE CRITERION, C</td>
</tr>
<tr>
<td>TO</td>
<td>INITIAL TEMPERATURE OF EYE, C</td>
</tr>
<tr>
<td>TV(I,J)</td>
<td>TEMPERATURE RISES AT Z(I)+R(J) AT GIVEN TIME, C</td>
</tr>
<tr>
<td>TVC(I,J,K)</td>
<td>TEMPERATURE RISES AT Z(I)+R(J) AT TIME XT(K), C</td>
</tr>
<tr>
<td>VE(L,K,L1)</td>
<td>TEMPERATURE RISES AT Z(I)+R(J)+K(JD(L)), AT TIME XT(K)+L1=1 FOR EYE MEDIA, AND L1=2 FOR PARTICLES OR PIGMENTS</td>
</tr>
<tr>
<td>VPX</td>
<td>TEMPERATURE RISES, C</td>
</tr>
<tr>
<td>VSH(I)</td>
<td>VOLUMETRIC SPECIFIC HEAT AT Z(I)+R(J), CAL/CM³-SEC</td>
</tr>
<tr>
<td>VSHX(L)</td>
<td>HEAT CAPACITY OF L-TH EYE MEDIA, CAL/CM³-SEC</td>
</tr>
<tr>
<td>VZ(L+L0+L3+L1)</td>
<td>TEMPERATURE RISE AT TIME INTERVAL Z(T(L3) AFTER (L+L0+L3+L1) INCREMENTAL PULSES AT POINT Z(I)+R(JD(L)), C</td>
</tr>
</tbody>
</table>
| **L3** | }
L1=1 FOR EYE MEDIA AND L1=2 FOR PARTICLES

STRETCHING FACTOR FOR TIME INTERVALS ASSOCIATED WITH
TECH. INCORP. TEMPERATURE CALCULATIONS

VALUES FROM WHICH EXPANSION FACTOR Xc IS SELECTED BASED
UPON PULSE WIDTH

NORMALIZED TEMPERATURE RISES OF GRANULES AT TIME XT(K)

TIMES FOLLOWING START OF EXPOSURE, INDICATED BY INDEX K

FRACTION OF LASERS ENERGY ENTERING EYE

DISTANCE ALONG Z AXIS AT GRID POINT I*CM

FACTOR BY WHICH LASERS INTENSITIES (NORMAL BEAM) ARE
MULTIPLIED TO ACCOUNT FOR REFRACTION USED FOR LENS BURNS

DEPTHS OF INTERFACES BETWEEN VARIOUS EYE MEDIA*CM

AXIAL DISTANCES HALF WAY BETWEEN Z(I) AND Z(I+1)*CM

HALF LENGTH OF Z AXIS* CM

DISTANCE OF PUPIL FROM LASERS WAIST*CM

TIME FROM START OF PULSE TO CENTER OF TIME INTERVALS
USED TO PREDICT THERMAL DAMAGE FOR MULTIPLE PULSES

LOG OF PRODUCT OF NUMBER OF PULSES/GROUP TIMES TIME
INTERVALS AT WHICH DAMAGE CALC. ARE MADE

TIME INTERVAL FROM START OF EACH PULSE AT WHICH
PARTICLE TEMPERATURES ARE CALC.

*** DIMENSIONS OF VARIOUS ARRAYS USED IN PROGRAM

** COMMON DIMENSIONS A(M3,*3), ABS(LZ), R(N3,3), CUXX, CUXM, HR(N3),
R(N3), REF(LZ+1), TH(LZ), TS(M3, N3), S(LTMAX), VC(M3, N3, KT), VSXX, VSXH(N3)

** MAIN PROGRAM

** DIMENSION CXC(N3), CVX, CDM, DAMAGE(Z*2), CNCX(N3), CXX, FXC, FXX(N3)

** SUBROUTINE GRID

** SUBROUTINE IMAGE

** SUBROUTINE HTXDEP

** AB(M3,3), ABK(M3, LZ), II(M3, N3), IZ(N3), REFL(LZ, L1+1), ZH(N3)
### Sample Data for Corneal Model

<table>
<thead>
<tr>
<th>DATA CARD 1</th>
<th>DATA CARD 2</th>
<th>DATA CARD 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>.055 .100</td>
<td>.055 .100</td>
<td>.055 .100</td>
</tr>
<tr>
<td>13.7 13.0 12.3 11.7 11.1 10.5</td>
<td>9.6 9.3</td>
<td>P.R 8.3</td>
</tr>
<tr>
<td>7.8 7.4 6.9 6.5 6.1 5.7</td>
<td>5.3 4.9</td>
<td>4.5 4.2</td>
</tr>
<tr>
<td>3.9 3.6 3.3 3.0 2.7 2.4</td>
<td>2.1 1.9</td>
<td>1.7 1.6</td>
</tr>
<tr>
<td>1.5 1.4 1.3 1.3 1.2 1.2</td>
<td>1.2 1.1</td>
<td>1.1 1.1</td>
</tr>
</tbody>
</table>

### DATA CARD 4

<table>
<thead>
<tr>
<th>DATA CARD 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>.064 3 0 0</td>
</tr>
</tbody>
</table>

### DATA CARD 6

<table>
<thead>
<tr>
<th>DATA CARD 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 4.001 1.351</td>
</tr>
</tbody>
</table>

### DATA CARD 8

<table>
<thead>
<tr>
<th>DATA CARD 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5 2</td>
</tr>
</tbody>
</table>

### DATA CARD 10

<table>
<thead>
<tr>
<th>DATA CARD 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
</tbody>
</table>

### DATA CARD 12

<table>
<thead>
<tr>
<th>DATA CARD 13</th>
</tr>
</thead>
<tbody>
<tr>
<td>37 .0 1.1</td>
</tr>
</tbody>
</table>

### DATA CARD 14

<table>
<thead>
<tr>
<th>DATA CARD 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1863 1863 1863 1863 1863 1863</td>
</tr>
</tbody>
</table>

### DATA CARD 16

<table>
<thead>
<tr>
<th>DATA CARD 17</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 1 1 1 1</td>
</tr>
</tbody>
</table>

### DATA CARD 18

<table>
<thead>
<tr>
<th>DATA CARD 19</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2 1.2 1.2 1.2 1.2 1.2</td>
</tr>
</tbody>
</table>

### DATA CARD 20

<table>
<thead>
<tr>
<th>DATA CARD 21</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 1.1 1.1 1.1 1.1 1.1</td>
</tr>
</tbody>
</table>

### DATA CARD 22

<table>
<thead>
<tr>
<th>DATA CARD 23</th>
</tr>
</thead>
<tbody>
<tr>
<td>58 50 58 58 58 58</td>
</tr>
</tbody>
</table>

### DATA CARD 24

<table>
<thead>
<tr>
<th>DATA CARD 25</th>
</tr>
</thead>
<tbody>
<tr>
<td>38 38 38 38 40 40</td>
</tr>
</tbody>
</table>

### DATA CARD 26

<table>
<thead>
<tr>
<th>DATA CARD 27</th>
</tr>
</thead>
<tbody>
<tr>
<td>44 45 46 47 48 49</td>
</tr>
</tbody>
</table>

### DATA CARD 28

<table>
<thead>
<tr>
<th>DATA CARD 29</th>
</tr>
</thead>
<tbody>
<tr>
<td>53 54 55 56 57 58</td>
</tr>
</tbody>
</table>

### DATA CARD 30

<table>
<thead>
<tr>
<th>DATA CARD 31</th>
</tr>
</thead>
<tbody>
<tr>
<td>.350</td>
</tr>
</tbody>
</table>

### DATA CARD 32

<table>
<thead>
<tr>
<th>DATA CARD 33</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
</tr>
<tr>
<td>DATA CARD</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>19A**</td>
</tr>
<tr>
<td>100.100.</td>
</tr>
<tr>
<td>149.50000</td>
</tr>
<tr>
<td>0+0.29=1</td>
</tr>
<tr>
<td>1=8</td>
</tr>
<tr>
<td>1=1</td>
</tr>
</tbody>
</table>

L6
### Sample Run of Corneal Model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(34000+02)</td>
<td>(60000+01)</td>
</tr>
<tr>
<td>(39000+02)</td>
<td>(60000+01)</td>
</tr>
<tr>
<td>(39000+02)</td>
<td>(60000+01)</td>
</tr>
<tr>
<td>(39000+02)</td>
<td>(60000+01)</td>
</tr>
<tr>
<td>(39000+02)</td>
<td>(60000+01)</td>
</tr>
<tr>
<td>(39000+02)</td>
<td>(60000+01)</td>
</tr>
<tr>
<td>(39000+02)</td>
<td>(60000+01)</td>
</tr>
<tr>
<td>(39000+02)</td>
<td>(60000+01)</td>
</tr>
<tr>
<td>(39000+02)</td>
<td>(60000+01)</td>
</tr>
<tr>
<td>(39000+02)</td>
<td>(60000+01)</td>
</tr>
</tbody>
</table>

### Results

- \(R^2 = 1.9029\)
- \(R1 = 2.0393\) \(Z = 1.0547\)

### Initial Conditions

- \(T01 = 11\) \(T02 = 14\) \(J01 = 1\) \(J02 = 5\)

### Parameters

- \(R = 0.0000\) \(0.0167\) \(0.0333\) \(0.0500\) \(0.0667\) \(0.0984\) \(0.1587\) \(0.2736\) \(0.4921\) \(0.9076\)
- \(1.6992\)

### Z

- \(-1.0534\) \(-0.5154\) \(-0.2523\) \(-0.1231\) \(-0.0597\) \(-0.0246\) \(-0.0134\) \(-0.0059\) \(-0.0022\) \(-0.0004\)
- \(0.0004\) \(0.0015\) \(0.0022\) \(0.0031\) \(0.0049\) \(0.0085\) \(0.0160\) \(0.0313\) \(0.0623\) \(0.1257\)

- \(PUPIL = 0.350\)
- \(SIGMA = 0.640+01\) \(RIN = 0.640+01\)
- \(U = 0.145+02\) \(H = 0.100+01\) \(0.815+00\) \(0.295+00\) \(0.114+00\) \(0.881-02\) \(0.447-05\) \(0.129-15\) \(0.000\)
- \(K = 0.0004\) \(0.0015\) \(0.0022\) \(0.0031\) \(0.0049\) \(0.0085\) \(0.0160\) \(0.0313\) \(0.0623\) \(0.1257\)
- \(PULSE = 1\)

---

L7
<p>| ABS | 1863 | 1863 | 1863 | 1863 | 1863 | 1863 | AP= | 000 |
| CPULSE | .250-01 | DT= | .167-01 | DT= | .106-04 | DT= | .881-03 | IP= | 11 |
| IP= | 17 | IP= | 16 | IP= | 16 | IP= | 16 | IP= | 17 |
| JVE= | 9 | K= | 43 | K= | 47 | L= | 3 | L= | 16 |
| NTEST= | 1 | PD= | .400+00 | PTIME= | .000 | QP= | .145+02 |
| REF= | .025 | 000 | 000 | 000 | 000 | 000 | 000 | 000 |
| RLE= | .170 | T= | .170-02 | T= | .900-02 | T= | .900-02 | T= | .900-02 |
| TIME= | .438-01 | TO= | .370 | XC= | 1.15 |
| IKX= | 1 |
| ZH= | .785+00 | .384+00 | .188+00 | .414-01 | .442-01 |
| .210+02 | .134-02 | .745-08 |
| .881-03 | .176-02 | .264-02 | .348-02 | .671-02 |
| .123-01 | .360-01 | .468-01 | .940-01 | .190+00 |
| .387+00 | .767+00 |
| S= | .133+05 | .116+05 | .771+04 | .391+04 | .151+04 | .117+03 | .544+01 | 000 | 000 |
| .257+04 | .225+04 | .149+04 | .758+03 | .293+03 | .227+02 | .115+01 | 000 | 000 |
| .499+03 | .435+03 | .290+03 | .147+03 | .567+02 | .439+01 | .223+02 | 000 | 000 |
| .724+02 | .632+02 | .420+02 | .213+02 | .822+01 | .637+00 | .523+03 | 000 | 000 |
| .318+01 | .277+01 | .164+01 | .933+00 | .360+00 | .279+01 | 000 | 000 |
| .971+02 | .847+02 | .562+02 | .284+02 | .110+02 | .851+04 | 000 | 000 |
| .000 | .000 | .000 | .000 | .000 | .000 | .000 | 000 |
| TIME= | .106-04 | K= | 2 | POWER= | .400+00WATTS |
| R= | .00000 | .01667 | .03333 | .05000 | .06667 |
| Z= | .00044 | 1 | 1 | 1 | 0 | 0 |
| Z= | .00132 | 0 | 0 | 0 | 0 | 0 |
| Z= | .0220 | 0 | 0 | 0 | 0 | 0 |
| Z= | .00308 | 0 | 0 | 0 | 0 | 0 |
| TIME= | .228-04 | K= | 3 | POWER= | .400+00WATTS |
| TIME= | .369-04 | K= | 4 | POWER= | .400+00WATTS |
| TIME= | .530-04 | K= | 5 | POWER= | .400+00WATTS |
| TIME= | .716-04 | K= | 6 | POWER= | .400+00WATTS |
| TIME= | .929-04 | K= | 7 | POWER= | .400+00WATTS |
| R= | .00000 | .01667 | .03333 | .05000 | .06667 |
| Z= | .00044 | 1 | 2 | 1 | 0 | 0 | 0 | 0 |
| Z= | .00132 | 0 | 0 | 0 | 0 | 0 | 0 |
| Z= | .00260 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Z= | .00308 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| TIME= | .117-03 | K= | 8 | POWER= | .400+00WATTS |
| TIME= | .146-03 | K= | 9 | POWER= | .400+00WATTS |
| TIME= | .178-03 | K= | 10 | POWER= | .400+00WATTS |</p>
<table>
<thead>
<tr>
<th>TIME</th>
<th>POWER</th>
<th>Z</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>.216</td>
<td>400+</td>
<td>.00044</td>
<td>.00000</td>
</tr>
<tr>
<td>.258</td>
<td>400+</td>
<td>.00132</td>
<td>.01667</td>
</tr>
<tr>
<td>.305</td>
<td>400+</td>
<td>.00220</td>
<td>.03333</td>
</tr>
<tr>
<td>.365</td>
<td>400+</td>
<td>.00300</td>
<td>.05000</td>
</tr>
<tr>
<td>.430</td>
<td>400+</td>
<td>.00044</td>
<td>.06667</td>
</tr>
<tr>
<td>.505</td>
<td>400+</td>
<td>.00132</td>
<td>.06667</td>
</tr>
<tr>
<td>.591</td>
<td>400+</td>
<td>.00220</td>
<td>.06667</td>
</tr>
<tr>
<td>.691</td>
<td>400+</td>
<td>.00300</td>
<td>.06667</td>
</tr>
<tr>
<td>.805</td>
<td>400+</td>
<td>.00044</td>
<td>.06667</td>
</tr>
<tr>
<td>.930</td>
<td>400+</td>
<td>.00132</td>
<td>.06667</td>
</tr>
<tr>
<td>.104</td>
<td>400+</td>
<td>.00220</td>
<td>.06667</td>
</tr>
<tr>
<td>.126</td>
<td>400+</td>
<td>.00300</td>
<td>.06667</td>
</tr>
<tr>
<td>.146</td>
<td>400+</td>
<td>.00044</td>
<td>.06667</td>
</tr>
<tr>
<td>.164</td>
<td>400+</td>
<td>.00132</td>
<td>.06667</td>
</tr>
<tr>
<td>.196</td>
<td>400+</td>
<td>.00220</td>
<td>.06667</td>
</tr>
<tr>
<td>.226</td>
<td>400+</td>
<td>.00300</td>
<td>.06667</td>
</tr>
<tr>
<td>.261</td>
<td>400+</td>
<td>.00044</td>
<td>.06667</td>
</tr>
<tr>
<td>.301</td>
<td>400+</td>
<td>.00132</td>
<td>.06667</td>
</tr>
<tr>
<td>.347</td>
<td>400+</td>
<td>.00220</td>
<td>.06667</td>
</tr>
<tr>
<td>.547</td>
<td>400+</td>
<td>.00300</td>
<td>.06667</td>
</tr>
<tr>
<td>TIME</td>
<td>.400-02</td>
<td>K=30</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>------</td>
<td>--------------------</td>
</tr>
<tr>
<td>TIME</td>
<td>.462-02</td>
<td>K=31</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>TIME</td>
<td>.532-02</td>
<td>K=32</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>z</td>
<td>.00044</td>
<td>27.2</td>
<td>23.7</td>
</tr>
<tr>
<td>TIME</td>
<td>.613-02</td>
<td>K=33</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>TIME</td>
<td>.706-02</td>
<td>K=34</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>TIME</td>
<td>.812-02</td>
<td>K=35</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>TIME</td>
<td>.935-02</td>
<td>K=36</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>TIME</td>
<td>1.08-01</td>
<td>K=37</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>z</td>
<td>.00044</td>
<td>41.0</td>
<td>35.7</td>
</tr>
<tr>
<td>TIME</td>
<td>1.24-01</td>
<td>K=38</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>TIME</td>
<td>1.43-01</td>
<td>K=39</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>TIME</td>
<td>1.64-01</td>
<td>K=40</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>TIME</td>
<td>1.84-01</td>
<td>K=41</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>TIME</td>
<td>2.17-01</td>
<td>K=42</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>z</td>
<td>.00044</td>
<td>60.5</td>
<td>52.6</td>
</tr>
<tr>
<td>TIME</td>
<td>2.50-01</td>
<td>K=43</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>z</td>
<td>.00044</td>
<td>65.3</td>
<td>56.6</td>
</tr>
<tr>
<td>TIME</td>
<td>2.88-01</td>
<td>K=44</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>TIME</td>
<td>3.31-01</td>
<td>K=45</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>TIME</td>
<td>3.81-01</td>
<td>K=46</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>TIME</td>
<td>4.38-01</td>
<td>K=47</td>
<td>POWER= 400+00WATTS</td>
</tr>
<tr>
<td>z</td>
<td>.00044</td>
<td>32.1</td>
<td>27.5</td>
</tr>
<tr>
<td>Z</td>
<td>.00132</td>
<td>31.0</td>
<td>26.5</td>
</tr>
<tr>
<td>----</td>
<td>--------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>Z</td>
<td>.00220</td>
<td>30.4</td>
<td>26.1</td>
</tr>
<tr>
<td>Z</td>
<td>.00306</td>
<td>29.7</td>
<td>25.5</td>
</tr>
</tbody>
</table>

| WAVELENGTH= 2727.0NM | TSTEAM= 100. | DAMAGE= 149. | 50.000. | 242. | HUM |

NRUN= 8 PULSE WIDTH= .250=01 NUMBER OF PULSES= 1
BEAM RADIUS= .640=01CM LESION RADIUS= .500=01CM

TSTEAM= 100.

---

R = 0.0000 01667 03333 05000 06667
Z = 0.0044 WD = 173+00 199+00 297+00 579+00 147+01

TSTEAM= 200.

---

R = 0.0000 01667 03333 05000 06667
Z = 0.0044 WD = 173+00 199+00 297+00 579+00 147+01

Z = .441=03CM RADIAL EXTENT OF IRREVERSIBLE DAMAGE= .408=01CM
MAIN PROGRAM OF CORNEAL MODEL

1. COMMON A(23*3),AH(11*3),CON(23),CONX(6),CUT*DM,DPUFSF
2. 10R*D,T,DTX,DZ+HR(11),IG+H+T,ILENS,IPROF+IP1+IP2+IP3+IP4+IP5+IP6
3. 2JVL*LIM,LPLP,LPLP,LPL3,LPLP,LPLP,LPLP,LMAX,LZ,K+T+M+M1+MP+M3+MN
4. 3N1+N3+N4*POW+TIME+GP+R(11),REF(7),RIM+RNL,VRL*(23+11)+TH(4)
5. 4TS(2200)+V(23,11)+V(L2,11,60)+VSH(23)+VSH(L4)+X+CA*WAVES+XPD(60)
6. 5XSH(60)+Z(23)+ZCON(23,11)+Z0(8)+ZM
7. DIMENSION CXC(11),CXR(23),DIMAGE(2,2),DZC(11),DKR(23),XTIME(38)
8. IFXC(11)+FXC(23)+ID(JO)+JIID(50)+KTT(38)+NP(38)+NULPSE(7)+NRUN(7)
9. 2GD(23,11)+RREP(7)+TIMESP(5)+XCT(38)+VE(20,60,2)+VXX(23,11)
10. 3VZ(20,26,52)+7T(8)+ZT(8)+ZTX(8)
11. REAL LFSION
12. 3FORMAT(F7.4,317)
13. 4FORMAT(10F7.2)
14. 5FORMAT(10F7.2)
15. 6FORMAT(F7.2+72F7.2)
16. 7FORMAT(10F7.2)
17. 8FORMAT(17.3F7.2)
18. READ(5+4)DZ1+DZ2
19. READ(5+4)(FTIME(L),L=1,38)
20. READ(5+5)LZ
21. READ(5+3)RIM,LIM+IG+TLENS
22. READ(5+6)LMAX,LIMAX+LESION
23.*** SET VALUES FOR N1,N1+N3,N4, AND DR
24. N1=4
25. N2=N1+6
26. N3=N1+1
27. N4=N1+1
28. READ(S+8)IPROF,POW,CUT
29. DR=LESION/LIM
30. IF(IPROF.EQ.0)DR=RIM/LIM(5
31. READ(S7,DPULSE
32. READ(S5+NTEST,RKUN(L),L=1,NTFST)
33. READ(S57)(RREP(L),L=1,NTEST)
34. READ(S55)(NPULSE(L),L=1,NTEST)
35. READ(S55)(ID1+ID2,JD1,JD2+TYPE
36. LPX=1
37. IF(NTEST.EQ.1,AND,NPULSE(1).EQ.1)LPX=0
38. IF(DPULSE.GT.3E-3)GO TO 10
39.*** ADJUST POWER AND PULSE WIDTH FOR EXPOSURES WITH PULSES LESS THAN
40.*** .3E-3 SEC
41. POW=POW+DPULSE/3E-8
42. DPULSE=.3E-8
43. 10 READ(S54)JO+F,DT1,EDTP
44. READ(S54)(A65(L),L=1,LZ),(REF(L1),L=1,LZ)+WAVE(L
45. READ(S54)(TH(L),L=1,LZ)+RVL
46. READ(S54)(CON(L),L=1,LZ)
47. READ(S54)(VSHX(L),L=1,LZ)
48. READ(S55)(NP(L),L=1,3A)
49. READ(S54)(XCT(L),L=1,3A)
50. READ(S55)(KTT(L),L=1,3A)
51.*** COMPUTE DT*KM,KT*NP,PITIME,TIME, AND XC
52. L1=ALOG(DPULSE)/.69315+29
53. IF(L1.LT.1)L1=1
54. IF(L1,GT,3A)L1=3A
55. IF(LPX,ER,3)GO TO 11
56.*** SINGLE PULSED EXPOSURES
57. XC=XCT(L1)
MAIN (CORNEAL)

58. NP=NPT(L1)
59. KT=KTT(L1)
60. DT=DPULSE*(XC-1.)/(XC**NP-1.)
61. TIME=DT*(XC**KT-1.)/(XC-1.)
62. GO TO 13
63. *** --- MULTIPLE PULSED EXPOSURES
64. 11 XC=1.4
65. NP=5
66. X1=0.
67. DO 12 L=1,NTEST
68. IF(X1.LT.NPULSF(L)/REPET(L))X1=NPULSE(L)/REPET(L)
69. 12 CONTINUE
70. TIME=TIME(L1)*X1
71. DT=DPULSE*(XC-1.)/(XC**NP-1.)
72. KT=ALOG(1.*TIME*(XC-1.)/DT)/ALOG(XC+1.)
73. PI=TIME*DPULSE/NP
74. 13 KT=KT+1
75. KM=NP+1
76. IF(KT.GT.59)WRITE(6,14)KT
77. 14 FORMAT(1HO,3HKT=+I3,2X,22HTIME DIMENSION TOO LOW)
78. IF(KT.GT.59)STOP
79. *** CALC. DZ AND I INDICES
80. M1=2
81. M=2*M1+18
82. M2=M/2
83. M3=M+1
84. DZ=DZ1*(DPULSE**DZ2)/SORT(ABS(1))
85. IF(ILENS.EQ.1)DZ=DZ1*(DPULSE**DZ2)/SORT(ABS(4))
86. *** STORE 4X1A. DISTANCES TO INTERFACES OF EYE
87. ZD(1)=1.F=25
88. ZD(2)=ZD(1)+TH(1)
89. ZD(3)=ZD(2)+TH(2)
90. ZD(4)=ZD(3)+TH(3)
91. ZD(5)=ZD(4)+TH(4)
92. ZD(6)=ZD(5)+TH(5)
93. ZD(7)=ZD(6)+TH(6)
94. ZD(8)=ZD(7)+10.
95. CALL GRID
96. *** CALCULATE AND STORE I,*J INDICES AT WHICH TEMPERATURES ARE PRINTED
97. IU1=ID1+IP1
98. ID2=ID2+IP1
99. IF(IU1.LT.IP1)IU1=IP1
100. IF(ID2.LT.IM)ID2=IM
101. IF(ID2.GT.N)ID2=N
102. WRITE(6,15)ID1,ID2,JD1,JD2
103. 15 FORMAT(1HO,4HJD1=+I2,3X,4HJD2=*I2,3X,4HD1=*I2,3X,4HD2=*I2)
104. WRITE(6,18)(R(J),J=1,N3)
105. 18 FORMAT(1HO,2MH=/(1X,10FB,4.4))
106. WRITE(6,19)(7(1),I=1,M3)
107. 19 FORMAT(1HO,2HZ=/(1X,10FB,4.4))
108. *** CALC. NORMALIZED LASER PROFILES
109. POX=POW
110. CALL IMAGE
111. WRITE(6,26)UP,(HR(L),L=1,N)
112. 26 FORMAT(1HO,3HNP=+EB,3X,3HHR=/(1X,10EB,3))
113. DO 27 J=1,M3
114. DO 27 I=1,M3
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115. \[ V(I*J) = 1. \times 10^{-10} \]
116. 27 \[ S(I*J) = 0. \]
117. \[ \text{WRITE}(6*32)(\text{REPT}(L),L=1,N\text{TEST}) \]
118. 32 \[ \text{FORMAT}(1H0,6H\text{HEFT}=(1X,10E8,3)) \]
119. \[ \text{WRITE}(4*33)(\text{NPULSE}(L),L=1,N\text{TEST}) \]
120. 33 \[ \text{FORMAT}(1H0,7H\text{NPULSE}=(1X,10I8)) \]
121. DO 34 \[ J=1:N3 \]
122. DU 34 \[ J=1:N3 \]
123. 34 \[ \text{VCL}(J) = 1, F=10 \]
124. \[ \text{WRITE}(6*55)(\text{ABS}(L),L=1,N) \]
125. 1 \[ \text{IIP}\times\text{JVL}\times\text{KM}\times\text{KT}\times\text{LIM}\times\text{LP2}\times\text{LP3}\times\text{LP4}\times\text{LP5}\times\text{LP6}\times\text{M}\times\text{N1}\times\text{N2}\times\text{NP\times\text{TESTP\times\text{POW}}} \]
126. \[ 2\times\text{TIMEP\times\text{QF}}(\text{IPE}(I),L=1,N) \]
127. 35 \[ \text{FORMAT}(1H0,4H\text{ABS}=,6F9.0,2X,3HAP=,F6.3,1X,7H\text{DPULSF}=(,1E3,2X,3HDP} \]
128. \[ 1E6.3,2X,3HDP} \]
129. \[ 4H\text{IP}=(,1E6.3,2X,3HDP} \]
130. \[ 33HKM=,I3,2X,3HKL} \]
131. \[ 44\text{LP3}=(,1E6.3,2X,3HLP} \]
132. \[ 52H} \]
133. \[ 61I2,2X,4H\text{POW}=(,1E6.3,2X,6H\text{TIME}=,F6.3,1X,4H\text{FF}=(,6F9.3,1X) \]
134. \[ 72X,4H\text{HTIM}=(,1E6.3,1X,4HRL} \]
135. \[ 8E6.3,2X,3HT} \]
136. \[ \text{READ}(5*6)\text{KTYTPE}0 \]
137. \[ \text{READ}(5*6)\text{KTYTPE} \]
138. \[ \text{L1=KTYTPE} \]
139. IF(\text{KTYTPE} .EQ. 0) \[ \text{L1=1} \]
140. \[ \text{READ}(5*7)\text{TIME}(X,K) \]
141. \[ \text{HEAD}(5*5)\text{I1=I2=I3=J1=J2} \]
142. *** \[ \text{START OF TEMPERATURE CALCULATIONS FOR ONE PULSE, TO BE USED EITHER} \]
143. *** \[ \text{FOR MULTIPLE OR SINGLE PULSED EXPOSURES} \]
144. \[ \text{---} \]
145. \[ \text{XT}(1)=0. \]
146. \[ \text{OTX}=\text{DT} \]
147. \[ \text{KTX}=\text{KT}+1 \]
148. \[ \text{DU 36 K=2,KTX} \]
149. \[ \text{XT}(K)=\text{XT}(K-1)+\text{DT} \]
150. \[ \text{DT}=\text{XC}K\times\text{NT} \]
151. \[ \text{IKx=TIME}**\text{EDT}1+\text{EDT}2 \]
152. \[ \text{TF}(\text{IKx},\text{LT}) \]
153. \[ \text{XX}=2\times\text{IK} \]
154. \[ \text{WRITE}(6*39)\text{IK}x \]
155. \[ \text{37 FORMAT}(1H0,4H\text{IKX}=,I2) \]
156. \[ \text{K}=2 \]
157. \[ \text{INT}=2 \]
158. \[ \text{IYTPEX=IYTYPE} \]
159. \[ \text{DT}=\text{XT}(K)-\text{XT}(K-1) \]
160. \[ \text{IF(K,GT,KM)QF}=0. \]
161. \[ \text{CALL HTXDEP} \]
162. \[ \text{IF(K,GT,2)} \]
163. \[ \text{DU 40 I=IP1,M} \]
164. \[ \text{WRITE}(6*39)\text{S}(1,J),J=1,N) \]
165. \[ \text{39 FORMAT}(1H0,2H5=,10E8,3) \]
166. \[ \text{CONTINUE} \]
167. \[ \text{WHILE}(6*42)\text{XT}(K) \]
168. \[ \text{FORMAT}(1H0,5HTIME=,F6.3,2X,3HPOWER=,F6.3,1X,5HWATTS) \]
169. *** \[ \text{CALCULATE TEMPERATURE RISE(MATRIX REDUCTION ALGORITHM)} \]
170. *** \[ \text{COLUMNS(NORMAL)} \]
171. \[ \text{IK}=1 \]
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172. 43 DU 45 I=IP1+M
173.  W=XX*VSH(I)/DT
174.  DO 44 J=1*N
175.  FXC(J)=W*CON(I)*B(J,2)
176.  IF(J.GT.1)FXC(J)=FXC(J)+CON(I)*B(J,1)*XC(J-1)
177.  CXC(J)=CON(I)*B(J,3)/FXC(J)
178.  SUM=(W*A(J,2))*V(I,J)+A(I,1)*V(I-1,J)+A(I,3)*V(I+1,J)+S(I,J)
179.  DXC(J)=SUM/FXC(J)
180.  IF(J.GT.1)DXC(J)=(SUM+CON(I)*B(J,1)*DXC(J-1))/FXC(J)
181.  44 CONTINUE
182.  VX=0.
183.  DO 45 L=1*N
184.  J=N+1*L
185.  VX=DXC(J)=CXC(J)*VX
186.  45 VXX(I,J)=VX
187.  DO 46 I=IP1+M
188.  DO 46 J=1*N
189.  46 V(I,J)=VXX(I,J)
190. ** RUWS(NORMAL) ------------------------------
191.  CXR(IP1+1)=0.
192.  DU 50 J=1*N
193.  DU 48 T=IP1+M
194.  W=XX*VSH(I)/DT
195.  FXR(I)=W*A(I,2)+A(I,1)*CX(I-1)
196.  CXR(I)=A(I,3)/FXR(I)
197.  SUM=(W*CON(I)*R(J,2))*V(I,J)+CON(I)*R(J,3)*V(I,J+1)+S(I,J)
198.  IF(J.GT.1)SUM=SUM+CON(I)*R(J,1)*V(I,J-1)
199.  DXR(I)=SUM/FRX(I)
200.  IF(J.GT.IP1)DXR(I)=(SUM+A(I,1)*DXR(I-1))/FXR(I)
201.  48 CONTINUE
202.  VX=0.
203.  DO 50 L=IP1+M
204.  I=M+IP1=L
205.  VX=DXR(I)=CXR(I)*VX
206.  VC(I+J*K)=VX
207.  50 VXX(I,J)=VX
208.  DO 51 I=IP1+M
209.  DO 51 J=1*N
210.  51 V(I+J)=VXX(I,J)
211.  IK=IK+1
212. ** RECYCLE TEMPERATURE CALCULATIONS
213.  IF(IK.LE.IKX)GO TO 43
214.  IF(K.EQ.KM)GO TO 62
215.  IF(ITYPEX.LT.ITYPEX+AKD,K,LT,KT)GO TO 66
216.  62 WRITE(6,E333)(R(J),J=JD1,JD2)
217.  63 FORMAT(1H10.10,2HR=+9FA.5/13X,30H----------------------)
218.  65 I=ID1+ID2
219.  WRITE(6,E444)(VC(I,J,K),J=JD1,JD2)
220.  64 FORMAT(1H10.10,2HR=+9FA.5/2X,9FA.1)
221.  65 CONTINUE
222.  ITYPEX=0
223.  66 K=K+1
224.  ITYPEX=ITYPEX+1
225.  IF(K.LE.K1)GO TO 3A
226. ** READ NORMALIZED TEMPERATURE RISES TS OF GRANULFS FOR .3E-8 PULSE
227. ** AND CALCULATE NORMALIZED RISES XPD FOR ACTUAL PULSE
228.  70 FORMAT(1H10.61HDIMENSION OF ARRAYS ASSOCIATED WITH ARGUMENT LIJ IS
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229. IU0 SMALL)
230. READ (5,6)DIM, LTMACE
231. DO 71 L = 1 , LTMACE
232. 71 TS(L) = 1.
233. READ (5,4), (TS(L) , L = 1 , LTMACE + 10)
234. CALL MXGRAN
235. DO 72 L = 1 , KT
- 236. 72 XPDL (L) = AP + XPDL ( L ) + 1 . - AP
237. READ (5,4), (DAMAGE ( L ) , L = 1 , LTMACE
- 238. WRITE ( 6, 73) , WAVELENGTH, TSTFAM , DAMAGE ( 1 ) , DAMAGE ( 2 ) , DAMAGE ( 3 )
- 239. IDAMAGE ( 2 , 3 )
240. 73 FORMAT ( 1HO , 11HWAVELENGTH---F 7 , 1*2HNM , 3X , 7HTSTFAM ---F 6 , 0 . 3X . 7HDAMAGE =
241. 1+9F9. 1)
242. *** CALCULATE I , J INDICES AT WHICH DAMAGE CALCULATIONS ARE TO BE MADE
243. JM = 0
244. DU 74 J = 1 , N
245. IF ( R ( J ) . LT . RMAX + .000001 ) JM = J + 1
246. 74 CONTINUE
247. XI = U.
248. DU 75 I = IP1 + M
249. IF ( Z ( I ) . LT . .00006 ) GO TO 75
250. IF ( VC ( I + 1 , KM ) . LT . XI ) IMAX = I
251. IF ( VC ( I + 1 , KM ) . GT . XI ) XI = VC ( I + 1 , KM )
252. 75 CONTINUE
253. L = 0
254. ID1 = IMAX - LIMAX
255. IF ( ID1 . LT . IP1 ) ID1 = IP1
256. ID2 = IMAX + LIMAX
257. DU 76 I = ID1 , ID2
258. DU 76 J = 1 , JM
259. L = L + 1
260. IU ( L ) = I
261. 76 JD ( L ) = J
262. LIJ = ( ID2 - ID1 + 1 ) . * JM
263. IF ( LIJ . GT . 20 ) WRITE ( 6, 70 )
264. IF ( LIJ . LT . 20 ) STOP
265. IF ( LPX . EQ . 0 ) GO TO 125
266. *** TEMPERATURE AND DAMAGE EVALUATIONS FOR MULTIPLE PULSES
267. -----------------------------------------------
268. *** EVALUATE TEMPERATURE RISES WITH AND WITHOUT GRANULES
269. DU 77 L = 1 , LIJ
270. I = ID ( L )
271. J = JD ( L )
272. VE ( L + 1 , 1 ) = 0.
273. VE ( L + 1 , 2 ) = 0.
274. DU 77 K = 2 , KT
275. VE ( L + K , 1 ) = VC ( I , J + K )
276. VE ( L + K , 2 ) = VC ( I , J + K )
277. IF ( I . NE . 1 ) GO TO 77
278. VE ( L + K , 2 ) = XPDL ( K ) * VE ( T , J + K )
279. 77 CONTINUE
280. X60 = ( XC - 1 ) / DTX
281. X61 = ALOG ( XC )
282. XSTFAM = TSTFAM
283. DU 108 L13 = INTTEST
284. X3D PULSE + ( NPULSE ( L13 ) - 1 ) / REPET ( L13 )
285. WRITE ( 6, 78 ) NRUN ( L13 ) , X3D PULSE + NPULSE ( L13 ) * KPFT ( L13 )
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IF(X5.LT.0001*X1)GO TO 91
X1=VZ(L*L6=L3*L3)
X2=VZ(L*L6=L3*L3)
L2=L1+1
L1=L1+1N
L7=L2
X3=(L7-1)*TC+ZT(L3)
K=ALOG(X3*X60+1)/X61+1.
X5=VE(L*K+1)+(X3*X7(K))/(VE(L*K+1)+VE(L*K+1)/XT(K+1)+XT(K))
X1=X1*X5
X3=(L7-1)*TC+ZT(L3)
K=ALOG(X3*X60+1)/X61+1.
X2=X2+VE(L*K+2)+(X3*X7(K))*(VE(L*K+2)+VE(L*K+2)/(XT(K+1)+XT(K))
IF(X5.LT.0001*X1)GO TO 91
L7=L7+1
IF(L7.LE.L1)GO TO 90
VZ(L*L6=L3*L3)=X1
L1=INX+1
DO 94 L6=L1,TNX
L6=L6+NX
VZ(L*L6=L3*L3)=VZ(L*L6=L3*L3)-VZ(L*L6=L3*L3)
DO 94 VZ(L*L6=L3*L3)=VZ(L*L6=L3*L3)-VZ(L*L6=L3*L3)
CONTINUE
*** DAMAGE CALCULATIONS ---------------
TSTEAM=XSTEAM
XQ=0.
WHITE(6,129) TSTEAM
DO 104 L=1,LIJ
J=JDC(L)
IF(VZ(1+INX+NP+1).LT.0.01)GO(1+J)=1.E+20
IF(VZ(L*INX+NP+1).LT.0.01)GO TO 104
L9=10.*(.4*EXP(-.0014*DPULSE))/VZ(L*INX+NP+1)
CQ=L9+1.
X10=70.*(.4*EXP(-.0014*DPULSE))/VZ(L*INX+NP+1)
IF(L9.EQ.0)CQ=X10
LLT=0
LGT=0
99 DAMC=0.
L6=1
DO 101 L3=1,KX
X3=0.
IF(VZ(L*L6=L3+3)*CQ*GT*TSTEAM=0)X3=1.E+30
IF(VZ(L*L6=L3+3)*CQ*GT*TSTEAM=0)GO TO 101
X50=VZ(L*L6=L3+3)*CQ+273.1*T0
IF(X50.LE.317.)GO TO 101
X1=ZTT(L3)+DAMAGE(1+1)-DAMAGE(1+2)/X50
IF(X50.GT.323.)X1=ZTT(L3)+DAMAGE(2+1)-DAMAGE(2+2)/X50
IF(X1.GT.0.3)X3=1.01
IF(X1.GT.0.)GO TO 101
X5=E-P(X1)
DAMC=DAMC+X3
IF(DAMC.GT.1.)GO TO 102
*** INCREASE TIME INDICES AND CONTINUE
L6=L6+1
IF(L6.LE.INX)GO TO 100
**MAIN (CORNEAL)**

400. **** ADJUST LASER POWER TO YIELD THRESHOLD DAMAGE AT GIVEN POINT

401. IF (LG.T.EQ.1) CG=1.02*CG

402. IF (LG.T.EQ.1) GO TO 103

403. LT=1

404. CG=1.04*CG

405. GO TO 99

406. IF (LT.EQ.1) CG=.98*CG

407. IF (LT.EQ.1) GO TO 103

408. LG=1

409. CG=.96*CG

410. GO TO 99

411. 103 QD(I+J)=CG*POX

412. 104 CONTINUE

413. WRITE (6,63) (R(J), J=1, JM)

414. DO 106 I=IN1+IN2

415. WRITE (6,105) Z(T), (QD(I+J), J=1, JM)

416. 105 FORMAT (1H , 2HZ=7F7.5, 1X, 3HDR=7ER.3)

417. 106 CONTINUE

418. X2=(XG-QD(IMAX+1))/QD(IMAX+1)

419. X3=X2*2*X2

420. IF (X3.LT.0.001) GO TO 108

421. TST1=TST+DTSIM

422. XQ=QD(IMAX+1)

423. GO TO 96

424. 108 CONTINUE

425. IF (KTYPE.EQ.0) GO TO 174

426. **** CALCULATE AND STORE TEMPERATURES FOR PLOTTING TEMPERATURE PROFILES

427. TC=1./REPET(1)

428. NPL=NPULSE(1)

429. DO 123 L15=1,KTYPE

430. IF (TIMEX(L15),G1,XT(KT)) GO TO 123

431. RGV=0.

432. L2=TIMEX(L15)/TC

433. DT=TIMEX(L15)-L2*TC

434. L2=L2+1

435. DO 116 I=IT1+IT2

436. DO 116 J=J1+J2

437. X1=0.

438. DO 113 L6=L6+1

439. X=ALOG((DTMEX+(L6-1)*TC)*X60+1.1)/X6+1.1

440. X2=(XT(KT)+(L6-1)*XT(KT))/XT(KT+1)-XT(KT)

441. 113 X1=X1+VC(I+J)+X2*(VC(I+J,K+1)-VC(I+J,K))

442. V(I+J)=X1

443. L3=L2-NPL

444. IF (L3.LE.0) GO TO 115

445. X1=0.

446. DO 114 L6=L6+1

447. K=ALOG((DTMEX+(L6-1)*TC)*X60+1.1)/X6+1.1

448. X2=(XT(KT)+(L6-1)*XT(KT))/XT(KT+1)-XT(KT)

449. 114 X1=X1+VC(I+J)+X2*(VC(I+J,K+1)-VC(I+J,K))

450. V(I+J)=V(I+J)+X1

451. 115 IF (V(I+J),GT,PGV) RGV=V(I+J)

452. 116 CONTINUE

453. IF (KTYPE.EQ.1) GO TO 121

454. WRITE (11,117) NHUN(1)*NPULSE(1)*REPET(1)

455. 117 FORMAT (2I7,F7.1)

456. WRITE (11,118) DPHASE,WAVEL,RIM
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457. 118 FORMAT(10E9,3)
458. 119 WRITE(1,i19)II1,II2,II3, JJ1, JJ2
459. 119 FORMAT(5I7)
460. 119 WRITE(1,i19) III, III
461. 119 WRITE(1,i120) (R(J), J=1, N3)
462. 120 FORMAT(10F7.4)
463. 120 WRITE(1,i120) (Z(I), I=1, M3)
464. 120 WRITE(1,i119) TIMEX(L15)
465. 121 DO 122 I=II1,II2
466. 122 WRITE(6+120) (V(I,J), J=JJ1, JJ2)
467. IF KTYPEO, EQ, 1) GO TO 122
468. WRITE(1,i120) (V(I,J), J=JJ1, JJ2)
469. 122 CONTINUE
470. 123 CONTINUE
471. GO TO 174
472. *** DAMAGE CALCULATIONS FOR SINGLE PULSE
473. -----------------------------
474. 125 WRITE(6+126) NHRUN(1), Dpulse, Npulse(1)
475. 126 FORMAT(1H0,5NHRUN=132,2X,1PULSE WIDTH=1E8,3.2X,17NUMBER OF PULS
476. 1E8=1.0)
477. WRITE(6+79) RHMAT(1H0.5HN4RUN=13,2X,17HNUm8FR OF PULS
478. 1E8=9151
479. 1E8=9151
480. 1E8=9151
481. 1E8=9151
482. 1E8=9151
483. 1E8=9151
484. IF(VC(I,J,KM), LT, 0.001) QD(1,J)=1.E-20
485. IF(VC(I,J,KM), LT, 0.001) GO TO 138
486. L9=10.*(-.4+EXP(-.0014*Dpulse))/VC(I,J,KM)
487. C9=L9+1.
488. X10=70.*(.4+EXP(-.0014*Dpulse))/VC(I,J,KM)
489. IF(L9, EQ, 0) C9=X10
490. LLT=0
491. LGT=0
492. 130 DAmC=0.
493. K=2
494. 131 X13=ALOG(XT(K)-XT(K-1))
495. VPX=(VC(I,J,K)+VC(I,J,K-1))/2.
496. X3=0.
497. IF(1, NE, 1) GO TO 133
498. IF(VP*XPD(K)+C9*GT*TSTREAM=TO) X3=1.E-30
499. IF(VP*XPD(K)+C9*GT*TSTREAM=TO) GO TO 134
500. 133 X50=VPX*C9+273.*T
501. IF(X50, LT, 31.7) GO TO 134
502. X1=X13+DAMAGF(1,1)-DAMAGF(1,2)/X50
503. IF(X50, LT, 32.3) X1=X13+DAMAGF(2,1)-DAMAGF(2,2)/X50
504. IF(X1, GT, .1) X3=1.01
505. IF(X1, GT, .1) GO TO 134
506. X3=EXP(X1)
507. 134 DAmC=DAmC+X3
508. IF(DAmC, GE, 1) GO TO 135
509. K=K+1
510. IF(K, LT, KT) GO TO 131
511. *** ADJUST LASER POWER TO YIELD THRESHOLD DAMAGE AT GIVEN POINT
512. IF(LGT, EQ, 1) C9=1.02*C9
513. IF(LGT, EQ, 1) GO TO 136
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514. LLT=1
515. CW=1.04*CU
516. GO 10 130
517. 135 IF(LLT.EQ.1)CU=.96*CU
518. IF(LLT.EQ.1)GO TO 136
519. LGT=1
520. CU=.96*CU
521. GO TO 130
522. 136 QU(I+J)=CU*POX
523. 138 CONTINUE
524. WRITE(6,63)(R(J)*J=1,JM)
525. DU 143 I=I+1+ID2
526. WRITE(6,10S)Z(I)+(GD(I+J),J=1+JM)
527. 143 CONTINUE
528. X2=(XQ-OD(IMAX+1))/OD(IMAX+1)
529. X3=X2*X2
530. IF(X3.LT.00001)GO TO 150
531. TSTEAM=TSTEAM+DTS1M
532. XQ=OD(IMAX+1)
533. GO TO 127
534. *** CALCULATE AND STORE TEMPERATURES FOR PLOTTING PROFILE
535. 150 IF(KTYPE.EQ.0)GO TO 174
536. DU 170 L15=1+KTYPE
537. DTIME=TIME(L15)
538. K=ALOG(DTIME*(XC-1.)/DTX+1.)/ALOG(XC)+1.
539. IF(K+1.1.GT.KT)GO TO 170
540. X1=(DTIME*XT(K))/(XT(K+1)-XT(K))
541. RGV=0.
542. DO 166 I=II1+II2
543. DO 166 J=JJ1+JJ2
544. V(I,J)=VC(I,J,K)+X1*(VC(I,J,K+1)-VC(I,J,K))
545. IF(V(I,J).LT.RGV)RGV=V(I,J)
546. 166 CONTINUE
547. IF(KTYPE.EQ.0)GO TO 167
548. WRITE(16,171)(RUN(I)*NPULS1E(I)*REPET(I)
549. WRITE(16,188)(DPULSE*WAVE1,RIM
550. WRITE(16,199)(I1*12*13+113*JJ1*JJ2
551. WRITE(16,199)(H(J),J=1,N3)
552. WRITE(16,199)(Z(I),I=1,M3)
553. WRITE(16,199)(M1)
554. 167 DU 168 I=II1+II2
555. 168 WRITE(6,128)(V(I,J),J=JJ1+JJ2)
556. IF(KTYPE.EQ.0)GO TO 148
557. WRITE(16,128)(V(I,J),J=JJ1+JJ2)
558. 168 CONTINUE
559. 170 CONTINUE
560. *** INTERPOLATE AXIAL EXTENT OF DAMAGE
561. IP=M2+2=M1
562. IF(I.ENS.EQ.0)IP=IP1
563. I5=0
564. ID=0
565. 16=0
566. IF(ID1.EQ.ID2)GU 10 148
567. DO 175 I=ID1+ID2
568. L1=ID1+ID2-1
569. IF(QD(L1+1)*GT.POX)IS=L1
570. IF(QD(L1+1)*LT.POX)16=L1
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571. IF (QD(I+1), LT, POW) T1 = 1
572. IF (QD(I+1), LT, POW) T6 = 1
573. 175 CONTINUE
574. IF (15. EQ. 0) WRITE (6, 176)
575. 176 FORMAT (1H0, 45H DEPTHS OF DAMAGE BEYOND BOTH SPECIFIED DEPTHS)
576. IF (15. EQ. 0) GO TO 182
577. IF (16. EQ. 0) GO TO 190
578. IF (15. GE. 16) GO TO 179
579. X2 = ALOG (QD(I+1)/QD(T5+1)) / (Z(I6) - Z(T5))
580. X1 = W0(T5+1)
581. X3 = ALOG (POW/X1) / X2 + Z(I5) - Z(IP) + NZ/2.
582. WRITE (6, 177) X3
583. 177 FORMAT (1H0, 24H MINIMUM DEPTH OF DAMAGE = ER. 3, 2HCM)
584. 178 IF (18. GE. 17) GO TO 182
585. X2 = ALOG (QD(I+1)/QD(T7+1)) / (Z(I8) - Z(T7))
586. X1 = W0(T7+1)
587. X3 = ALOG (POW/X1) / X2 + Z(I7) - Z(IP) + NZ/2.
588. WRITE (6, 161) X3
589. 180 FORMAT (1H0, 24H MAXIMUM DEPTH OF DAMAGE = ER. 3, 2HCM)
590. *** INTERPOLATE RADIAL EXTENT OF IRREVERSIBLE DAMAGE AT SPECIFIED DEPTHS
591. 182 DU 189 I=101+T02
592. J1 = 0
593. X3 = Z(I) - Z(J1) + NZ/2.
594. DU 183 J = 1 + JM
595. IF (POW, GT, GU(I+1)) J1 = J
596. 183 CONTINUE
597. X2 = 0.
598. IF (J1, EQ, 0) GO TO 187
599. IF (J1, EQ, JM) WRITE (6, 185) X3, R(JM)
600. 185 FORMAT (1H0, 2H2 = ER. 3, 2HCM, 5X, 36H RADIAL EXTENT OF DAMAGE GREATER THAN
601. 1AN = ER. 3, 2HCM)
602. IF (J1, EQ, JM) GO TO 169
603. X2 = ALOG (QD(I+1)/QD(I+1)) / (P(J1+1) - P(J1))
604. X1 = W0(I+1)
605. X2 = ALOG (POW/X1) / X2 + R(J1)
606. WRITE (6, 184) X3, X20
607. 187 FORMAT (1H0, 16H RADIAL EXTENT OF IRREVERSIBLE DAMAGE
608. 16E = ER. 3, 2HCM)
609. 189 CONTINUE
610. STOP
611. 190 WRITE (6, 141)
612. 191 FORMAT (1H0, 31H NEW DAMAGE --- LASER POWER TOO LOW)
613. STOP
614. END

CPU TIME: 1.793 SECONDS.
FIN
TFIN XHII11
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SUBROUTINE GRID

GRID COMPUTES THE COEFFICIENTS IN PARTIAL DIFFERENTIAL EQUATIONS AND ASSIGNS CONDUCTIVITY AND VOLUMETRIC SPECIFIC HEAT TO GRID.

COMMON A(23,3), AP(11,3), CON(23), CONX(6), CUT, DIM, DPULSE,
DR, DT, TX, OZ, HR(11), IG, IHT, ILEN, IP, IP1, IP2, IP3, IP4, IP5, IP6,
JL, LPX, LPY, LPZ, LMAX, LZ, K, M, M1, MP, M3, N,
N3, N4, NPX, NPTME, QR, RT(11), REF(7), RIM, RN, RVL, S(23,11), TH(4),
SXI, Y, Z(23), ZCON(23,11), ZD(8), ZM,
DIMENSION IX(10), LXM(6), RX(1):O

R(1) = 0.
CK = N - N1
CP = RVL / DR = N1 + 1.
X1 = 2.
R2 = EXP(ALOG(2.*CP*(X1-1.)*X1)/X1)/X1.
IF(R2/X1 .LT. 0.000001) GO TO 183
X1 = R2
WRITE(6,182) CP, CK, N1, N4, DR, X1
182 FORMAT(1H4,2E10.5,2I7,2E10.5)
GO TO 180
WRITE(6,184) P2
184 FORMAT(1H184) P2
RNP = DR*(N1-1.)*(R2*(CK-1.)*R2+1.))/(R2-1.)
*** CALCULATE RADIAL SPACE STEPS R(J),
DO 185 J = 2, N4
X1 = 2/X1
R(J) = DR*(J-1)
185 CONTINUE
DO 186 J = N4 + 1, K
R(J + 1) = X1 - R(J + 1)
186 CONTINUE
*** CALCULATE COEFFICIENTS B OF FINITE DIFFERENCE EQNS.
X1 = 2./ (DR * DR)
DO 187 J = 1, N
B(J,1) = .25* (2*J-3)*X1/(J-1)
187 CONTINUE
B(J,2) = X1
DO 188 J = 3, K
B(J,3) = X1 - R(J,1)
188 CONTINUE
X2 = DR
X1 = R2 * DR
DO 189 J = 4, N
B(J,2) = 2. / (X1 + X2)
B(J,3) = (2.* X2 - 1.)/R(J)/X1/X2
189 CONTINUE
X2 = R2 * X2
*** CALCULATE AXIAL SPACE STEPS Z(I),
CK = M2 - M1 + 3 - IP1
189 CONTINUE
53. IF(ILENS.F0.0) IP1 = M2 - M1 + 2
54. X1 = 2.
55. IP1 = 4
56. IF(ILENS.F0.0) IP1 = M2 - M1 + 2
57. CK = M2 - M1 + 3 - IP1
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58. IF (ILENSEQ,0) CK=M2=M1+1
59. 190 CP=X(4)/DZ+1=(X1**CK=1.0)/(X1-1.0)
60. IF (ILENSEQ,0) CP=ZD(7)/DZ-2.*M1+1.5
61. R=EXP(ALOG(CP*X1-CP+1.0)/CK)
62. IF (R1*X1.GT.999999.AND.R1/X1.LT.1.000001) GO TO 193
63. X1=R1
64. WRITE (6,191) CP,CK,M2,M1,ZD(4),ZD(7),DZ*X1
65. 191 FORMAT (1H0,2E10.5,217,4E10.5)
66. GO TO 190
67. 193 CK=M2=M1+1
68. ZM=((R1**CK=1.0)/(R1-1.0)+M1-1.0)*DZ
69. WRITE (6,194) R1*ZM
70. 194 FORMAT (1H0,13HR1*R1=,2X,4.F8.5)
71. X1=DZ
72. X2=X1
73. DU 195 I=2*M2
74. Z(M2+1)=ZM*X2
75. Z(M2+2)=ZM*P2
76. IF (I.GT.M1) X1=R1*X1
77. 195 X2=X2+X1
78. Z(I)=0.
79. Z(M2+1)=ZM
80. Z(M+1)=ZM*ZM
81. X1=(Z(IP-1)+Z(IP))/2.
82. DO 196 I=1*M3
83. 196 Z(I)=Z(I)-X1
84. L3=IP1
85. DU 200 L=1*6
86. L1=0
87. DO 197 I=1*IP1*M3
88. IF (Z(I).LT.ZD(L1)) L3=I
89. IF (Z(I).LT.ZD(L),OR,Z(I).GE.ZD(L1)) GO TO 197
90. L2=I
91. L1=L1+1
92. 197 CONTINUE
93. IF (L1,F0.0) IX(L)=L3
94. IF (L1,F0.0) LX(L)=L3
95. IF (L1,GT.0) IX(L)=L2+1=L1
96. IF (L1,GT.0) L(L)=L2
97. 200 CONTINUE
98. IP2=IX(2)
99. IP3=IX(3)
100. IP4=IX(4)
101. IP5=IX(5)
102. IP6=IX(6)
103. LP1=LX(1)
104. LP2=LX(2)
105. LP3=LX(3)
106. LP4=LX(4)
107. LP5=LX(5)
108. LP6=M3
109. *** SET CONDUCTIVITY CON AND HEAT CAPACITY VSH FOR VARIOUS EYE MEDICA
110. DU 203 I=1*LP1
111. CON(I)=CONX(1)
112. 203 VSH(I)=VSHX(I)
113. DO 204 I=IP2*LP2
114. CON(I)=CONX(I)
```
115. 204 VSH(I)=VSHX(2)
116. DO 205 I=IP3*LP3
117.  CON(I)=CONX(3)
118. 205 VSH(I)=VSHX(3)
119.  DO 206 I=IP4*LP4
120.  CON(I)=CONX(4)
121. 206 VSH(I)=VSHX(4)
122.  DO 207 I=IP5*LP5
123.  CON(I)=CONX(5)
124. 207 VSH(I)=VSHX(5)
125.  DO 208 I=IP6*M3
126.  CON(I)=CONX(6)
127. 208 VSH(I)=VSHX(6)
128. *** CALCULATE COEFFICIENTS A OF FINITE DIFFERENCE Eqs.
129.  DO 210 I=IP1*IP3
130.   X1=Z(I+1)-Z(I-1)
131.   X2=(CON(I-1)-CON(I+1))/(X1*X1)
132.   X3=2.0*CON(I)/X1
133.   A(I+1)=X2+X3/(Z(I)-Z(I-1))
134.   IF(I.EQ.IP1)A(I+1)=0.
135.   A(I+3)=-X2+X3/(Z(I+1)-Z(I))
136. 210 A(I+2)=A(I+1)+A(I+3)
137.  RETURN
138. END
```
SUBROUTINE IMAGE (CORNEAL)

1. SUBROUTINE IMAGE
2. COMMON A(23,3), APS(6), AB(11,3), CON(23), CONX(6), CUT, DIM, DULSF,
3. 10H, DT, TTD, TTT, HR(11), HG, ITH, ILENS1, IHOF, IP1, IP2, IP3, IP4, IP5, IP6,
4. 1JVL, LTP, LPI, LPP, LP3, LP4, LP5, LP6, LPIX, LMAX, LZ, KKT, M1, M2, M3, M4,
5. 311, 314, POX, PTIME, QP, RP(11), REF(7), RPM, RNM, RVLS, S(23,11), TH(A),
6. 4TS(22000), V(23,11), VC(23,11,60), VS(23), VSH(23), X5, X6, HEX(40), WAVE, XPND(60),
7. 5X(TOD), Z(23,11), ZCON(23,11), ZD(8), ZH,
8. DIMENSION FA(501), FP(501), FX(501), PX(30), PX(70),
9. REAL NC
10. LI=500
11. DO 200 J=1,N3
12. 200 XR(J)=0.
13. LII=LII
14. DO 201 L=1,LI
15. 201 FX(L)=0.
16. READ(5,202) PUPIL
17. 202 FORMAT(10E8.3)
18. WRITE(6,203) PUPIL
19. 203 FORMAT(10H0,6HEPUPIL=,F7.3)
20. RINT=PUPIL/(LI-1)
21. IF(IPROF.EQ.0) GO TO 214
22. IF(IPROF.EQ.0) GO TO 219
23. *** INTERPOLATE IRREGULAR LASER PROFILE (SYMMETRIC IN R) AT INTERVALS
24. *** OF R INT STARTING AT R=0
25. 214 READ(5,205) LR
26. 205 FORMAT(I7)
27. READ(5,206) (RX(L), L=1,LR)
28. 206 FORMAT(10E7.3)
29. READ(5,206) (PX(L), L=1,LR)
30. X1=PX(1)
31. DO 207 L=1,LR
32. 207 PX(L)=PX(L)/X1
33. X5=0.
34. DO 208 L=2,LR
35. X2=(PX(L)-PX(L-1))/(PX(L)-RX(L-1))
36. Y1=PX(L)-X*RX(L)
37. X3=X1*(RX(L)*RX(L)-RX(L-1)*RX(L-1))/2
38. X4=X2*(RX(L)*RX(L)-RX(L-1)*RX(L-1))/3
39. 208 X5=X5+X2*3*(X3+X4)
40. GP=P2X(*25906*(1.-REF(1)))/X5
41. IF(RX(LR), LT, PUPIL)LII=RX(LR)/RINT+1
42. L2=2.
43. X1=0.
44. DO 213 L=1,LII
45. 213 IF(RX(L2),GT,X1) GO TO 212
46. L2=L2+1.
47. IF(L2 LE LR) GO TO 210
48. X2=(X1-RX(L2-1))/RX(L2-1)
49. 212 PX(L)=PX(L-1)+X2*(PX(L2)-PX(L2-1))
50. 213 X1=X1+RINT
51. GO TO 222
52. *** CALCULATE GAUSSIAN LASER PROFILE AT EACH VALUE OF R(J)
53. 222 SIGMA=RIM*SQRT(2./ALOG(CUT))
54. 214 WRITE(6,216) SIGMA, PIM
55. 216 FORMAT(1H0,6HSIGMA=,E8.3,5X,4HR1M=,E8.3)
56. DO 217 J=1,N

L26
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58. \( x3 = 2.0 \times R(J) / (\text{SIGMA} \times \text{SIGMA}) \)
59. \( \text{IF}(x3 < 0.6) \text{GO TO 217} \)
60. \( HR(J) = \exp(-x3) \)
61. \( 217 \text{ CONTINUE} \)
62. \( GQ = 2.0 \times P0 \times 23900 \times (1 - HFF(1)) / (3.1416 \times \text{SIGMA} \times \text{SIGMA}) \)
63. \( \text{GO TO 250} \)
64. *** \text{SPECIFY UNIFORM LASER PROFILE FROM R(1) TO R(L)*N} \)
65. \( 219 \text{ DU} 220 \text{ J} = 1 \times LIM \)
66. \( 220 \text{ HR(J)} = 1 \)
67. \( GQ = P0 \times 23900 \times (1 - HFF(1)) / (3.1416 \times \text{RIM} \times \text{RIM}) \)
68. \( \text{GO TO 250} \)
69. *** \text{CALCULATE TOTAL AREA FA(L) AND PORTION OF LASER'S POWER BETWEEN R=0} \)
70. *** AND (L = 5) \text{RINT} \)
71. \( 222 \text{ FA(I)} = 3.1416 \times F(I1) \times \text{RINT} \times \text{RINT} / 4 \)
72. \( \text{FA(1)} = 3.1416 \times \text{RINT} \times \text{RINT} / 4 \)
73. \( \text{DU} 224 \text{ L} = 2 \times L1 \)
74. \( X1 = (L = 5) \times \text{RINT} \)
75. \( X2 = (L - 1) \times \text{RINT} \)
76. \( FP(L) = \text{FP}(L - 1) + X1 \times X2 \times \text{RINT} \)
77. \( 224 \text{ FA(L)} = \text{FA}(L - 1) + 3.1416 \times (X1 \times X2 \times \text{RINT}) \)
78. *** \text{CALCULATE NORMALIZED PROFILE HP(J)...HR=1 AT R=0} \)
79. \( X1 = 0 \)
80. \( X2 = 0 \)
81. \( 225 \text{ DU} 227 \text{ J} = 1 \times N \)
82. \( X3 = (R(J) / \text{RINT} \times 0.5) / 0.000001 \)
83. \( \text{IF}(X3 \times L > 1) \text{GO TO 225} \)
84. \( L = X3 \)
85. \( \text{IF}(L > 5) \text{GO TO 225} \)
86. \( X4 = X3 \times L \)
87. \( X5 = \text{FP}(L - 1) + X4 \times (\text{FP}(L - 1) - \text{FP}(L)) \)
88. \( X6 = \text{FP}(L) + X4 \times (\text{FP}(L + 1) - \text{FP}(L)) \)
89. \( HP(J) = (X5 - X2) / (X6 - X2) \)
90. \( X1 = X5 \)
91. \( X2 = X6 \)
92. \( 225 \text{ CONTINUE} \)
93. \( X1 = \text{HR}(1) \)
94. \( \text{DU} 227 \text{ J} = 1 \times N \)
95. \( 227 \text{ HR(J)} = \text{HR(J)} / X1 \)
96. \( 250 \text{ DU} 297 \text{ 1} = \text{IP1} \times \text{M} \)
97. \( 297 \text{ DU} 297 \text{ J} = 1 \times N \)
98. \( 297 \text{ ZLON(I} + \text{J}) = 0 \)
99. \( N = 0 \times (5 \times 0.2) \text{Z0} + FC + FC + NC \)
100. \( Z1 = NC * Z0 + FC / (NC + Z0 - FC) \)
101. \( \text{DU} 200 \text{ 1} = \text{IP1} \times \text{M} \)
102. \( X0 = (1 + 2(I) / Z1) \)
103. \( \text{ZLON}(1 + 1) = 1.0 / (X0 * X0) \)
104. \( L = 2 \)
105. \( \text{DU} 200 \text{ J} = 2 \times N \)
106. \( X1 = \text{HR}(1) / X0 \)
107. \( 200 \text{ IF}(1 + 1 \times L + \text{K}(L)) \text{GO TO 200} \)
108. \( L = L + 1 \)
109. \( \text{IF}(L \times L + N) \text{GO TO 200} \)
110. \( \text{GO TO 301} \)
111. \( 200 \text{ IF}(X2 = (X1 - \text{HR}(1)) / (\text{K}(L) - \text{K}(L - 1)) \)
112. \( \text{ZLON}(1 + J) = 0 \)
113. \( \text{IF}(\text{HR}(J) = 1.0) \text{GO TO 301} \)
114. \( \text{ZLON}(1 + J) = (\text{HR}(L - 1) + X2 \times (\text{HR}(L) - \text{HR}(L - 1)) / (\text{HR}(J) \times X0 \times X0) \)
115. \( 301 \text{ CONTINUE} \)
116. \( \text{RETURN} \)
SUBROUTINE HTXDEP (CORNEAL)

1. ** SUBROUTINE HTXDEP **

2. ** HTXDEP Computes Rate Of Heat Deposition At Various Points I,J **

3. COMMON A(23,3),ABS(*),AP,B(11,3),CON(23),CONX(6),CUT,DIM,DIM,PULSE,

4. 1DQ*DT*DTX*DZ*HR(I,1),IF*HT,ILENS,IPROF,IP1,IP2,IP3,IP4,IP5,IP6,

5. 2JVL,LIM,LP1,LP2,LP3,LP4,LP5,LP6,LPX,LTMAX,*LZK,KE,M1,M2,M3,N,

6. 3N1,N3,N4,POX,PTIME,QP,R(I,1),REF(7),RIM,REN,RVL,*S(23,11),TH(6),

7. 41S(2300),V(23,11),VC(23,11),VSH(23),VSHX(6),XC,NAVEL,XPM(60),

8. 5XT(0,0),Z(23),ZCONS(23,11),ZD(8),ZM

9. DIMENSION AR(29),ABR(23,6),IT(23),IZ(23),KFL(4),ZH(23)

10. IF(H.T.,EQ.0)return

11. IF(0P.LT.1.E-25)GO TO 340

12. IF(H.T.,EQ.1)return

13. AP=1

14. LZO=LZ-1

15. LZ1=LZ+1

16. REF(LZ1)=0

17. DO 290 I=1,M

18. IZ(I)=0

19. 20. ZH(I)=(Z(I)+Z(I+1))/2

21. DO 289 L1=1,3

22. 289 AB(I+1,L1)=0

23. DO 290 L1=1,ZL

24. 290 ABR(I+1,L1)=0

25. DO 292 L1=1,LZ

26. 292 REF(L1)=0

27. WRITE(4,93)ZH(I),I=1,M

28. 93 FORMAT(1H0,3HZH=(1X,5E8.3)

29. L1=2

30. DO 306 I=1,M

31. 305 IF(ZH(I-1).LT.ZH(I))GO TO 296

32. L=I+1

33. GO TO 295

34. 296 IF(ZH(I).GT.ZD(L1))GO TO 299

35. *** NO ZD ReturnValue ZH(I-1) AND ZH(I) **

36. AB(I+1)=ABS(L1-1)*(ZH(I)-ZH(I-1))

37. IZ(I)=1

38. IZ(I)=L1

39. IF(L1,GT,LZ)GO TO 306

40. DO 297 L2=L1+LZ

41. 297 ABR(I+1,L2)=AB(I+1)

42. GO TO 306

43. 299 IF(ZH(I),GT.ZD(L1+1))GO TO 303

44. *** ONLY ZD(L1) BETWEEN ZH(I-1) AND ZH(I) **

45. AB(I+1)=ABS(L1-1)*(ZD(L1)-ZH(I-1))

46. AB(I+2)=AB(L1)*(ZH(I)-ZD(L1))

47. ABR(I+1,L1)=AB(I+1)

48. I1(I)=P

49. IZ(I)=L1

50. L3=L1+1

51. IF(L3,GT,LZ)GO TO 306

52. DO 300 L2=L3+LZ

53. 300 ABR(I+2)=AB(I+1)+AB(I+2)

54. GO TO 306

55. *** ZD(L1) AND ZD(L1+1) BETWEEN ZH(I-1) AND ZH(I) **

56. 303 AB(I+1)=ABS(L1-1)*(ZD(L1)-ZH(I-1))

57. AB(I+2)=ABS(L1)*(ZD(L1+1)-ZD(L1))
58. \( AB(I+3) = \text{ABS}(L1+1) \times (ZH(I) - ZD(L1+1)) \)
59. \( AB(I+1) = AB(I+1) \)
60. \( AB(I+1+1) = AB(I+1) + AB(I+2) \)
61. \( T1(I) = 3 \)
62. \( IZ(I) = L1 \)
63. \( L3 = L1 + ? \)
64. IF \((L3 \times GT \times LZ) \) GO TO 306
65. DO 304 \( L2 = L3 \times L2 \)
66. 304 \( AB(I+L2) = AB(I+1) + AB(I+2) + AB(I+3) \)
67. 306 CONTINUE
68. DO 314 I = IP1 + M
69. IF \((AB(I+1) \times GT \times 10.) \) \( AB(I+1) = 10. \)
70. IF \((AB(I+2) \times GT \times 10.) \) \( AB(I+2) = 10. \)
71. IF \((AB(I+3) \times GT \times 10.) \) \( AB(I+3) = 10. \)
72. DO 314 \( L = 2 \times LZ \)
73. IF \((ABR(I+L) \times GT \times 10.) \) ABR(I+L) = 10.
74. 314 CONTINUE
75. *** DEPOSITION BY INCOMING BFAM
76. \( X2 = QP \)
77. \( L1 = 2 \)
78. DO 317 I = IP1 + M
79. \( L2 = I (I) \)
80. \( X3 = X2 \)
81. \( X2 = X2 \times \exp(-AB(I+1)) \)
82. \( X4 = 0. \)
83. IF \((L2 \times EQ.1) \) GO TO 315
84. \( L3 = IZ(I) \)
85. \( X4 = X2 \times \text{REF}(L3) \)
86. \( X2 = X2 \times (1. \times \text{REF}(L3) \times \exp(-AB(I+2)) \)
87. IF \((L2 \times EQ.2) \) GO TO 315
88. \( X4 = X2 \times \text{REF}(L3+1) \)
89. \( X2 = X2 \times (1. \times \text{REF}(L3+1) \times \exp(-AB(I+3)) \)
90. 315 IF \((X2 \times LT.1 \times E-10) \) \( X2 = 0. \)
91. DO 317 \( J = 1 \times JVL \)
92. \( S(I,J) = (Y3 \times X2 \times X4) \times HR(J) \times ZCON(I,J) / (ZP(I) - ZH(I) \times ZD(L1+1)) \)
93. IF \((S(I,J) \times LT.1 \times E-6 / DPULSE) \) \( S(I,J) = 0. \)
94. 317 CONTINUE
95. *** CALCULATION OF REFLECTED INTENSITIES BY VARIOUS INTERFACES STARTING WITH FIRST INTERNAL INTERFACE
96. \( X2 = QP \)
97. DO 322 \( L1 = 1 \times LZ0 \)
98. \( X3 = \text{ABS}(L1) \times \text{TH}(L1) \)
99. IF \((X3 \times GT \times 10.) \) \( X3 = 10. \)
100. \( X2 = X2 \times \exp(-X3) \)
101. \( \text{REFL}(L1+1) = X2 \times \text{REF}(L1+1) \)
102. \( \text{REFL}(L1+1) = X2 \times \text{REF}(L1+1) \)
103. 322 \( X2 = X2 \times (1. \times \text{REF}(L1+1)) \)
104. DO 327 \( L1 = 2 \times LZ \)
105. \( I = IP1 \)
106. 324 IF \((ZH(I) \times GT \times 7D(L1)) \) GO TO 325
107. \( I = I+1 \)
108. IF \((I \times LE.10) \) GO TO 324
109. GO TO 327
110. 325 \( X2 = \text{REFL}(L1) \)
111. DO 326 \( L3 = IP1 + 1 \)
112. \( X3 = X2 \)
113. \( L4 = 1 + IP1 - L3 \)
114. \( X2 = X2 \times \exp(-APR(L4 \times L1)) \)
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115. DO 326 J=1, JVL
116. S(L4,J)=S(L4,J)+(X3-X2)*HR(J)*7*CON(L4,J)/(ZH(L4)-ZH(L4-1))
117. IF(S(L4,J).LT.1.E-6/DPULSE) S(L4,J)=0.
118. 326 CONTINUE
119. 327 CONTINUE
120. IHT=1
121. RETURN
122. *** NO HEAT DEPOSITION, BEAM OFF
123. 340 DO 342 I=1, M3
124. 342 S(I,J)=0.
125. 342 IHT=0
126. RETURN
128. END
SUBROUTINE MXGRAN(CORNEAL)

1. SUBROUTINE MXGRAN
2. *** THIS ROUTINE COMPUTES CONSEQUENCE OF GRANULAR ABROPTION ON TEMPERATURE
3. *** VARIATIONS IN PE(USED ONLY ONCE)
4. COMMON A(23*3)*ABS(6)*AP*E(11*3)*CON(23)*CONV(A)*CUT*DIM*DPU_mpi,
5. 1DT*DTX*DZ*HP(11)*IG*JHT*ILENS*IPROF*IP1*IP2*IP3*IP4*IP5*IP6*IP7,
6. 2JVL*LP1*LP2*LP3*LP4*LP5*LP6*LPX*LMAX*LZ*K*K1*K2*K3*K4,
7. 3N1*N3*N4*PDX*PTIME*QP*Q(R(11)*REF(7)*RIM*RN*RVL*R(P3*11)*TH(A)*
8. 4TS(2200)*VC(23*11)*VC(23*11*60)*VSH(23)*VSHX(4)*XG*WADEL*XPD(60)*
9. 5XT(60)*Z(23)*ZCON(23*11)*ZD(A)*ZM
10. DO 495 L1=1*KT
11. 495 XPD(L1)=1.
12. RETURN
13. END
APPENDIX M

USER MANUAL FOR PREPARING 2-D AND 3-D ILLUSTRATIONS
OF TEMPERATURE RISE PROFILES
1. **INTRODUCTION**

The computer program documented herein was developed by IIT Research Institute to display two and three dimensional temperature rise profile surfaces as a function of radial and axial coordinates. The methodology chosen was to start with temperature data for selected points from either the Corneal or Retinal Models. This information was then used to build a general three dimensional point array of plotting information. Finally, a generalized package is used to yield any desired view of this three dimensional data. This documentation pertains mainly to the use of this system and in less detail, to the documentation of the system itself.

2. **EXAMPLE OF THE USE OF THE SYSTEM**

A sample input deck to this system is shown in Table 1 with each data card preceded by annotated comments. The deck shown consists of two separate decks. Cards 1 through 14 contain information defining the data supplied by the Corneal or Retinal Models. Cards 15 through 35 contain individual plot commands. In particular, cards numbered 23, 25, 31 and 34 contain specific commands to plot while other cards provide auxiliary information concerning the screen size and desired view of the object. The last card (card 35) is necessary to properly close the plot file. The four plots generated by these commands are shown in Figs. M-1 through M-4.

3. **SYSTEM DESCRIPTION**

The entire program consists of approximately 1500 cards of FORTRAN source divided into a main program and twelve subroutines. It is assumed that this package is also supported by the subset of CALCOMP software consisting of the subroutines PLOTS, PLOT, NUMBER and SYMBOL. The FORTRAN is ANSI FORTRAN, and should be directly portable between computers. The package was developed on a UNIVAC 1108 and tested on an IBM 370 computer.
### Table M-1

**SAMPLE USER INPUT DECK WITH COMMENTS**

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>3</td>
<td>7</td>
<td>1.0</td>
</tr>
<tr>
<td>2.</td>
<td>1.43</td>
<td>5.15x2</td>
<td>2.5-3</td>
</tr>
<tr>
<td>3.</td>
<td>8</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>4.</td>
<td>11</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>0.0000</td>
<td>0.0010</td>
<td>0.0020</td>
</tr>
<tr>
<td>6.</td>
<td>4.2287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.</td>
<td>-0.8862</td>
<td>1.5110</td>
<td>1.7313</td>
</tr>
<tr>
<td>8.</td>
<td>1.8522</td>
<td>1.8649</td>
<td>1.8922</td>
</tr>
<tr>
<td>9.</td>
<td>1.0+1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.</td>
<td>4.8</td>
<td>4.0</td>
<td>3.3</td>
</tr>
<tr>
<td>11.</td>
<td>8.5</td>
<td>7.3</td>
<td>5.9</td>
</tr>
<tr>
<td>12.</td>
<td>16.7</td>
<td>13.3</td>
<td>8.9</td>
</tr>
<tr>
<td>13.</td>
<td>8.4</td>
<td>7.3</td>
<td>5.8</td>
</tr>
<tr>
<td>14.</td>
<td>2.8</td>
<td>2.7</td>
<td>2.5</td>
</tr>
</tbody>
</table>

**COMMAND DATA FOR PLOTTING**

- Dump summary of all 3D points
- **DUM**
  - Set viewing distance at 30 in. for perspective
- **DIST** 30.
  - Set lower left of screen, 4.1 inches left and 3.1 up, plus re-scaling of object to 8 in. wide, 6 in. deep and 6 in. long
- **SCRN** -4.1 -3.1 8. 6. 6.
  - Re-scale object to fill screen
- **BOX** 1. 1. 1.
  - Pitch object -90 degrees
- **PITC** -90.
  - Yaw object -65 degrees
- **YAW** -65.
Table M-1 (contd)

SAMPLE USER INPUT DECK WITH COMMENTS

- Pitch object 25 degrees
  21. PITC 25.
- Scale view to fill .9 of screen
  22. BOX .9
- Set center of picture 10 in. forward and 6 in. up and plot
  23. PLOT 10. 6.
- Dash hidden lines
  24. HIDE 2.
- Set center of picture 10 in. forward and 6 in. up and plot
  25. PLOT 10. 6.
- Suppress hidden line option
  26. HIDE
- Re-initialize the matrix to give an X-Y view (isometric)
  27. REIN
- Pitch object -90 degrees for an X-Z view
  28. PITC -90
- Request isometric view (viewing distance of blank or zero
  is interpreted as request for isometric view)
  29. DIST
- Scale view to fill 0.9 of the available X and Y dimensions of screen
  30. BOX 0.9 0.9
- Advance 10 in. in X, 6 in. up in Y and plot
  31. PLOT 10. 6.
Table M-1 (concl)

SAMPLE USER INPUT DECK WITH COMMENTS

- Yaw by -90 degrees to give Y-Z view

32. YAW -90.
- Scale view to fill 0.9 of the available Y and Z dimensions of screen

33. BOX 0.9 0.9
- Advance 10 in. in X, 6 in. in Y and plot

34. PLOT 10. 6.
- Terminate the plot tape

35. PLOT
Fig. M-1 THREE DIMENSIONAL VIEW OF TEMPERATURE RISES
Fig. M-2 THREE DIMENSIONAL VIEW OF TEMPERATURE RISES WITH HIDDEN LINES
Fig. M-3 2D Temperature Profiles (X,Z) in Radial Direction
The processing flow and subroutine structure of the system are shown in Fig. M-5. The processing is divided into three parts. The first part of the main program (called COLUMN) reads temperature data generated by the Corneal or Retinal Models and prints a summary of this data. The second part of the program builds a consolidated array of three-dimensional point data. This array is arranged in the specific format for subsequent plotting and contains not only the criss-cross gridwork of scientific data, but all axial and labelling data as well. The subroutine POLSUR and its subsidiaries PCROSS and EQUIV are used to build the mesh points into a criss-cross pattern of plotting strokes with embedded normals to be used in hidden line views. The routines SYMCON (for symbol control) and AXES (for generated 3D axial information) are used to generate axial stroke lines and symbol and numeric size and positioning information.

At this point the main program relinquishes control to the subroutine 'READIN'. This subroutine is structured to read general plot information and to plot current views of the three-dimensional object. The READIN routine can be used to generate as many plots of the data as desired. In the particular example documented in Section 2, two general perspective space-views and two isometric plane views were all obtained from the same user input deck.

The Subroutine 'READIN' calls the principal plotting routine - namely 'SSPLOT'. The 'SSPLOT' routine in turn calls CALCOMP software and four other subroutines - namely, the 'WINDOW' routine to zoom in on a localized area of a plot, the 'MMULT' routine to multiply 4x4 matrices to produce a consolidated matrix containing all the scaling and positioning data relating to the current view of the object; the 'PERSPT', routine to generate a 4x4 matrix in response to a user's request for translation, rotation or scaling and a dummy 'OFFSET' routine. The 'OFFSET' routine has no function in the CALCOMP version of this system. However, at IITRI a real 'OFFSET' routine is used to control a Tektronix Graphics terminal in a CALCOMP interface mode.
Fig. M-5 SYSTEM PROCESSING STRUCTURE
As shown in Fig. M-5 all phases of this program yield summary print data to aid the user in verifying not only his input, but also the results of intermediate processing. A listing of the entire code is at the rear of this appendix.

4. **DETAILED USER INPUT TO THE PLOT PROGRAM**

The user's interface with the plotting portion of this program is controlled by the subroutine 'READIN'. This program is designed to read and list cards under a uniform format and to immediately execute the user's command indicated. The uniform format for all cards is shown below.

<table>
<thead>
<tr>
<th>Columns</th>
<th>Columns</th>
<th>Columns</th>
<th>Columns</th>
<th>Columns</th>
<th>Columns</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - 4</td>
<td>11 - 20</td>
<td>21 - 30</td>
<td>31 - 40</td>
<td>41 - 50</td>
<td>etc.</td>
</tr>
</tbody>
</table>

Key word | First    | Second   | Third    | Fourth   |
left-justified | Parameter | Parameter | Parameter | Parameter |

A keyword in alphanumeric format is entered in Columns 1 - 4. Parameters - as applicable - are entered as floating point numbers in fields 10 characters wide starting with column 11. Of course, a blank entry is always read as a floating number with value zero. A user's card is always printed as read and if the keyword does not match the dictionary of keywords a clear diagnostic is produced and processing terminates.

Certain conventions should be described relative to the philosophy for viewing the object. A single matrix stores all of the user's consolidated requests for rotations, scaling and translation of the object. At program start this matrix, without any other information, would plot an isometric x-y view of the object where the user's numbers (x, y and z) are all interpreted as real inches. Of course, if x and y coordinates are in hundredths of a centimeter and temperature rise is in full degrees, such a view, if there is space on the plotter, would be little more than a vertical line because of disparity between coordinate magnitudes. Accordingly, the data can be scaled to fill a desired viewing area and to allow for proportional...
scaling of axes. Rotated spatial views of the object are obtained by successive simple commands to roll, pitch or yaw the object from the initial viewing position. These commands are usually employed only after the 'BOX' command which centers the object on the origin and allows more reasonable application of successive rotational commands.

The viewer considers that the permanent x-axis lies to a horizontal right direction, the y-axis is vertical and up and the permanent z-axis is coming out toward him. If the viewer enters a command to roll 45°, the object will perform a 45° movement clockwise in the viewing plane. If he commands it to pitch 45° the object will rotate around the x-axis so that the top part of the screen will come toward him. If the viewer commands the object to yaw 45° the object will rotate around the permanent y-axis so that right most portion of the screen will move away from him. All of these commands are based on a right hand rule to determine orientation. Good three-dimensional views are usually built-up by a succession of three-rotational commands (such as in example 2).

The above gives some insight into the positioning philosophy of this model. What follows is a detailed description of each input command for the plotting system.

Keyword

\[
\begin{array}{cccccc}
1 & 1 & 21 & 31 & 41 & 51 \\
P & a & x & y & z & w \\
\end{array}
\]

The symbol 'P' denotes that a point or vector is being added to the data base of point P. Here P consists of a two digit real number of the form AB. The tens digit 'A' defines the mode in which the vector stroke to the current point should be plotted as follows:

- A = 0 maintain current mode
- A = 1 plot solid lines through succeeding points
- A = 2 plot dashed lines through succeeding points
- A = 3 plot only the points themselves
- A = 4 plot a string of dashed points through succeeding points

In case A = 5, the entry is not a point, but a vector attached to the previous point (this is used in hidden line views).
The units digit B carries the following interpretations:

- \( B = 0 \) plot no special symbol at the point
- \( B = 1 \) plot a Calcomp centered symbol at the point - the value of the symbol is held in w.
- \( B = 2 \) plot a floating number at the point - the value of the number is in w.
- \( B = 3 \) plot an alphanumeric label at the point. The label is held in the word w.

(note: since the card parameters are all read under a floating point format, this option cannot be obtained through an input card).

The second, third and fourth parameters are x, y, z coordinates of a point and the w-coordinate carries the meaning as indicated in the explanation of the 'B' digit value.

In the present application of the model, this point array is built-up automatically in the COLUMN program and the user is not required to input data under this format.

**INIT**

The 'INIT' command initializes all plot data including zeroing out all point arrays. It also initializes the plot buffer. Plotting cannot occur until the INIT routine is called, either directly or indirectly. (Please note that in the 'COLUMN' model this command is called automatically at the beginning of the run).

**ROLL** \( A \)

The 'ROLL' command indicates that the object should move counterclockwise in the viewing plane by an angle A.

**PITC** \( A \)

The pitch command indicates that the object should 'pitch' by A degrees around the horizontal axis.

**YAW** \( A \)

This command indicates that the object should 'yaw' by A degrees (i.e., rotate around the fixed y-axis).
SCAL  A  B  C

This command rescales the current object. If the factors B and C are both zero, then all three dimensions are rescaled uniformly by the factor A. Otherwise, the x, y, and z coordinates are independently scaled by the factors A, B, and C respectively.

TRAN  A  B  C

The command 'TRAN' effects a translation of the current object position through a sector (A,B,C). It should be noted that all of the previous commands are cumulative - that is, they operate on the current transformed position and scale of the object.

DIST  A  B  x  y

The distance command adjusts the distance of the observer from the object. If no parameters or else zero parameters are input, the projection will simply be parallel. If only one non-zero parameter A is input, then the distance of the observer from the origin of coordinates and of the projection plane from the viewer are both interpreted as A units. Otherwise A is the distance of the viewer from the origin and B is the distance of the paper (on which the object is projected) from the viewer. Optionally third and fourth parameters (x and y, may be added to allow the viewer to shift his viewing position.

REIN

This command, mnemonic for re-initialize, is entered to restart the transformation matrix from the position of an identity transformation. All of the previously built up results from roll, pitch, yaw, scale, box and translation commands are lost.
HIDE A

The 'HIDE' command is used to turn the hidden line calculation on or off. If parameter A is zero, the hidden line calculation is turned off. If A is 1.0, hidden lines are removed and if A is 2.0 hidden lines are dashed. The hidden line calculation can only be effected where normal vectors have been entered and depends simply on whether the normal is leaning away from or toward the observer.

SIGN A

The SIGN command can be used to reverse the sense of surface normals entered in the data base.

WIND A B C D

The 'WINDOW' command is used to turn the window option on or off and to set the parameters for windowing. A and B are lower left hand coordinates of the windowed area and C and D are width and height of the window area in terms of display coordinates. In particular, if a SCREEN option is in effect, then the origin of coordinates is at the center of the screen. The Window option is not modal - it is only in effect for the plot command immediately following. However, it can be reactivated by entering a 'WIND' card with no parameters. In this case, 'WINDOW' will be switched on again and the old window parameters will be used. The window option does result in a permanent change of the display matrix whenever the 'Screen' option is in effect. In this case, the windowed area is automatically blown up to fill the Screen area. Otherwise "Window" merely acts to scissor unwanted parts of a plot.

SCRN A B C D E

The 'Screen' command sets up the physical size of the display area and draws a border around that area for every plot. The screen command is modal, and remains in effect until it is
turned off. The parameters $A$ and $B$ describe the coordinates of the lower left corner of the screen and $C$ and $D$ describe the width and height. These units are all in inches. If no window command is in effect, then the screen acts as an automatic window area for scissoring the plot lines. A fifth parameter $E$ may also be entered. In this case, the user defines a three-dimensional geometric box so that the object can subsequently be rescaled to fill that box.

BOX $A$ $B$ $C$

The 'BOX' command causes the object to fill a fraction of the screen area. The object is first centered on its center of gravity and then rescaled from there to fill a proportion of the available viewing area. In case only one parameter, $A$, is entered, a single scale is applied to all three axes. If all three parameters are entered, then the object is scaled to fill the specified $x$, $y$, $z$ screen width. The BOX command is used frequently to attain 'full' views of an object after rotation.

FACT $A$

The factor command simply blows up or shrinks all plotting by the factor $A$.

PLOT $A$ $B$ $C$

The plot command causes the current view of the object to be actually plotted. Parameters $A$ and $B$ define the relative $x$ and $y$-advance on the Calcomp for a new origin of coordinates. If the parameter $C$ is entered with a negative value the plot file is terminated. The plot file must always be explicitly terminated.

USER

The user command is simply designed to allow a user to branch to his own input routine. Of course the user would have to supply the coding to effect such input. In its present form, the 'USER' subroutine is a dummy subroutine.
PRIN

This is presently a dummy statement - eventually it may be used to control the level and amount of print information.

END

This word terminates the READIN program and allows control to pass to a higher level routine.

DUM

This word requests a summary of the current number of points in the data base and of the x-y-z range of the data.
LISTING OF CODE FOR 3D PLOTS
## SAMPLE INPUT DATA

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>7</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>5.15</td>
<td>2.5-3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>12</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.0000</td>
<td>.0010</td>
<td>.0020</td>
<td>.0030</td>
</tr>
<tr>
<td>6</td>
<td>4.2287</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-.8862</td>
<td>.8862</td>
<td>1.5110</td>
<td>1.7313</td>
</tr>
<tr>
<td>8</td>
<td>1.8522</td>
<td>1.8649</td>
<td>1.8922</td>
<td>1.9699</td>
</tr>
<tr>
<td>9</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>4.8</td>
<td>4.0</td>
<td>3.3</td>
<td>2.8</td>
</tr>
<tr>
<td>11</td>
<td>8.5</td>
<td>7.3</td>
<td>5.9</td>
<td>4.5</td>
</tr>
<tr>
<td>12</td>
<td>16.7</td>
<td>13.3</td>
<td>8.9</td>
<td>5.6</td>
</tr>
<tr>
<td>13</td>
<td>8.4</td>
<td>7.3</td>
<td>5.8</td>
<td>4.4</td>
</tr>
<tr>
<td>14</td>
<td>2.8</td>
<td>2.7</td>
<td>2.5</td>
<td>2.3</td>
</tr>
<tr>
<td>15</td>
<td>DUM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>DIST</td>
<td>30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>SCRN</td>
<td>-4.1</td>
<td>-3.1</td>
<td>8</td>
</tr>
<tr>
<td>18</td>
<td>BOX</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>PITC</td>
<td>-90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>YAW</td>
<td>-65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>PITC</td>
<td>25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>ROX</td>
<td>.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>PLOT</td>
<td>10</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>HIDE</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>PLOT</td>
<td>10</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>HIDE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>REIN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>PITC</td>
<td>-90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>DIST</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>BOX</td>
<td>0.9</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>PLOT</td>
<td>10</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>YAW</td>
<td>-90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>BOX</td>
<td>0.9</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>PLOT</td>
<td>10</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>PLOT</td>
<td>-1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
I VALUES DESIGNATING RANGE OF Z(I) VALUES FOR PLOTTING.

II1.II2.

RANGE=Z(I11) TO Z(I12)

JJ1.JJ2.

J VALUES DESIGNATING RANGE OF R(J) VALUES FOR PLOTTING.

RANGE=R(JJ1) TO R(JJ2)

R(J).

ORDINATE, CM

RGR.

RANGE OF R VALUES TO BE PLOTTED, CM

RGV.

RANGE OF TEMPERATURE VALUES TO BE PLOTTED, C

RGZ.

RANGE OF Z VALUES TO BE PLOTTED, CM

TIMEX.

TIME AT WHICH TEMPERATURE RISE VALUES ARE PLOTTED, SEC

V(I+J).

TEMPERATURE RISE AT TIME TIMEX(K), C

Z(I).

ABSISSA, CM

REAL LA.

COMMON/PLBAS1/ P(4,3001), ICON(3001), NUM, NUMAX

COMMON/PLBAS2/ AP(16), AV(16), CP(16), DAT(8)

DIMENSION LA(4)

DIMENSION RR(100), PT(3), RP(100)

DIMENSION R(11), V(23), Z(23)

DATA LA, 11H9 CM, 4 HR, CM, 4 H T, C, 4 HRUN=/

DAT(1)=1.0

CALL SSPLT

READ(5,9)NRUN, NPULSE, REP: T

9 FORMAT(2I7, F7.1)

READ (5, 10) DPULSE, WAVE, RIM

10 FORMAT(3E8.3)

READ (5, 11) III1, III2, III3, JJ1, JJ2

11 FORMAT (5I7)

READ (5, 11) N, M3

27.

READ (5, 12) (R(J), J=1, N3)

12 FORMAT (10F7.4)

READ (5, 10) TIMEX

31.

DO 15 I=III1, III2

15 CONTINUE

16.

FORMAT (10F7.2)

C *** START OF PROGRAM FOR PLOTTING

20 CONTINUE

RGR=R(JJ2)-R(JJ1)

RGZ=Z(I12)-Z(I11)

RGV=0.

DO 20 I=III1, III2

40 CONTINUE

DO 20 J=JJ1, JJ2

41 CONTINUE

IF (V(I+J), GT, RGV) RGV=V(I+J)

42.

20 CONTINUE

WRITE (6, 21) RGZ, RGR, RGV

21 FORMAT (1H0, 4H RGR=, E8.3, 2X, 4HRGR=, E8.3, 2X, 4HRGV=, E8.3)

WRITE (6, 22) I, (V(I+J), J=JJ1, JJ2)

22 FORMAT (1H0, 2HI=, 12/(IX, 10F7.2))
COL.UMNCO)

58. DO 100 N=1,IDIF
59. DO 100 M=1,JDIF
60. I1=II1+N-1
61. J1=J1+M-1
62. P(1,NM)=R(J1)
63. P(2,NM)=Z(I1)
64. P(3,NM)=V(I1+J1)
65. ICON(NM)=10
66. IF(M*NE.1) ICON(NM)=0
67. NM=NM+1
68. 100 CONTINUE

69. DO 200 M=1,JDIF
70. DO 200 N=1,IDIF
71. J1=J1+M-1
72. I1=II1+N-1
73. P(1,NM)=R(J1)
74. P(2,NM)=Z(I1)
75. P(3,NM)=V(I1+J1)
76. ICON(NM)=10
77. IF(N*NE.1) ICON(NM)=0
78. NM=NM+1
79. 200 CONTINUE

80. NUMAX=3000
81. NUM=NM+1
82. CALL POLSUR(JDIF,IDIF)
83. DO 150 MM=1,JDIF
84. M=JJ1+MM-1
85. NUM=NUM+1
86. P(1,NM)=R(M)
87. P(2,NM)=Z(I11)
88. P(3,NM)=0.0
89. ICON(NUM)=10
90. NUM=NUM+1
91. P(1,NM)=R(M)
92. P(2,NM)=Z(I11)
93. P(3,NM)=V(I11,M)
94. ICON(NUM)=0
95. 150 CONTINUE

96. DO 160 MM=1,JDIF
97. M=JJ1+MM-1
98. NUM=NUM+1
99. P(1,NM)=R(M)
100. P(2,NM)=Z(I12)
101. P(3,NM)=0.0
102. ICON(NUM)=10
103. NUM=NUM+1
104. P(1,NM)=R(M)
105. P(2,NM)=Z(I12)
106. P(3,NM)=V(I12,M)
107. ICON(NUM)=0
108. 160 CONTINUE

109. DO 170 NN=1,IDIF
110. NUM=NUM+1
111. N=NN+111-1
112. P(1,NUM)=R(JJ2)
113. P(2,NUM)=Z(N)
114. P(3,NUM)=0.0
ICOL\(\text{NUM}\)=10
NUM=NUM+1
P(1,NUM)=R(JJ2)
\(P(2,NUM)=Z(I13)\)
\(P(3,NUM)=V(I13,JJ2)\)
ICON(NUM)=0
CONTINUE
NUM=NUM+1
P(1,NUM)=R(JJ2)
\(P(2,NUM)=Z(I11)-RG*0.25\)
\(P(3,NUM)=RGV*0.5\)
\(P(4,NUM)=LA(3)\)
ICON(NUM)=32
NUM=NUM+1
P(1,NUM)=R(JJ2)*RG+0.1
\(P(2,NUM)=Z(I11)*RGZ*0.5\)
\(P(3,NUM)=0.0\)
\(P(4,NUM)=LA(1)\)
ICON(NUM)=32
NUM=NUM+1
P(1,NUM)=R(JJ1)*RGR*0.5
\(P(2,NUM)=Z(I11)*RGZ*0.1\)
\(P(3,NUM)=0.0\)
\(P(4,NUM)=LA(2)\)
ICON(NUM)=32
CALL SYMCON(*07,4,-1,1,-1,2)
NUM=NUM+1
P(1,NUM)=R(JJ2)
\(P(2,NUM)=Z(I11)\)
\(P(3,NUM)=0.0\)
\(P(4,NUM)=R(JJ2)\)
ICON(NUM)=33
C-------- X-AXIS AT Y=Z(I11)
RP(1)=JDIF
DO 300 KK=1,JDIF
IJ=KK*2
JK=JJ1+KK-1
RP(IJ)=R(JK)
IJ=IJ+1
RP(IJ)=+1
CONTINUE
PRINT 398
398 FORMAT(10X,' X-AXIS')
PRINT 399,(RP(LL),LL=1,IJ)
399 FORMAT(5X,10F10.4)
PT(1)=R(JJ1)
PT(2)=Z(I11)
PT(3)=0
LAB=1
CALL AXES(RP,PT,LAB,2,1)
C-------- X-AXIS AT Y=Z(I12)
PT(1) = R(JJ1)
PT(2) = Z(II2)
PT(3) = 0
LAB = 1
CALL AXES(RP*PT*LAB*2*2)
CALL SYMCON(0,07,4,1,1,-1,2)

C-------- YAXIS AT X=R(JJ1)
RP(1) = IDIF
IK = KK + 2
JK = II + KK - 1
RP(II) = Z(JK)
IJK = II + 1
RP(IIJ) = -1
CONTINUE
PRINT 397
FORMAT(10X, 'Y-AXIS')
PRINT 399, (RP(II), II = 1, IJ)
PT(1) = R(JJ1)
PT(2) = Z(II1)
PT(3) = 0
LAB = 2
CALL AXES(RP*PT*LAB*2, 2)
C-------- Y-AXIS AT TOP. OF V
PT(1) = R(JJ2)
PT(2) = Z(II1)
PT(3) = RGV
LAB = 2
CALL AXES(RP*PT*LAB*2, 1)
C-------- Z-AXIS AT X=R(JJ1), Y=Z(II1)
CALL SYMCON(0.07, 1,-1, 1, 1, 2)
RP(1) = RGV + 1
RR(1) = RGV + 1
II = RR(1) + 1
DO 302 KK = 1, II
IJK = KK + 2
RP(IIJ) = KK - 1
RR(IIJ) = KK - 1
IJK = IJK + 1
RR(IIJ) = -(1)**(KK + 1)
RP(IIJ) = -1,
CONTINUE
PRINT 396
FORMAT(10X, 'Z-AXIS')
PRINT 399, (RR(II), II = 1, IJ)
PT(1) = R(JJ1)
PT(2) = Z(II1)
PT(3) = 0
LAB = 3
M23
CALL AXES(RR,PT,LAB,2,1)
PT(1)=R(JJ1)
PT(2)=Z(J12)
PT(3)=0.
LAB=3
CALL AXES(RP,PT,LAB,2,1)
DO 299 LL=1,NUM
PRINT 199,LL,ICON(LL),P(1,LL),P(2,LL),P(3,LL)
199 FORMAT(5X,5F15.4)
299 CONTINUE
C
C------ END OF PLOT SETUP
C
WRITE(6,35) WAVELEN, NPULSE
35 FORMAT(1H0,11H WAVELENGTH=,EB.3,12HCN,10X,17H NUMBER OF PULSES=,I5)
WRITE(6,36) DPULSE, RIM
36 FORMAT(1H0,12HPULSE WIDTH=,EB.3,10X,13H IMAGE RADIUS=,EB.3)
WRITE(6,37) REPET
37 FORMAT(1H0,16H REPETITION RATE=,EB.3,10H PULSES/SEC)
C
WRITE(6,40) AXIAL DISTANCE, CM
40 FORMAT(1H0,17H AXIAL DISTANCE CM)
WRITE(6,41) RADIAL DISTANCE, CM
41 FORMAT(1H0,18H RADIAL DISTANCE CM)
WRITE(6,42) TEMPERATURE RISE, DEGREE C
42 FORMAT(1H0,25H TEMPERATURE RISE, DEGREE C)
WRITE(6,43) TIMEX, NRUN
43 FORMAT(1H0,27H TEMPERATURE RISE PROFILE AT EB.3,18HSEC (RUN=,I3,1H))
CALL PLOT(0,0,-3)
HT=-.07
A=TIMEX
B=NRUN
CALL SYMBOL(0,1,HT,29H TEMPERATURE RISE PROFILE AT 0,29)
XX=29*HT
CALL NUMBER(XX,1,HT,A,0,0,7)
XX=XX+12*HT
CALL SYMBOL(XX,1,HT,12HSEC -- RUN=,0,0,12)
XX=XX+12*HT
CALL NUMBER(XX,1,HT,B,0,0)
CALL READIN(IHR)
STOP
END
SUBROUTINE PCROSS(PA, PB, PC, V, IS)
DIMENSION PA(3), PB(3), PC(3), V(3)
DIMENSION VX(3), VY(3)
DO 10 I=1, 3
VX(I) = PB(I) - PA(I)
VY(I) = PC(I) - PA(I)
10 CONTINUE
V(1) = VX(2)*VY(3) - VX(3)*VY(2)
V(2) = -(VX(1)*VY(3) - VX(3)*VY(1))
V(3) = VX(1)*VY(2) - VX(2)*VY(1)
SUM = 0.0
DO 20 I=1, 3
20 SUM = SUM + V(I)*V(I)
SUM = SQRT(SUM) + 1.0E-20
DO 30 I=1, 3
30 V(I) = IS*V(I)/SUM
RETURN
END
EQUIV(0)

1. SUBROUTINE EQUIV(PA, PB)
2. DIMENSION PA(3), PB(3)
3. DO 10 I = 1, 3
4. 10 PA(I) = PB(I)
5. RETURN
6. END
SUBROUTINE POLSUR(M,N)
COMMON/LSTBM/P(4,3001),ICON(3001),NUM,NUMAX
DIMENSION W(3,500)
NCT=0
DO 10 I=1,N
DO 10 J=1,M
NCT=NCT+1
DO 10 L=1,3
W(L,NCT)=P(L,NCT)
CONTINUE
NUM=0
DO 20 N1=1,N
NLO=N1
MM=M-1
DO 20 M1=1,MM
MLO=M1
NUM=NUM+1
NA=M1+N1*M-M
CALL EQUIV(P(1,NUM),W(1,NA))
ICON(NUM)=0
IF(M1.EQ.1) ICON(NUM)=10
NUM=NUM+1
NA=M1+(N1-1)*M
CALL EQUIV(P(1,NUM),W(1,NA))
ICON(NUM)=0
NUM=NUM+1
ISIGN=1
IF(N1.NE.1) ISIGN=-1
NA=MLO+(NLO-1)*M+1
NB=NA-1
NC=NA+ISIGN*M
ISIGN=-ISIGN
CALL PCROSS(W(1,NA),W(1,NB),W(1,NC),P(1,NUM),ISIGN)
ICON(NUM)=50
CONTINUE
DO 30 M1=1,M
MLO=M1
NN=N-1
DO 30 N1=1,NN
NLO=N1
NUM=NUM+1
NA=M1+(N1-1)*M
CALL EQUIV(P(1,NUM),W(1,NA))
ICON(NUM)=0
IF(N1.EQ.1) ICON(NUM)=10
NUM=NUM+1
NA=M1+(N1-1)*M+M
CALL EQUIV(P(1,NUM),W(1,NA))
ICON(NUM)=0
NUM=NUM+1
ISIGN=1
IF(M1.EQ.M) ISIGN=-1
NA=MLO+(NLO-1)*M+M
NB=NA+ISIGN
NC=NA*M
ISIGN=-ISIGN
CALL PCROSS(W(1,NA),W(1,NB),W(1,NC),P(1,NUM),ISIGN)
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58. ICON(NUM) = 50
59. 30 CONTINUE
60. RETURN
61. END
OFFSET(0)

1. SUBROUTINE OFFSET(XDUM,YDUM)
2. C---- DUMMY OFFSET ROUTINE FOR CALCOMP
3. RETURN
4. END
SUBROUTINE SYMCON(HH, NN, XX, YY)

COMMON/PLBAS1/ P(4, 3001), ICON(3001), NUM, NUMAX

NUM = NUM + 1

DO 10 I = 1, 3
   10 P(I, NUM) = 0.0

P(4, NUM) = HH
ICON(NUM) = 71
NUM = NUM + 1

DO 20 I = 1, 3
   20 P(I, NUM) = 0.0

P(4, NUM) = NN
ICON(NUM) = 72
NUM = NUM + 1

DO 30 I = 1, 3
   30 P(I, NUM) = 0.0

P(4, NUM) = XX
ICON(NUM) = 73
NUM = NUM + 1

DO 40 I = 1, 3
   40 P(I, NUM) = 0.0

P(4, NUM) = YY
ICON(NUM) = 74
RETURN

END
SUBROUTINE AXES(R,PT,LAB,MODE,NCON)
COMMON/PLBAS1/ P(4,3001),ICON(3001),NUM,NUMAX
DIMENSION R(I),T(102)
DATA NT/100/
DATA BIG/1.0E+20/
C--- OBJECTIVE OF ROUTINE IS TO GENERATE AXIS DATA IN THE THREE
C--- DIMENSIONAL POINT DATA BASE
C--- INPUT IS THRU CALLING ARGUMENTS AS FOLLOWS
C--- LAB SHOULD BE 1 OR 2 OR 3 DENOTING X, Y OR Z AXIS INFORMATION
C--- IF MODE IS 1 THEN R(1,2,3 AND 4) DENOTE RESPECTIVELY THE START,
--- INCREMENT, NUMBER OF INCREMENTS AND INCREMENT FOR NUMBERING
C--- MODE=2 MEANS THAT THE TICK DATA IS STORED IN THE ARRAY R SO THAT
C--- R(1) IS THE NUMBER OF POINTS, R(2) IS THE VALUE FOR THE FIRST,
C--- MARK, R(3) IS POSITIVE IF A NUMBER SHOULD BE PLOTTED, AND NEGATIVE
C--- OTHERWISE AND SO ON
C--- IN THE CASE OF EACH MODE, TICK DATA IS BUILT INTO THE LOCAL ARRAYS
C--- T AS A BUFFER, AND THEN TRANSFERRED TO THE POINT ARRAY
GO TO (10,20),MODE
10 CONTINUE
START=R(1)
AINC=R(2)
NO=R(3)
IVINC=R(4)
IRR=1
IF(NO.LE.0) GO TO 998
IRR=2
IF(NO.GT.NT/2) GO TO 998
T(1)=NO
SMIN=RIG
SMAX=-BIG
DO 11 I=1,NO
  T(2*I)=START+(I-1)*AINC
  T(2*I+1)=SMIN
  SMIN=AMIN1(T(2*I),SMIN)
11 CONTINUE
IF(IVINC.LE.0) GO TO 10
IF(MOD(I-IVINC),EQ1) T(2*I+1)=1.0
GO TO 100
20 CONTINUE
NO=R(1)
IRR=3
IF(NO.LE.0) GO TO 998
IRR=4
IF(NO.GT.NT/2) GO TO 998
SMIN=RIG
SMAX=-BIG
DO 21 I=1,NO
  T(2*I)=R(2*I)
  T(2*I+1)=R(2*I+1)
21 CONTINUE
100 CONTINUE
JTEM=NUM
DO 110 I=1,NO
  JTEM=JTEM+1
110 DO 120 J=1,3
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120 P(J,JTEM)=PT(J)
121 P(4,JTEM)=LAB
122 P(LAB,JTEM)=T(2*1)
123 IF(I.FQ.1) ICON(JTEM)=NCON*10+1
124 IF(I.NE.1) ICON(JTEM)=1
110 CONTINUE
64. NUM=NUM+1
65. JTEM=NUM
66. DO 130 I=1,NO
67. IF(T(2*I+1).LT.0.0) GO TO 130
68. NUM=NUM+1
69. JTEM=JTEM+1
70. DO 140 J=1,3
71. P(J,JTEM)=PT(J)
72. P(LAB,JTEM)=T(2*I)
73. ICON(JTEM)=33,
74. P(4,JTEM)=T(2*I)
130 CONTINUE
999 IRR=0
77. RETURN
998 WRITE(6,997) IRR
997 FORMAT(/,15ERROR IN AXES ROUTINE, IRR= ',I16,'/)
80. RETURN
81. END
SUBROUTINE DEC00(PP, VV, AAJCON, ISYM, IVEC, I)

COMMON/PLBAS1/ P(4,3001), ICON(3001), NUM, NUMAX
COMMON/PLBAS2/ AP(16), AV(16), CP(16), DAT(7)
COMMON/PLBAS3/ WINXL, WINYL, WINWX, WINWY, WINW
COMMON/PLBAS4/ SCRXL, SCRNYL, SCRNXW, SCRNYW, ISCRN
COMMON/PLBAS5/ SIG, NORSN, PL, T, IM
COMMON/PLBAS7/ HI, NDECFX, XLate, YLATE

DIMENSION PP(3), VV(3)

IVEC=0

IF (I.GE.NUMAX) GO TO 999
IF (I.GT.NUM) GO TO 999

DO 10 L=1,3
10 PP(L)=P(L*I)

AA=P(4*I)

JCON=ICON(I)/10
ISYM=ICON(I)-10*JCON

IF (JCON.GE.5) GO TO 997
IF (ISYM.GT.3) GO TO 999
INEX=ICON(I+1)/10
IVEC=0

IF (INEX.NE.5) GO TO 998
I=I+1

DO 20 L=1,3
20 VV(L)=P(L*I)

IVEC=1

998 CONTINUE
RETURN

999 CONTINUE
I=1
RETURN

997 CONTINUE
IVEC=999

IF (JCON.NE.7) RETURN
IF (ISYM.EQ.1) HT=P(4*I)
IF (ISYM.EQ.2) NDECFX=P(4*I)
IF (ISYM.EQ.3) XLate=P(4*I)
IF (ISYM.EQ.4) YLATE=P(4*I)
RETURN

END
SUBROUTINE SSPLT

COMMON/PLBAS1/ P(4,3001),ICON(3001),NUM,NUMAX
COMMON/PLBAS2/ AP(16),AV(16),CP(16),DAT(7)
COMMON/PLBAS3/ WINXL,WINYL,WINXW,WINYW,WINW
COMMON/PLBAS4/ SCRNXL,SCRNYL,SCRNXW,SCRNYW,SCRNZW,ISCRN
COMMON/PLBAS5/ SIGNOR,SNPLOT,IH
COMMON/PLBAS6/DIMAGE,DOXY,DOBY
COMMON/PLBAS7/HT,NDECFX,XLATE,YLATE

C--- AP*AV ARE PROJECTIVE NON SINGULAR MATRICES WHICH RECORD THE
C--- CURRENT POSITION OF THE POINT SET
C--- IH THE HIDDEN LINE FLAG
C--- ZVIEW IS DISTANCE OF VIEWERS EYE FROM PROJECTION(XY) PLANE
C--- DAT CONTAINS THE COMMAND DATA FOR EXECUTING PIECES OF THIS ROUTI
C--- SIGNOR THE SIGN APPLIED TO THE SURFACE NORMALS
C--- P CONTAINS XYZ DATA OF POINTS, VECTORS AND SYMBOL DATA IN 4TH PLC
C--- ICON CONTAINS TWO PACKED DIGITS AB WITH THE FOLLOWING MEANING
C--- A=0, CONTINUE PRESENT MODE OF PLOTTING, A=1 START CONNECTING POI
C--- BY STRAIGHT LINES, A=2 CONNECT PTS BY DASHED LINES, A=4 PLOT POI
C--- S ONLY, A=4 PLOT DASHED POINTS
C--- B=0 PLOT NO SYMBOL, B=1 PLOT CENTERED SYMBOL WHOSE VALUE IS P(4,
C--- PLOT LITERAL STRING IN FIELD P(4,) B=3 PLOT NUMBER IN FIELD P(4,
C--- SET UP WINDOW PARAMETERS
DATA SMALL/1.0E-10/,SMALL/1.0E-8/
DIMENSION AID(16),TP(16),BP(16)
DIMENSION RWID(3),RCEN(3),RMIN(3),RMAX(3)
DIMENSION IBUF(1000)
DIMENSION PP(3),VV(3)
DATA AID/10,0,4*G.Q,1.,4*00,10,4400,1.O/
IT=DAT(1)
GO TO (10,20,30,40,50,60,70,80,90,100,110,120,130,140,150),IT
C--- IT=1 INITIALIZE KEY VARIABLES WITH DEFAULT VALUES
NUM=0
IPRIN=0
HT=0.14
HT=0.07
SWIDTH=8.25
SHEIGT=6.5
ISCRN=-1
IWIN=-1
SCRNXL=0.0
SCRNYL=0.0
SCRNXW=8.5
SCRNYw=6.25
SCRNZL=SCRNXW
SXUNIT=1024.
SYUNIT=760.0
IHZ=0
ZVIEW=0.0
NERASE=0
HT=0.07
NDECFX=-1
XLATE=-1.1
YLATE=-1.1
NUM=0
CALL PLTS(IBUF,1000,10)
IPRIN=0
C---
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DO 11 I=1,16
BP(I)=AID(I)
AV(I)=AID(I)
BP(11)=0.0
C-- REPLACE INCREMENTAL VALUES WITH ABSOLUTE VALUES
NUMAX=3000
DO 13 L=1,NUMAX
DO 14 K=1,4
14 P(K,L)=0.0
ICON(L)=0
CONTINUE
70. DOBX=0.0
71. DOBY=0.0
72. GO TO 999
73. C-- 20,30 AND 40 ARE ROTATION COMMANDS
74. C-- IT=2 XYROT OR ROLL
75. 20 DAT(1)=1.0
76. CALL PERSPT(DAT,TP)
77. CALL MMULT(AP,TP,CP,1)
78. CALL MMULT(AV,TP,CP,1)
79. GO TO 999
80. C-- IT=3 YZROT OR PITCH
81. 30 DAT(1)=2.0
82. CALL PERSPT(DAT,TP)
83. CALL MMULT(AP,TP,CP,1)
84. CALL MMULT(AV,TP,CP,1)
85. GO TO 999
86. C-- IT=4 ZXROT OR YAW
87. 40 DAT(1)=3
88. CALL PERSPT(DAT,TP)
89. CALL MMULT(AP,TP,CP,1)
90. CALL MMULT(AV,TP,CP,1)
91. GO TO 999
92. C-- IT=5 SCALE
93. 50 DAT(1)=4
94. CALL PERSPT(DAT,TP)
95. CALL MMULT(AP,TP,CP,1)
96. GO TO 999
97. C-- IT=6 TRANSLATION
98. 60 DAT(1)=5
99. CALL PERSPT(DAT,TP)
100. CALL MMULT(AP,TP,CP,1)
101. GO TO 999
102. C-- IT=7 SETUP PROJECTION ONTO XYPLAN FROM VIEWERS POSITION
103. 70 DAT(1)=6
104. ZVIEW=DAT(2)
105. DIMAGE=DAT(2)
106. DORIG=DAT(3)
107. DOBX=DAT(4)
108. DOBY=DAT(5)
109. CALL PERSPT(DAT,BP)
110. GO TO 999
111. C-- REIDENTIFY THE TRANSFORMATION MATRICES
112. 80 DO BI I=1,16
113. AP(I)=AID(I)
114. AV(I)=AID(I)
LSPLOT(0)

115. GO TO 999
116. C--- SETUP THE HIDDEN LINE FLAG
117. 90 IH=DAT(2)
118. GO TO 999
119. 100 SIGNOR=DAT(2)
120. GO TO 999
121. 110 CONTINUE
122. IWIN=-1
123. IF(DAT(2)**2*DAT(3)**2*DAT(4)**2*DAT(5)**2.LT.SMALL) GO TO 999
124. IWIN=1
125. WINXL=DAT(2)
126. WINYL=DAT(3)
127. WINXW=DAT(4)
128. WINYW=DAT(5)
129. GO TO 999
130. C--- SCREEN PARAMETERS INTRODUCED
131. 120 CONTINUE
132. ISCRN=-ISCRN
133. IF(DAT(2)**2*DAT(3)**2*DAT(4)**2*DAT(5)**2.LT.SMALL) GO TO 999
134. SCRNXL=DAT(2)
135. SCRNYL=DAT(3)
136. SCRNXW=DAT(4)
137. SCRNYW=DAT(5)
138. SCRNZW=DAT(6)
139. ISCRN=1
140. GO TO 999
141. C--- BOX COMMAND, SCALE THE OBJECT TO FILL THE SCREEN
142. 130 CONTINUE
143. IF(ISCRN.LT.0) GO TO 999
144. PROA=DAT(2)
145. PROB=DAT(3)
146. PROC=DAT(4)
147. C--- DETERMINE THE XYZ EXTENT OF THE TRANSFORMED OBJECT
148. DO 131 L=1,3
149. RMIN(L)=1.0E+20
150. 131 RMAX(L)=-1.0E+20
151. I=0
152. 137 I=I+1
153. IF(I.GT.NUM) GO TO 138
154. CALL DECOD(PP,VV,AA,JCON,ISYM,IVEC,I)
155. IF(INFC.EQ.999) GO TO 137
156. IF(I.LT.0) GO TO 999
157. WW=PP(1)*AP(13)+PP(2)*AP(14)+PP(3)*AP(15)+AP(16)+SMALL
158. DO 132 L=1,3
159. L4=L**4
160. PPP=PP(1)*AP(L4-3)+PP(2)*AP(L4-2)+PP(3)*AP(L4-1)+AP(L4)/WW
161. RMIN(L)=AMIN0(PPP,RMIN(L))
162. RMAX(L)=AMAX0(PPP,RMAX(L))
163. 132 CONTINUE
164. GO TO 137
165. 138 CONTINUE
166. DO 133 L=1,3
167. RCEN(L)=(RMIN(L)+RMAX(L))/2.0
168. RWD(L)=-RMAX(L)-RMIN(L)+SMALL
169. QAT(L+1)=-RCEN(L)
170. 133 CONTINUE
171. C--- CENTERISE THE OBJECT AROUND THE ORIGIN
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172. DAT(1) = 5
173. CALL PERSPT(DAT, TP)
174. CALL MMULT(AP, TP, CP, 1)
175. C--- SCALE THE OBJECT INTO THE SCREEN AREA OR WINDOW AREA IF REQUESTED
176. IF(ISCRN.LE.0) GO TO 999
177. A = 1.0E+20
178. SX = SCRNXW/RWID(1)*PROA
179. IF(PROB.GT.0.0) GO TO 135
180. A = SCRNYW/RWID(2)*PROA
181. SX = AMIN1(SX, A)
182. DAT(2) = SX
183. DAT(3) = SX
184. DAT(4) = SX
185. GO TO 136
186. 135 CONTINUE
187. SY = SCRNYW/RWID(2)*PROB
188. DAT(2) = SX
189. DAT(3) = SY
190. DAT(4) = 1.0
191. IF(PROC.GT.0.0) DAT(4) = SCRNZW/RWID(3)*PROC
192. 136 CONTINUE
193. DAT(1) = 4
194. CALL PERSPT(DAT, TP)
195. CALL MMULT(AP, TP, CP, 1)
196. CALL MMULT(AV, TP, CP, 1)
197. IF(IWIN.LE.0) GO TO 999
198. C--- APPLY A FURTHER TRANSLATION AND SCALE IF WINDOW IS IN EFFECT
199. DAT(1) = 5
200. DAT(2) = (WINXL + WINXW/2.0)
201. DAT(3) = (WINYL + WINYW/2.0)
202. DAT(4) = 0.0
203. CALL PERSPT(DAT, TP)
204. CALL MMULT(AP, TP, CP, 1)
205. DAT(2) = SCRNXW/WINXW
206. DAT(3) = SCRNYW/WINYW
207. DAT(2) = AMIN1(DAT(2)*DAT(3))
208. DAT(3) = DAT(2)
209. DAT(4) = DAT(2)
210. DAT(4) = 1.0
211. DAT(1) = 1.0
212. CALL PERSPT(DAT, TP)
213. CALL MMULT(AP, TP, CP, 1)
214. CALL MMULT(AV, TP, CP, 1)
215. WINXW = SCRNXW
216. WINYW = SCRNYW
217. WINXL = SCRNXL
218. WINYL = SCRNYL
219. GO TO 999
220. C--- APPLY A STRAIGHT FACTOR TO ALL SUBSEQUENT PLTS
221. 140 CONTINUE
222. IF(DAT(2).LE.SMAL) GO TO 999
223. CALL FACTOR(DAT(2))
224. GO TO 999
225. C--- MAIN PLOT PROCESSING IS HERE
226. 150 CONTINUE
227. IF(DAT(4).LT.0.0) CALL PLOT(0., 0., -3)
228. IF(DAT(4).LT.0.0) CALL PLOT(DAT(2)*DAT(3), 999)
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229. IF(DAT(4).LT.0.0) GO TO 999
230. CALL PLOT(DAT(2),DAT(3),-3)
231. C--- OFFSET COMMAND FOR THE TEKTRONIX VERSION ONLY
232. CALL OFFSET(4,125,3,25)
233. 151 CONTINUE
234. CALL MMULT(AP,BP,CP,3)
235. C--- SETUP THE WINDOW, SCREEN AND PLOT BOUNDARIES
236. IF(IWIN.LE.0.0 AND ISCRN.LE.0.0) GO TO 154
237. IF(ISCRN.GT.0.0) GO TO 153
238. IF(IWIN.GE.0.0) GO TO 154
239. XL=WINXL
240. YL=WINYL
241. XW=WINXW
242. YW=WINYW
243. GO TO 152
244. 153 XL=SCRNXL
245. YL=SCRNYL
246. XW=SCRNXW
247. YW=SCRNYW
248. 152 CONTINUE
249. IF(DAT(2)**2*DAT(3)**2.GT.SMALL) CALL PLOT(XL+XW/2,YL+YW/2,0,3)
250. CALL PLOT(XL+YL/2,0)
251. CALL PLOT(XL+XW*YL+YW,2)
252. CALL PLOT(XL+YL+YW,2)
253. CALL PLOT(XL+YL/2)
254. CALL PLOT(XL+XW/2,0)
255. 154 CONTINUE
256. MOVNOW=0
257. IF(ISCRN.GT.0.0 OR IWIN.GT.0) CALL WINDOW(XL,YL,XW,YW,MOVNOW)
258. XLAS=0.0
259. YLAS=0.0
260. IPERM=0
261. NPLT=0
262. I=0
263. 301 I=I+1
264. IF(I.GT.NUM) GO TO 302
265. C--- MAIN PLOTTING LOOP
266. X1=XLAS
267. Y1=YLAS
268. C--- DECODE THE NECESSARY POINT AND AUXILIARY DATA
269. IA=I
270. CALL DECOD(PP,AA,JCON,ISYM,IVEC,IA)
271. IF(IVEC.EQ.999) GO TO 301
272. IF(I.NE.0) GO TO 300
273. I=IA
274. IF(JCON*5-JCON).NE.0) IPERM=JCON
275. IF(IPERM.EQ.0) GO TO 300
276. WNOW=PP(1)*CP(13)+PP(2)*CP(14)+PP(3)*CP(15)+CP(16)+SMALL
277. XNOW=(PP(1)*CP(1)+PP(2)*CP(2)+PP(3)*CP(3)+CP(4))/WNOW
278. YNOW=(PP(1)*CP(5)+PP(2)*CP(6)+PP(3)*CP(7)+CP(8))/WNOW
279. X2=XNOW
280. Y2=YNOW
281. MOVNOW=2
282. IF(IWIN.LT.0) GO TO 310
283. C--- MAKE THE REQUIRED WINDOW CHECK
284. MOVNOW=1
285. CALL WINDOW(X1,Y1,X2,Y2,MOVNOW)
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286. 310 CONTINUE
287. IF(MOVNOW.LT.0) GO TO 600
288. IF(IH.EQ.0 OR IVEC.LT.1) GO TO 320
289. C--- MAKE THE HIDDEN LINE/SURFACE NORMAL CHECK
290. VXNOW=VV(1)*AV(1)+VV(2)*AV(2)+VV(3)*AV(3)
291. VYNOW=VV(1)*AV(5)+VV(2)*AV(6)+VV(3)*AV(7)
292. VZNOW=VV(1)*AV(9)+VV(2)*AV(10)+VV(3)*AV(11)
293. PXNOW=PP(1)*AP(1)+PP(2)*AP(2)+PP(3)*AP(3)+AP(4)
294. PYNOW=PP(1)*AP(5)+PP(2)*AP(6)+PP(3)*AP(7)+AP(8)
295. PZNOW=PP(1)*AP(9)+PP(2)*AP(10)+PP(3)*AP(11)+AP(12)
296. IF(ABS(dp(15)).LT.0.0001) GO TO 330
297. ZVIEW=-BP(16)/BP(15)
298. D=(PXNOW-D0BX)*VXNOW+(PYNOW-D0BY)*VYNOW+(PZNOW-ZVIEW)*VZNOW
299.
300. IHCUR=0
301. PRINT 311
302. FORMAT(* PXNOW,PYNOW,PZNOW,VXNOW,VYNOW,VZNOW,D0BX,D0BY,ZVIEW,D)
303. WRITE(6,312) *
304. IF(D.GT.0.0) IHCUR=1
305. GO TO 340
306. IF(D.LT.0.0) IHCUR=1
307. GO TO 340
308. IHCUR=0
309. D=VZNOW*SIGNOR
310. IF(D.LT.0.0) IHCUR=1
311. 340 CONTINUE
312. 320 CONTINUE
313. IPERMN=IPERM
314. IF(IH.EQ.0 OR IVEC.LT.1) GO TO 350
315. IF(IHCUR.EQ.0) GO TO 350
316. IF(IH.EQ.2) GO TO 360
317. C--- TOTALLY HIDDEN LINE
318. IPERMN=0
319. GO TO 350
320. 360 CONTINUE
321. IF(IPERM.EQ.1) IPERMN=2
322. IF(IPERM.EQ.2) IPERMN=4
323. 350 CONTINUE
324. IF(IPERMN.EQ.0) GO TO 600
325. IF((IPERMN-2)*(IPERMN-4).EQ.0 AND JCON.EQ.0) GO TO 370
326. NDASH=1
327. UX=X2-X1
328. UY=Y2-Y1
329. GO TO 380
330. 370 CONTINUE
331. D=SQR((X2-X1)**2+(Y2-Y1)**2)
332. NDASH=D/0.25
333. NDASH=MAX(3,NDASH)
334. D1=D/NDASH
335. UX=(X2-X1)/(D+SMALL)*D1
336. UY=(Y2-Y1)/(D+SMALL)*D1
337. C--- POSITION POINT AT START OF SEGMENT
338. IF(MOVNOW.EQ.3 OR MOVNOW.EQ.5) CALL PLOT(X1,Y1,3)
339. IF(MOVNOW.EQ.3 OR MOVNOW.EQ.5) NPLT=NPLT+1
340. 380 CONTINUE
341. IF(IPERMN.GT.2) GO TO 420
342. MODO=-1
DO 410 J=1, NDASH
    XX=XL*UX*J
    YY=Y1*UY*J
    MODO=MODU
    IFLT=2
    IF(MODO.LT.0) IFLT=3
    IF(JCON.NE.0) IFLT=3
    NPLT=NPLT+1
    CALL PLOT(XX,YY,IFLT)
 410 CONTINUE
GO TO 500
DO 420 J=1, NDASH
    XX=XL*UX*J
    YY=Y1*UY*J
    CALL PLOT(XX,YY,3)
    CALL PLOT(XX,YY,2)
    NPLT=NPLT+1
 430 CONTINUE
GO TO 500
IF(MOVNOW.EQ.4 OR MOVNOW.EQ.5) GO TO 590
IF(ISYM.EQ.0) GO TO 590
GO TO (510,520,530)*ISYM
510 CONTINUE
INT=AA
CALL SYMBOL(X2,Y2,HT,INT*0.0*2)
GO TO 590
520 CONTINUE
NCHAR=4.0
XLEFT=(XLE+1.0)*0.5*NCHAR*HT
YLEFT=(YLE+1.0)*0.5*NCHAR*HT
CALL SYMBOL(X2*XLEFT,Y2*YLEFT,HT,AA,0.0*4)
GO TO 590
530 CONTINUE
SZ=2
591 CONTINUE
NN=SZ
IF(SZ.GE.0.0) NSIG=SZ
IF(SZ.LT.0.0) NSIG=-SZ
IF(NDEFX.GE.0) NDEF=NDEF+1
IF(SZ.LT.0.0) NSIG=SZ+1.0*2.0
IF(SZ.LT.0.0) NSIG=NDEF+2.0
GO TO 592
591 CONTINUE
NSIG=3
NDEF=1
592 CONTINUE
If(AA.LT.0.0) NSIG=NSIG+1
XLEFT=HT*NSIG*(XLE-1.0)*0.5
YLEFT=HT*NSIG*(YLE-1.0)*0.5
CALL NUMBER(X2*XLEFT,Y2*YLEFT,HT,AA,0.0,NDEF)
590 CONTINUE
XLAS=XNOW
YLAS=YNOW
SSPLOT(0)

400. GO TO 300
401. 600 CONTINUE
402. 300 CONTINUE
403. GO TO 301
404. 302 CONTINUE
405. WRITE(6,390) NPLT
406. 390 FORMAT(6X,'PLOT COMPLETED, TOTAL POINTS PLOTTED=',1,i6)
407. GO TO 999
408. 999 RETURN
409. END
SUBROUTINE MMULT(A,B,C,M)

C--- CONSTRUCT C=A*B AND STORE THE RESULT IN A OR B

DIMENSION A(16),B(16),C(16)
DIMENSION ITEMP(4)
DATA ITEMP/1,5,9,13/

DO 10 IROW=1,4
10 CONTINUE

DO 11 ICOL=1,4
11 CONTINUE

KK=ITEMP(ICOL)
SUM=0.0
DO 10 K=1,4
10 SUM=SUM+A(IROW+K-4)*B(KK+K-1)
C(4*ICOL-4+IROW)=SUM

IF(IDEBUG.EQ.0) GO TO 20
WRITE(6,50)
50 FORMAT(//)

DO 30 I=1,4
30 CONTINUE

IF(M.EQ.3) RETURN
DO 12 I=1,16
IF(M.EQ.1) A(I)=C(I)
IF(M.EQ.2) B(I)=C(I)
12 CONTINUE
RETURN
END
SUBROUTINE PERSPT(DAT,B)

C--- GENERATE A PROJECTIVE MATRIX B FROM A SIMPLE COMMAND DAT

DIMENSION DAT(1),B(1),AID(16)

DATA AID/140.0*0.0 100.0*0.0 100.0*0.0 100.0*0.0 100.0/ 
DATA CDR/0.01745329251994/

DAT(1) CONTAINS THE COMMAND FLAG 
=1=XYROT, =2=YZROT, 
=3=ZXROT, =4=VARIABLE SCALE, 
=5=TRANS, =6=CENTER

DO 10 I=1,16

10 B(I)=AID(I)

IFLAG=DAT(1)

IF(IFLAG.GT.3) GO TO 50

A=DAT(2)*CDR

C=COS(A)

S=SIN(A)

GO TO (20,30),IIFLAG

20 B(1)=C

B(2)=-S

B(5)=S

B(6)=C

GO TO 100

21 B(6)=C

B(7)=-S

B(10)=S

B(11)=C

GO TO 100

22 B(1)=C

B(3)=S

B(9)=-S

B(11)=C

GO TO 100

26 B(1)=C

B(3)=S

B(9)=-S

B(11)=C

GO TO 100

30 IFLAG=IFLAG-3

GO TO (60,70,80), IFLAG

60 W=DAT(3)**2+DAT(4)**2

IF(W.LT.0.000001) GO TO 65

B(1)=DAT(2)

B(6)=DAT(3)

B(11)=DAT(4)

GO TO 100

65 B(1)=DAT(2)

B(6)=DAT(2)

B(11)=DAT(2)

GO TO 100

70 B(4)=DAT(2)

B(8)=DAT(3)

B(12)=DAT(4)

GO TO 100

80 D=ABS(DAT(2))

B(11)=0.0

IF(D.GT.0.0001) B(15)=-1./DAT(2)

D1=ABS(DAT(3))

IF(D1.GT.0.0001 .AND.D.GT.0.0001) B(16)=DAT(3)/DAT(2)

B(4)=-DAT(4)

B(8)=-DAT(5)

CONTINUE

IDEBUG=O

IF(IDEBUG.EQ.O) RETURN

WRITE(6,140)
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58.  140 FORMAT(//)
59.  DO 110 I=1,4
60.    IL=I+12
61.    WRITE(6,120) (B(J),J=I,IL+4)
62.  120 FORMAT(10X,'PERSPT',4(2X,F12.5))
63.  110 CONTINUE
64.   RETURN
65.   END
SUBROUTINE WINDOW(XA,YA,XB,YB,MOD)

ROUTINE TO EXAMINE THE CURRENT SEGMENT RELATIVE TO THE CURRENT WINDOW.

INPUT IF MOD IS 0 THEN XA,YA ARE LOWER LEFT CORNER OF NEW WINDOW AND XB AND YB ARE THE WIDTH AND HEIGHT OF THE WINDOW.

OTHER PARAMETERS ARE ALSO INITIALIZED IN THIS CASE.

THE RETURN VALUE OF MOD IS -1.

IF MOD IS 1 THEN XA,YA AND XB,YB REPRESENT END POINTS OF A LINE SEGMENT WHICH SHOULD BE WINDOWED. IF MOD=-1 ON RETURN THE SEGMENT DOES NOT INTERSECT THE WINDOW. IF MOD=2 THE INTERSECTION OCCURS AND THE FIRST POINT DOES NOT CHANGE, WHILE IF MOD=3 THE FIRST POINT HAS CHANGED. XA,YA,XB,YB MAY BE MODIFIED ON OUTPUT TO HOLD CHANGED VALUES OF THE END POINTS.

IF MOD IS LESS THAN -1, AN ERROR HAS OCCURRED.

DIMENSION PX(2),PY(2),PD(5),X(5),Y(5),IND(2,2)

DATA IND/1,2,4,3/

DATA SMAL/IUE-20/

LOGICAL AIN*BIN

BET(A,B,C)=(B-A)*(C-B)

IF(MON)20,10,20

CONTINUE

XL=XA
YL=YA
XW=XB
YW=YB
XU=XL+XW
YU=YL+YW
X(1)=XL
X(2)=XL+XW
X(3)=X(2)
X(4)=XL
X(5)=XL
Y(1)=YL
Y(2)=YL
Y(3)=YL+YW
Y(4)=Y(3)
Y(5)=YL
HXW=XW/2.0
HYW=YW/2.0
XC=XL+HXW
YC=YL+HYW
DC=HXW*HXW+HYW*HYW

MOD=-1

GO TO 999

BEGIN WINDOW CUTTING ACTION ON SEGMENT.

CONTINUE

AX=BET(XL,XA,XU)
AY=BET(YL,YA,YU)
AIN=TRUE.

IF(AXLT0.0.OR.AYLT0.0) AIN=FALSE.

BX=BET(XL,XB,XU)
BY=BET(YL,YB,YU)
BIN=TRUE.

IF(BXLT0.0.OR.BYLT0.0) BIN=FALSE.

IF(AIN.AND.BIN) GO TO 100

IF(AIN.OR.BIN) GO TO 200
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58. GO TO 300
59. C--- BOTH INSIDE
60. 100 CONTINUE
61. MOD=2
62. GO TO 999
63. C--- ONE INSIDE/ ONE OUTSIDE
64. 200 CONTINUE
65. IF(AIN) GO TO 210
66. XX=XA
67. YY=YA
68. GO TO 220
69. 210 XX=XB
70. YY=YB
71. 220 CONTINUE
72. C--- CHOOSE THE MAIN CORNER REFERENCE POINT
73. SX=XX-XC
74. SY=YY-YC
75. I=2
76. J=2
77. IF(SX.LT.0.0) I=1
78. IF(SY.LT.0.0) J=1
79. IS=IND(I,J)
80. C--- SET UP THE EQN OF THE LINE SEGMENT
81. A=XB-YA
82. B=XA-XB
83. C=XB*YA-XA*YB
84. TSA=IS-1
85. IF(TSA.LT.0.0) TSA=4
86. D1=A*X(TSA)+B*Y(TSA)+C
87. D2=A*X(IS)+B*Y(IS)+C
88. IF(D1*2.0) ISA=IS+1
89. IS=IND(I,J)
90. ICUM=ISA+IS
91. IF(ICUM.NE.5) GO TO 240
92. XX=X(IS)
93. YY=-(C*A*X(IS))/(B*SMAL)
94. GO TO 250
95. 240 XX=-(C*B*Y(IS))/(A*SMAL)
96. YY=Y(IS)
97. 250 CONTINUE
98. IF(AIN) GO TO 260
99. XA=XX
100. YA=YY
101. MOD=3
102. GO TO 999
103. 260 CONTINUE
104. XB=XX
105. YB=YY
106. MOD=4
107. GO TO 999
108. C--- THE CASE OF TWO POINTS OUTSIDE THE WINDOW
109. 300 CONTINUE
110. IF(XA-XL.LT.0.0.AND.XB-XL.LT.0.0) GO TO 390
111. IF(XA-XU.GT.0.0.AND.XB-XU.GT.0.0) GO TO 390
112. IF(YA-YL.LT.0.0.AND.YB-YL.LT.0.0) GO TO 390
113. IF(YA-YU.GT.0.0.AND.YB-YU.GT.0.0) GO TO 390
114. A=YA-YA
B=XA-XB
C=XB*YA-XA*YB
ICUM=0
PD(I)=A*X(I)+B*Y(I)+C
DO 310 I=2,5
PD(I)=A*X(I)+B*Y(I)+C
IF(PD(I)*PD(I-1).LT.0) ICUM=ICUM+1
310 CONTINUE
IF(ICUM.EQ.0) GO TO 390
NUM=0
DO 340 I=1,4
IF(PD(I)*PD(I+1).GT.0) GO TO 340
NUM=NUM+1
ICUM=I+1
IF(ICUM.EQ.3.OR.ICUM.EQ.7) GO TO 350
PY(NUM)=-(C*A*X(I))/(B*SMAL)
PX(NUM)=X(I)
GO TO 340
350 PX(NUM)=-(C*B*Y(I))/(A*SMAL)
PY(NUM)=Y(I)
340 CONTINUE
IF(NUM.LT.2) GO TO 998
D1=(PX(1)-XA)**2+(PY(1)-YA)**2
D2=(PX(2)-XA)**2+(PY(2)-YA)**2
NUM1=1
IF(D2.LT.D1) NUM1=2
XA=PX(NUM1)
YA=PY(NUM1)
NUM2=2
IF(NUM1.EQ.2) NUM2=1
XB=PX(NUM2)
YB=PY(NUM2)
MOD=5
GO TO 999
998 MOD=-2
GO TO 999
999 CONTINUE
RETURN
390 CONTINUE
MOD=-1
MOD=-2
END
SUBROUTINE USER
COMMON/PLBAS1/ P(4,3001), ICON(3001), NUM, NUMAX
COMMON/PLBAS2/ AP(16), AV(16), CP(16), DAT(7)
COMMON/PLBAS3/ WINXL, WINYL, WINXW, WINYW, IWIN
COMMON/PLBAS4/ SCRNL, SCRNYL, SCRNXW, SCRNYW, ISCRN
COMMON/PLBAS5/ SIGNOR, SNPLOT, IH
RETURN
END
SUBROUTINE READIN(IRR)

COMMON/PLBAS1/ P(4,3001), ICON(3001), NUM, NUMAX
COMMON/PLBAS2/ AP(16), AV(16), CP(16), DAT(7)
COMMON/PLBAS3/ WINXL, WINYL, WINXW, WINYW, IWIN
COMMON/PLBAS4/ SCRNLX, SCRNYL, SCRNXW, SCRNYW, ISCRN
COMMON/PLBAS5/ SIGNOR, SNPLOT, IH

DIMENSION NAM(21)
DATA NAM/ 4HP, 4HINIT, 4HULL, 4HPITC, 4HYAW, 4HSCAL, 4HTRAN, 4HDIST, 4HREIN, 4H Hide, 4HSIGN, 4HWIND, 4HSCRN, 4HBOX, 4HFAC T, 4HPLOT, 4HUSER, 4HPRINT, 4HEND, 4HDUM /
DATA NONAM/21/
EQUIVALENCE (DAT(1), RDAR(1))
DIMENSION RDAR(8)
DIMENSION R(4), RMN(3), RMX(3), PT(3)
READ(5,10,END=999) NAMM, (RDAR(L), L=2*8)

FORMAT(A4,6X,7F10.4)
IF(IPRIN.GT.0) GO TO 41
WRITE(6,40) NAMM, (RDAR(L), L=2*8)

FORMAT(1X, A4, 6X, 7F10.4)
CONTINUE
41 C--- COMPARE TO PRESTORED NAMES IN ORDER TO DETERMINE THE ACTION CODE
DO 20 I=1, NONAM
IF(NAMM.EQ. NAM(I)) GO TO 30
20 CONTINUE

C--- ERROR PATH -- INPUT WORD WAS NOT VALID
WRITE(6,50) NAM, IRR, IRR=1

50 FORMAT('/** ERROR -- THE CODE NAME ', A5, 'X', ' WAS NOT VALID, VALID X NAMES ARE AS FOLLOWS*/, 20(1X, A4))
GO TO 999

30 CONTINUE
IF(I.EQ.1) GO TO 100
IF(I.GT.1.AND.I.LT.17) GO TO 120
IK=I-16
GO TO (170, 180, 190, 200, 210), IK

100 CONTINUE
IF(RDAR(2).LT.-0.1.OR.RDAR(2).GT.99.) GO TO 110
NUM=NUM+1
DO 111 L=1, 4
111 P(L, NUM)=RDAR(L+2)
ICON(NUM)=RDAR(2)
GO TO 1

110 CONTINUE
NUM=RDAR(3)
GO TO 1
120 CONTINUE
RDAR(1)=I-1
CALL SS PLOT
GO TO 1
170 CONTINUE
RDAR(1)=17
CALL USER
GO TO 1
180 CONTINUE
IPRIN=RDAR(2)
GO TO 1
41
READIN(0)

58. GO TO 1
59. 190 CONTINUE
60. GO TO 999
61. 200 CONTINUE

WRITE(6,201) NUM,NUMAX
63. 201 FORMAT(5X,'CURRENT NUMBER OF POINTS= ',I6,' AND MAXIMUM ALLOWED=
64. X,I6)
65. NUM1=MIND(NUMAX,NUM)
66. IF(NUM1.LE.0) GO TO 1
67. WRITE(6,205)
68. 205 FORMAT(1X,10HCOORDINATE,10H LOW VAL 10H HI VAL 
69. X 10H MEAN VAL 10H WIDTH )
70. DO 202 J=1,3
71. RMIN=1.0E+20
72. RMAX=-1.0E+20
73. DO 203 L=1,NUM
74. IF(ICON(L).GE.49) GO TO 203
75. RMIN=AMIN1(RMIN,P(J,L))
76. RMAX=AMAX1(RMAX,P(J,L))
77. 203 CONTINUE
78. RMEAN=(RMAX+RMIN)/2.0
79. DIF=RMAX-RMIN
80. WRITE(6,204) J,RMIN,RMAX,RMEAN,DIF
81. 204 FORMAT(1X,'COORD ',I2,1X,'4F10.3)
82. 202 CONTINUE
83. GO TO 1
84. 210 CONTINUE
85. IF(NUM.LE.0) GO TO 999
86. DO 211 J=1,3
87. RMIN=1.0E+20
88. RMAX=-RMIN
89. DO 212 L=1,NUM
90. IF(ICON(L).GT.49) GO TO 212
91. RMIN=AMIN1(RMIN,P(J,L))
92. RMAX=AMAX1(RMAX,P(J,L))
93. 212 CONTINUE
94. RMX(J)=RMAX
95. RMN(J)=RMIN
96. PT(J)=(RMIN+RMAX)/2.0
97. IF(RDAR(2).GT.0.1) PT(J)=RMAX
98. IF(RDAR(2).LT.-0.1) PT(J)=RMIN
99. 211 CONTINUE
100. DO 213 J=1,3
101. IF(RMX(J)-RMN(J).LT.0.0001) GO TO 213
102. IF(RMX(J)-RMN(J).GT.1.0E+20) GO TO 213
103. R(1)=RMN(J)
104. R(2)=(RMX(J)-RMN(J))/5.0
105. R(3)=6.0
106. R(4)=5.0
107. LAB=J
108. CALL AXES(R,PT,LAB,1)
109. 213 CONTINUE
110. GO TO 1
111. 999 CONTINUE
112. RETURN
113. END
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