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1.0 INTRODUCTION

The subject of digital filters is somewhat confused because a digital
filter 1is usually considered to be a computational procedure rather than
a physically recognizable pilece of hardware. These computational pro-
cedures vary greatly in complexity and purpose. Some may digitally sim-
ulate a real electrical or mechanical filter. Others may simulate ideal-
ized filters which could not be easily made into hardware, and still
others may be simple numerical smoothing techniques not related to any
actual or ideal filter.

The methods presented in this paper are based on the use of the
reversible time to frequency transformation - the 'Fast Fourier Transform
(FFT), To put this method into proper perspective, some traditional
methods are briefly discussed in the next section,







2,0 TRADITIONAL METHODS

Various numerical procedures for smoothing discrete data traces have
been called digital filters. Some of these methods simply replace each
data point with a weighted average of the surrounding points. The com-
putations are usually done on a digital computar. Another method treats
filtering as an initial value problem, That is, a digital simulation of
a real mechanical or electrical system is used as a filter. The discrete
data record to be filtered is considered to be a forcing function or
spplied voltage, and a computed force or voltage at some point in the
system is the filtered data, A digital computer numerically integrates
the system differential equations to obtain the output,

These methods have several disadvantages. The actual effect upon
the frequency content of the data being filtered is not intuitively
obvious. The effective transfer function of the simple averaging process
depends upon the sample spacing as well as the particular set of weighting
factors used. In the numerical integration method, the parameters of the
system must be carefully chosen to obtain the desired frequency response
and scale factors. Both methods may produce some undesirable amplification
and/or shifts in the frequencies in the pass band, and the desired
transfer function can usually only be approximated. Also, there may be
several pass bands because of the phenomenon of frequency aliasing. To
avoid these limitations, the following FFT method is becoming popular,







3.0 THE FFT METHOD

The Discrete Fourier Transform (DFT) is the basic tool which facilitates
the methodology presented in this paper. The DFT is defined by:

N-1
A = lgo X, EXP (=27 jrk/N) )
fort-O, eee N =1

The usefulness of the DFT was limited because the computational time was

too great, even on the faster digital computers. A breakthrough occurred
in the mid 60's with the development of a much faster algorithm for com-
puting the DFT, This method is commonly called the 'Fast Fourier Transform'
(FFT).* The FFT provides an efficient procedure for transforming a discrete
time series into a complex function of frequency., No information is lost

in this transformation; in fact, the transformation is reversible. This
reversibility feature of the FFT suggests the possibility of modifying a
time series by operating on its FFT followed by an inverse FFT. Filtering
may be accomplished by the convolution of the FFT and the frequency transfer
function of a filter followed by an inverse FFT, This is equivalent to
gsolving the convolution integral to obtain the filter output:

t
c(e) -f X(t) h(t-1) dt (2)

where:

C (t) 1is the output
X (t) is the input
h (t) is the response of the filter to a step input

The direct solution of equation (1) is completely impractical 1if it
must be done by numerical integration. Even if the input function x(t)
is zero for t < o so that the lower limit on the integral becomes zero,
the computation time is much too great.

* The FFT in this study was computed using subroutine FOUR1l, written by
Norman Brenner of the MIT Lincon Laboratory, July 1967. A listing of
FOURL is included in the appendix,







4,0 IDEALIZED FILTERS

Ideal or perfect filtering may be accomplished by setting the FFT
coefficients corresponding to frequencies outside the pass band to zero
followed by an inverse FFT, The passed frequencies are essentially
unchanged in both magnitude and phase. Subroutines for this type of
filtering (PLPASS, PHPASS, and PBPASS) which are Perfect Low PASS, Perfect
High PASS, and Perfect Band PASS filters respectively have been written
and are included in the appendix,

Examples of using these filters follow. Figure 1 shows the test data
used to demonstrate each of the filters presented in this paper. Figure 2
shows the power spectrum of the test data which consisted of discrete fre-
quencies at 1.0, 2,25, 5.0, 10.0, 20,0, and 30,0 HZ, This hypothetical
data was used because it does contain a wide range of strong frequencies,
thus, providing the opportunity of demonstrating low-pass, high-pass, and
band-pass filters all using the same input data., Figure 3 shows the out-
put from the Perfect Low PASS (PLPASS) filter. The cutoff of 3,625 HZ only
allows the frequencies at 1,0 and 2.25 to pass. Figure 4 shows the output
from the Perfact High~-Pass (PHPASS) filter with a cutoff frequency at 15.0
HZ allowing only the frequencies at 20,0 and 30,0 HZ through, Figure 5
shows the use of the Perfect Band PASS (PBPASS) filter. Note that the low
cutoff of 7.5 and the high cutoff of 25.0 HZ allows only the frequencies
at 10.0 and 20,0 HZ through.

The selection of cutoff points for filtering real data should be
based on some knowledge of the system from which the data was obtained.
For example the hull roll motion of a tank has a natural frequency of
about 1,0 HZ, thus, any frequency content greater than 5.0 to 10,0 HZ is
probably noise and may be filtered out. One source of noise in tank data
which has been observed, is caused by the track shoes contacting the ground.
This shows up on a power spectrum plot as a sharp peak at 15,0 to 20,0 HZ,
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5.0 DIGITAL SIMULATION OF REAL FILTERS

Although the perfect filters are very effective in removing unwanted
frequency content of a signal, it may be desirable to only attenuate cer-
tain frequency bands rather than suppress them completely. This will
retain more of the features of the original signal. This is precisely
what a real RC filter does. The following is a simple RC filter:

R

1
vin '1‘c vout

Neglecting loading effects, the transfer function can be easily obtained:

F (Juw) = 3f&73;7§; (3)

where w = frequency
1= Va1
BF = 1/RC

Plots of this transfer function for two break frequencies are included in
the appendix. To simulate this filter, the FFT of the input is multiplied,
point by point, by the transfer function of the filter and the inverse FFT
i8 obtained. A subroutine for this filter (RCN1l) has been written and 1s
included in the appendix. Figure 6 shows the output of this filter for a
particular break frequency (BF) using the same input data as before. Note
that the high frequencies are still present, although attenuated. This

fact suggests the possibility of reversing the process. This may be
accomplished by the same procedure except with the inverse transfer function:

v in

P () = v out

= 1 + jw/BF (4)

The computations are basically the same, thus, subroutine RCNl1 has been
written so that it can also reverse the process. This has been done using
the data in Figure 6; the result shown in Figure 7 is not distinguishable
from the original plot. This feature may be used to recover data which
was filtered at too low a frequency during recording or digitizing.
Although the original data could be recovered by electrical processing of
the original analog data and redigitizing, the analog tape and/or the
special equipment and expertise to do this may not be readily available.
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Thus, this digital approach will usually be more expeditious, One potential
problem in trying to reconstruct the original signal in this manner is that
any noise in the signal is also amplified. To help avoid this problem RCN1
has an optional sharp cut off frequency, CF., Any frequency components
greater than CF are set equal to zero as was done in the perfect filters
discussed before, If CF is equal to or greater than the Nyquist frequency

(3+0/2 # DT), which is the highest frequency that can be considered, none
of the frequencies are cut off,

Additional subroutines have been written (RCN2 and RCN3) and are
included in the appendix., These subroutines correspond to the following
RC networks: . -

—
I

RCN2
RCN2 has the following transfer function:

PO -

where:
w = frequency

BF = 1/RC
3 -‘\I-l

This is basically a high-pass filter; it, obviously, will not pass DC.
Plots of the transfer function for two values of BF are included in the
appendix, Figure 8 shows the result of using RCN2 on the test data
plotted in Figure 1.

RCN3 has the following transfer function:

ad BE + Ju
F() =<4 BF/a + Ju

where:
A= 1 + R1/R2
BF = 1/(R2 * C)

1=V

w = Frequency
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This filter is a low-pass filter, similar to RCNl; however, the attenuation
curve in the low frequency range is much steeper and the attenuation of
high frequencies approaches a fixed value of 1/A. A plot of the transfer
function, for particular values of BF and A, is included in the appendix.
The use of RCN3 on the test data of Figure 1 is shown in Figure 9. The
outputs of both RCN2 and RCN3 were successfully used to reconstruct the
original data by using RCN2 and RCN3 with their inverse transfer functions,
The resulting plots were indistinguishable from Figure 1 and are shown in
Figures 10 and 11 respectively.
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6,0 OTHER NETWORKS

Subroutines for the digital simulation of other RC networks could be
written by a relatively simple modification of RCN1l, RCN2, or RCN3, The
procedure is to obtain the frequency transfer function; rationalize the
denominator; and, define the transfer function by its real and imaginary
parts (AMPR and AMPI)., Then do the same for the inverse transfer function
and simply replace the 4 statements where AMPR and AMPI are defined in one
of the subroutines RCN1l, RCN2, or RCN3. Note that complex numbers in these
subroutines are treated as two real numbers so they can be used on computer
systems which do not have a complex number capability. Note, also, that
in each of the subroutines, use is made of the fact that only the imaginary
part of the transfer function changes sign for negative frequencies. Thus,
the Fourier coefficients corresponding to negative frequencies in the
modified FFT are the complex conjugates of the coefficients corresponding
to positive frequencies.







7.0 PRACTLCAL APPLICATIONS

Mathematical models of a wide range of weapon systems have been
developed, These systems range from small arms to complete tanks and
helicopter gun ships. These models are useful in sensitivity studies and
in the evaluation of competing subsystems., It is customary to first validate
a math model by comparing the output of the model with experimental data
from laboratory or field tests and refining the model until satisfactory
agreement is obtained.

As the system becomes larger and more complicated the accuracy of
the modeling may become more approximate because it is not practical
or necessary to include every detail of a large system in a model.
For example, a model of a tank (HITPRO) does not include any provision
to account for vibration from the engine and drive train, or structural
vibration of the hull and turret which are modeled as rigid bodies.
This is not considered to be a limitation of the model because, for its
intended purpose, it is not necessary to predict high frequency response.
However, high frequency vibration from these sources does show up in the
experimental data. Also, experimental data may contain noise caused by
the instrumentation, signal processing, recording, etec. Therefore,
when comparing the experimental data with the model output it is reason-
able to filter out these higher frequencies. Figure 12 shows the out-
put from an accelerometer mounted in the turret of a MICV (Mechanized
Infantry Combat Vehicle). The spectral plot of this data, Figure 13,
shows a considerable amount of frequency content in the range above 20
Hertz which is obviously structural vibration and noise. Figure 14 shows
the result of filtering this data with PLPASS using a cut off frequency
of 8 Hertz so the data could be compared with the model output,

Figure 15 shows the vertical gun pointing error of an M60A2 tank with
a stabilized gun as predicted by a mathematical model of the system
(HITPRO)., It was desirable to obtain an RMS value for the pointing error
as a measure of the performance of the gun stabilization system. This
value was to be compared with a similar value for a competing system,
There is reason to believe that the upward drift shown in Figure 15 was
caused by some inaccuracy in the model of the system and the inability
of the gunner to respond to small errors = not the stabilization system.
Therefore, to obtain a meaningful RMS value of pointing error as a measure
of the performance of the stabilization system, it was desirable to remove
this drift before computing the RMS value. If this drift was linear, one
could simply subtract an appropriate ramp function from the data., The
drift, however, appears to be nonlinear and, therefore, some other method
was required. Filtering out the very low frequencies was found to be an
effective method of removing drift from this data. The result of filtering
the data with the Perfect Band PASS (PBPASS) filter is shown in Figure 16.
A low frequency cut off of 0.25 HZ was found to be adequate. A high fre-
quancy cut off of 25.0 HZ was used because the actual system being modeled
is not capable of responding to frequencies this high.
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8.0 CONCLUSION

The techniques presented in this paper provide an efficient means of
altering the frequency content of discrete data traces in a completely
predictable manner. These techniques are applicable in many diverse
fields and data processing requirements, In addition to the applications
to data from combat wvehicles, these techniques have been successfully
used to smooth aircraft flight path data, as measured by tracking radar.
Smoothing was necessary because this data was used as an input into a
mathematical model, and it was physically impossible for an aircraft to
follow the flight path indicated by the raw data. These techniques have
also been used in the reduction of helicopter flight test data.
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SUBROUTINE FOURI(ORTA.N,ISION)

THE COOLEY-TUKEY FAST FOURIER TRANSFORM IN USRSI BARSIC FORTRAN.
NOTE~-~ IT SHOULO NOT BE NECESSARY TO CHANOE ANY STATEMENT IN THIS
PROORAN SO LOND RS THE FORTRAN COMPILER USED STORES REAL RND
INAOINARY PARTS AOQJACENTLY IN STORROE.

TRANSFORN(K) = SUN(DATA(J)ISEXP(ISIONn2sP[uSQRT(-1)n(J-1)u(K-1)
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OINENSIONAL COMPLEX ARRAY (I.E.. THE REAL ANO IMROINARY PRARTS ARE
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N=2wsK, K.OE.0 (IF NECESSARY, APPEND 2EROES TO THE ODRTAR). ISION
I8 +1 OR -1. IF A -1 TRANSFORN IS FOLLOWED BY A «1 ONE (OR VICE
VERSA) THE-ORIOINAL OATA REAPPEAR. MULTIPLIED BY N. TRANSFORM
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IS PROPORTJONAL TO NeLOO2(N). RATHER THAN THE NAIYE Nws2.
ACCURACY IS ALSO OREATLY IMPROVEQ. THE RMS RELATIVE ERROR BEINO
BOUNDEO BY 6wSQRT(2)sL002(N)w2ws(-B), WHERE B IS THE NUMBER OF
BITS IN THE FLOARTINO POINT FRACTION. KWRITTEN BY NORMAN BRENNER OF
MIT LINCOLN LABORATORY. JULY 1867. THIS IS THE SHORTEST VERSION
OF THE FFT XNOWN TO THE RUTHOR. FRSTER PROORAMS FOUR2 ANO FOURT "
EXIST THAT OPERATE ON ARBITRARILY SIZEO MULTIOIMENSIONAL RRRAYS.
SEE-- JEEE AUDJIO TRANSACTIONS (JUNE 1867). SPECIAL ISSUE ON FFT.
OIMENSION ORTA(1)

1P0=2

IP3=1PO=N

I3REV=1

00 60 13=1.IP3.IPO

IF(I3-13REV)10,20.20
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SUBROUTINE PLPRSS(X.N,DT.CF)

LOK-PRSS DIOITAL FILTER--USES THE COOLEY-TUKEY FAST FOURIER TRANSFORM
(FOUR1). X I8 THE DATA TRACE TO BE FILTERED AND IS ASSUMED TO OCCUPY THE
FIRST HALF OF THE X ARRAY. IT IS NOT NECESSARY TO INITIRLIZE THE SECOND
HALF OF THE X ARRAY OR TO PUT IT INTO COMPLEX FORM AS REQUIRED BY FOUR1.
X MUST BE DIMENSIONED 2=N IN THE CALLINO PROORANM WHERE N IS THE NUMBER OF
DATA POINTS. NOTE N MUST EQUAL 2wsX KWHERE K IS AN INTEOER>ZERO. (RPPEND
ZEROS TO THE DATA IF NECESSARRY.)

THE FILTERED DATR [S RETURNED TO THE FIRST HALF OF THE X RRRAY.

DT IS THE SAMPLIND RATE JN SECONDS. )

CF IS THE CUTOFF POINT (HZ). OTHER ROUTINES EXIST (PHPRSS RAND PBPRSS)
HHICH RRE HIOH-PASS AND BAND-PASS FILTERS RESPECTIVELY.

DIMENSION X(1)
NO=2uN

FR=FLOAT(N)

00 1 I=1.N
XIND-2m[+1)=X(N-I+1)
X(NO-2m1+2)=0D.0
CALL FOURI(X.N,1)
IF=CFsFN=DT
I1=IF«2

[12=N-IF

DC 2 I=I1.I2
X(2=1-1)=0.0
X(2=1)=0.0

CALL FOURI(X.N.-1)
00 3 I=1.N
X(I)=X(2=]~1)/FN
RETURN

END
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SUBROUTINE PHPR38(X.N.DT.CF)

HIOH-PRSS OIOITAL FILTER--USES THE COOLEY-TUKEY FRST FOURIER TRANSFORM
(FOURl1). X IS THE ORTA TRACE TO BE FILTERED AND IS RSSUMED TO OCCUPY THE
FIRST HALF OF THE X RRRAY. IT IS NOT NECESSARY TO INITIRLIZE THE SECONO
HALF OF THE X ARRAY OR TO PUT IT INTO COMPLEX FORM RS REQUIRED BY FOUR1.
X MUST BE OIMENSIONEO 2wN IN THE CALLINO PROORAM WHERE N IS THE NUMBER OF
ORTR POINTS. NOTE N MUST EQUAL 2wwK KHERE K IS AN INTEGER>ZERO. (RPPEND
ZEROS TO THE ORTA IF NECESSARY.)

THE FILTERED ORTA IS RETURNEO TO THE FIRST HALF OF THE X RARRAY.

OT IS THE SRAHPLINO RATE IN SECONOS.

CF IS THE CUTOFF POINT (HZ). OTHER ROUTINES EXIST (PLPARSS AND PBPRSS)
HHICH RRE LOKW-PASS AND BAND-PASS FILTERS RESPECTIVELY.

OIHENSION X(1)
NO=2m=N

FN=FLORT(N)

00 1 I=1.N
X(ND~-2u]+1)=X(N-]+1)
X(NO-2w1+2)=0.0
CALL FOURL1(X,N.1)
IF=CFuFNuOT
12=N-1F+2

00 2 I=1.IF
X(2wI-1)=0.0
X(2=1)=0.0

00 3 I=12.N
X(2»[-1)=0.0
X(2»1)=0.0

CALL FOURL(X,N.-1)
00 4 I=1.N
X(I)=X(2=1-1)/FN
RETURN

END
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SUBROUTINE PBPRSS(X.N.OT.FL.FH)

BANO-PRSS DIGITAL FILTER--USES THE COOLEY-TUKEY FRST FOURIER TRANSFORN
(FOUR1). X IS THE DATR TRACE TO BE FILTERED AND IS RSSUMED TO OCCUPY THE
FIRST MALF OF THE X RRRAY. IT IS NOT NECESSRRY TO INITIALIZE THE SECOND
HALF OF THE X RRRAY OR TO PUT IT INTO COMPLEX FORM RS REQUIREO BY FOURI.
X MUST BE OIMENSIONED 2eN IN THE CALLINO PROORAM WHERE N IS THE NUMBER OF
DATA POINTS. NOTE N MUST EQUAL 2w=K WHERE K IS RN INTEGER>ZERO. (RPPEND
ZEROS TO THE DRTA IF NECESSRARY.)

THE FILTERED DRTR I3 RETURNED TO THE' FIRST HALF OF THE X RRRAY.

OT IS THE SAMPLINO RATE IN SECONOS.

FL IS THE LOW FREQUENCY CUTOFF POINT (HZ). ANO FH IS THE HIOH FREQUENCY
CUTOFF POINT. OTHER ROUTINES EXIST (PLPASS ANO PHPASS) WHICH ARE
LOW-PASS AND HIOH-PASS FILTERS RESPECTIVELY.

DIMENSION X(1)
NO=2=N
FN=FLOAT(N)

DO 1 I=1.N
X(NO~2u[e1)=X(N=[+1)
X(NO-2u[+2)=0.0
CALL FOUR1(X.N,1)
IF=FLuFNuQOT
12=N~IF+2

00 2 I=1.IF
X(2=1-1)=0.0
X(2w])=0.0

00 3 I=I2.N
X(2w]-1)=0.0
X(2=[)=0.0
IF=FHeFN=QT
I1=1F+2

12=N-1F

00 4 I=11.12
X(2=]-1)=0.0
X({2=1)=0.0

CALL FOURL(X.N,-1)
00 6 I=1.N
X(I)=X(2w]-1)/FN
RETURN

ENO
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SUBROUTINE RCN1(X.N.OT.8F .CF.ISION)

R SIMPLE LON-PRSS RC NETKORK RS SHOKN BELOM:

R
0~~=VVVVV=teouuaa0 FREQUENCY TRANSFER
\ FUNCTION
\
INPUT ——— ouTPUT FOJN)=(1/(1+JH/BF ) )unw[SION
-==C
\ WHERE ¢
\ BF=1/(RuC)
[ e S e ] J=S0QRT(-1)

W=FREQUENCY (HZ)

ISION IS +1 OR -1¢ IF ISION [S +1 THE X VECTOR [3 RN RRRRY CONTRININO THE
INPUT OATR, RND THE OUTPUT [S TO BE OETERMINEO. I[F [SION JS -1 THE X
VECTOR IS THE OUTPUT FROM THE NETWORK. ANO THE INPUT IS TO BE DETERMINEO.
N [S THE NUMBER OF DRTR POINTS ANO MUST BE EQURL TO 2m=sK WHERE K IS AN
INTEOER ORERTER THAN O (RPPENO 2EROS TO THE ORTA [F NECESSRRY.). X HUST
BE OIMENSIONED AT LERST 2wN [N THE MAIN PROORAM. THIS ROUTINE USES THE
COOLEY-TUKEY FRST FOURIER TRANSFORM (FOUR1)s HOWEVER. IT IS NOT NECESSRRY
TO PUT THE OATR INTO COMPLEX FORM RS REQUIRED BY FOUR1. THE INPUT DATR I8
ASSUMEO TO BE IN THE LEFT HALF OF THE X RARRAY. ANO THE TRANSFORMEO DATR I8
RETURNED TO THE LEFT HALF OF THE X RRRRY, REPLACINO THE INPUT. [T IS NOT
NECESSARY TO OO0 RANYTHINO WITH THE RIOHT HALF OF THE X RRRAY. OT IS THE
SANPILINO RATE OF THE ORTA (SEC). BF IS THE BREAK FREQUENCY (HZ). CF

IS AN OPTIONRL SHRARP CUT OFF FREQUENCY (HZ).

DIMENSION X(1)}

NO=2wN

0D 1 [=1.N
X(NO-2u]+1)=X(N-+1)
X(NO-2u]+2)=0.0

CALL FOURI(X,.N.1)
FN=FLORT(N)

12=N/201

=2

AMPR=0.0

ANPI=0.0
H=FLORT(I-1)/(FNuOT)
IF{K.OT.CF) 00 TO 6
IFCISION) 4.4.3
AMPR=1.0/(1.0+(N/BF )un2)
AMPI=~(W/BF)/().0+(H/BF )um2)
G0 TO 6

ANPR=1.0

AMPI=W/BF

TEMP[=X(2w])
X(2w[)=X(2u] )mRMPReX(2u]~1 )uANP]
X(2w[=1)=X(2u]-1)wAMPR-TEMP [wANP[
IF(].EQ.]J2) 00 TO 6
X(NO-2u[+4)=-X(2u])
X(NO-2m[+3)=X(2w]-1)
I=1e1

00 TO 2

CALL FOURI(X,N,-1)

00 7 I=1.N
X(I)=X(2w]-1)/FN

RETURN

END
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SUBROUTINE RCN2(X.N.OT.BF.CF.ISI0N)

R STHPLE HIOH-PRSS RC NETHORK AS BHOWN BELOM:

c

O==e=\\==ctouce=0 FREQUENCY TRANSFER
\ FUNCTION
\

INPUT X oUTPUT FOJH)=(JU/(BF +JK) JuuISION

X R
X WHERE ¢
\ BF=1/(RuC)

[\ [——— +=—====0 J=SQRT(-1)

H=FREQUENCY (MZ)

ISION IS +1 OR =13 [F ISION IS «1 THE X VECTOR IS AN ARRAY CONTRININO THE
INPUT OARTA. AND THE OQUTPUT I3 TO BE OETERMINEO. [F [SION [8 -1 THE X
VECTOR IS THE OUTPUT FROM THE NETWORK., AND THE INPUT IS TO BE OETERMINED.
N I8 THE NUMBER OF DRTA POINTS AND MUST BE EQUAL TO 2swX WHERE K 13 AN
INTEQGER ORERTER THAN 0 (RPPEND ZEROS TO THE ORTA IF NECESSARY.). X MUST
BE DINENSIONED AT LERST 2wN IN THE MAIN PROORAH. THIS ROUTINE USES THE
COOLEY-TUKEY FAST FOURIER TRANSFORM (FOUR1): HMOWEVER. IT IS NOT NECESSARY
TO PUT THE DATA INTO COMPLEX FORM RS REQUIRED BY FOUR1. THE INPUT ORTR IS
ASSUMED TO BE [N THE LEFT MALF OF THE X RRRAY. RAND THE TRANSFORNMED ORTR I8
RETURNED TO THE LEFT HALF OF THE X ARRAY, REPLACING THE INPUT. IT IS NOT
NECESSARY TO DO ANYTHING WITH THE RIOHT HALF OF THE X ARRAY. OT I8 THE
SAMPILINO RATE OF THE DATA (SEC). BF I3 THE BREAK FREQUENCY (HZ). CF

13 AN OPTIONAL SHARP CUT OFF FREQUENCY (M2).

DIMENSION X(1)
NO=2wN

00 1 I=1.N
L(NO-2u[e]) )=X(N=-]+1)
X{NQ-2w[+2)=0.0
CALL FOURI(X.N.1)
FN=FLOAT(N)

12=N/2+1

=2

AMPR=0.0

AMPI=0.0
H=FLORT{I~-1)/(FNwOT)
IF(W.OT.CF) OO0 TO 6
IFC(ISION) 4.3.3
AMPR=1.0/(1.0+(BF/H)uw2)
ANP[=1.0/(BF/U+W/BF)
00 T0 6

AMPR=1.0

ANPI=-BF /U
TEMPI=X(2u])
X(2u])=X{2u] )uRMPReX(2w]~-1 }uAtP]
X(28]-1)=X(2u[=~1)uwAMPR-TENP[wANP]
IFCI.EQ.J2) OO TO 8
X(NO-2u]+4)=-X(2u])
X{NQ~2w[+3)=X(2u]-1)
[a]s]

00 TO 2

CALL FOURI(X.N,=1)
DO 7 I=1.N
X(I)=X(2uw]-1)/FN
RETURN

ENO
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SUBROUTINE RCNI(X.N.OT.BF.R.CF.ISION)

AN RC NETHORK RS SHOWN BELOW:

R1

0-=-VVVVooeoomoc 0 FREQUENCY TRANSFER
\ FUNCTION
\
X FUIKI=C(1/R)n(BF e JH)/(BF/ReJH) JuuISION
X R2
X WHERE ¢

INPUT \ oUTPUT R=1+R1/R2

- BF=1/(R2sC)
- J=SORT(-1)
\ W=FREQUENCY (HZ)

| JRUESII.|

ISION IS «1 OR =-1¢ IF ISION IS +1 THE X VECTOR IS AN RRRAY CONTRININO THE
INPUT DATR. AND THE OUTPUT [S TO BE OETERMINED. [F [SION [S -1 THE X
VECTOR IS THE OUTPUT FRONM THE NETWORX. ANO THE INPUT IS TO BE DETERMINED.
N IS THE NUHBER OF DATR POINTS ANC MUST BE EQUAL TO 2wsX WHERE K IS AN
INTEOER OREATER THAN O (APPENO ZEROS TO THE ORTR IF NECESSARY.). X MUST
BE DINENSIONEO RT LERST 2eN IN THE MAIN PROORAM. THIS ROUTINE USES THE
COOLEY-TUKEY FAST FOURIER TRANSFORM (FOUR1 )¢ HOWEVER. IT IS NOT NECESSARY
TO PUT THE DRTR INTO COMPLEX FORM RS REQUIREC BY FOURLl. THE INPUT ORTR I8
ASSUMED TO BE IN THE LEFT HALF OF THE X ARRAY, ANO THE TRANSFORMED OATRA IS
RETURNED TO THE LEFT HALF OF THE X RRRAY, REPLACING THE INPUT. IT IS NOT
NECESSARY TO OO0 ANYTHINO WITH THE RIOHT HRLF OF THE X ARRAY. OT [3 THE
SAMPILINO RATE OF THE OATR (SEC). CF IS AN OPTIONAL SHARP CUT OFF
FREQUENCY (H2).

DIMENSION X(1)

NO=2sN

00 1 [=1.N

X(NO-2=]e1)=X(N-T+1}
X(NO-2u1+2)=0.0

CALL FOURL(X.N,1)

FN=FLORT(N)

[12=N/2+1

Is2

RNPR=0.0

ANP1=0.0

W=FLORT(I-1)/{FNsOT)}

IF(H.OT.CF} OO TO §

IFCISION) 4.3,3

ANPR=(1.0+Ru(H/BF }su2)/(1.0+{AuK/BF }us2)
AMPI=WwBFu(1.0-R)/(BFus2+(Ruk)un2)
00 T0 6

ARPR=(1.0+Ru(H/BF Jww2)/(1.0+(H/BF )es2)
RMPI=(A-1.0)/(BF/HeH/BF)
TEMPI=X(2u])

X(28])=X(2w] )uANPR+X(2u1-1)ANP]
X(2w]-1)=X(2w][-1)wANPR-TENPIwANPI
IF(1.€Q.12) 00 TO 6
X(NO-2u]+4)=-X(2u])
X(NO-2u]+3)=X(2%1~1)

I=1e}

00 10 2

CALL FOURL(X.N,-1)

00 7 I=1.N

X(I)=X(2e]~1)/FN

RETURN

ENOD
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