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This report covers the work done for ARPA by CHI on Contract Nec.
DAHC15 73 C 0252 during the period November 1974 - April 1975,

The development of digital communication systems which include
spoken messages requires that we be able to extract from the speaker's
voice a numerical representation that can be transmitted through the
system and reconstructed with enough fidelity that the listener can
properly understand the message.

There are many technical issues involved here and ARPA‘'s program
of research In Network Speech Compression coordinates the work of
several contractors in a cooperative attack on these issues,

The contract work at CHI engages two aspects of this overall techni-
cal problem.

A. To provide real time implementation of selected algorithms in
an operational form on the ARPANET,

B. To perform experiments in physical accustics designed to pro-
vide a basis for improving these algorithms,

During the contract period reported here, we have implemented an
algorithm developed by Markel and Gray at SCRL. Chapter 1 of this
report documents this implementation and reports on its use over the
ARPANET, It was demonstrated over the ARPANET at the December meeting
of the Network Speech Compression Group. Delays imposed by network's
handling of the packetized messages were of the order of three seconds.
While these delays did not destroy the communication, they were too
inconvenient for the user to be satisfied with. More recent experiments
using uncontrolled network messages that minimize network overhead have
brought these delays down to a more reasonable one second.

One of the important consequences of using a real time implementation
is that algorithmic shortcomings are able to be judged in an appropriate
context. Simulations using test data sets are valuable for algorithmic
development but the rich variety of signals produced in an operational
environment are the ultimate test of the algorithm, Our experience with

this first algorithm is summarized by:
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a. The recorstructed signal generally does an excellent job of

sounding like the speaker and conveys the intended message.

b, Whenever the quality of the input signal is lowered by spurious
noises the output does not degrade as gracefully as we would like.

There is a tendency to pop and crackle.

c. The pitch extraction part of the algorithm provides good results

for the most part, but degrades too easy for low amplitude inputs.

d. For high-pitched female voices, there is an artificial increase

in gain for some sounds.

Some improvements have been made in relationship to these observa-
tions, but more needs to be done to bring the algorithm to ite best form,
The work performed for task B, has been of a preparatory nature,
The data collection equipment for the laboratory was designed and proto-
typed. This prototype was used to improve the analog aspects of the
real time system. Both the prototype and the multiplexed data collection
system are documented in Chapter 2 of this report.

Our acoustical experiments and their implications for numerical

representation of speech will be the major substance of our next quarterly

report.
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cHAPTER 1, A REAL-TIME SPEECH COMPRESSION SYSTEM
ON THE ARPA NETWORK

As part of our responsibilities within the Network Speech Compression
group we have implemented a system for real time communication over the
ARPA network using linear predictive coding for speech data compression.
This system is implemented on the Culler/Harrison MP-32A signal processor
and AP-70 arvay/arithmetic processor.

The first section of this chapter will discuss the real time linear
prediction vecoder. The following sections will describe the total
computer system which supports the use of this vocoder over a packet net-
work and examine in some detail our experience with uncontrolled network
messages. We conclude this chaptar with some examples of the speech

quality obtained.




1.1 THE LINEAR PREDICTION VOCODER j

The speech compression system which we have developed uses the auto-

correlation method of linear prediction. The approach we have followed

was developed by John Markel of the Speech Communication Research Labora-

tory and was adopted for use by the Network Speech Compression group [4,8]. 4
Analysis and synthesis are performed independently as part of the

transmitter and receiver, respectively, of a speech compression system.

Figures 1-1 and 1-2 show blcck diagrams of our transmitter and receiver

systems.

Linear predicti--= speech analysis is composed of two parts. The
first is coefficient analysis to obtain a set of inverse filter coeffi-
cients that describe the spectral behavior of the speech waveform and a

residual energy or gain for each frame of data analyzed. The second is

a pitch detector which determines the period of the driving function or
the absence of voicing for each frame, The parameters resulting from
this analysis are, therefore, pitch (or unvoiced), gain, and filter
coefficients. These parameters are quantized for efficlent transmission
at low bit rates.

The receiver decodes the quantized parameters. It then computes a
synthetic speech signal using a pitch excited filter.

In order to clarify the discussion of our analysis and synthesis
implementations, the next part of this section describes the hardware
capabilities of the MP-32A and AP-90 processors.

The analysis and synthesis routines are discussed in detail in the

remainder of this section. We have also included a description of the
: modifications and refinemencs which we have made to the algorithms and
; programs described by Markel and Gray [2,3,4,5].

Throughout this section illustrations and timings will refer to the
150 microsecond sampling rates system used for the initial network experi-
3 ments. Timing fcrmulae and instruction count information for general

cases are given in Table 1-2 at the end of the section,
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igure 1-1: Transmi ter Block Diagram
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1.1.1 HAKDWARE DESCRIPTION

The MP-32A csmputer is a micro-programmable processor with 16-bit
addition, subtraction and logical operations and an 8 x 8 multiplier,
It has a large, fast MOS memory (64K x 18 bits, 500 nanosecond cycle time
interleaved four ways). All input/output devices except the ARPA net
Very Distant Host interface and the current analog 1/0 system are inter-
faced to the MP-32A. For the network voice system, it has responsibility
for scheduling the array processor and itself, buffering all data except
that currently being rrocessed in one of the other processors, and all
aspects of the network voice protocol. These roles will be discussed in
the next section. Its primary responsibility in terms of the linear pre-
dictive analysis and synthesis is providing data and program cverlays for
the array processor, performing the pitch and voicing decisions based on
the peak position and correlation calculated by the array processor and
encoding and decoding of the analysis parameters.

The AP-90 array processor is an arithmetic processor with its own
MOS memory for data and separate program memory (FS), data pad (DP),
index pad (SP) and fixed data memory (ROM). Figure 1-3 illustrates the
components of the AP, The data pad is 32 32-bit registers which normally
forms ore input to arithmetic operations. The other input and the destina-
tion for arithmetic operations is the 32-bit accumulator. Index pad pro-
vides 16 12-bit registers used for counting and indexing MOS memory or
data pad. The fixed data memory provides tables of elementary function
values and a folded 4096th order roots of unity table, The program store
holds 512 32-bit instructioms.

Unlike some other array processors, the AP-90 uses a single instruc-
tion stream. Each instruction, however, may separately control data trans-
fer between registers, arithmetic operations and indexing or counting
operations. Each instruction takes 167 nanoseconds.

The arithmetic section of the array processor uses three different
data lengths, Addition can be done using 16, 24 or 32-bit data. Multipli-
cation can be 16 x 16 or 24 x 24, The 16 x 16 cases can produce either a
full 32-bit result or a rounded most significant 16-bit result.

The 24 x 24 multiply produces a most significant 24-bit rounded result.

1-5
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Sixteen-bit data may be stored in either the left or right half of each
32-bit register. All forms of the arithmetic are used at present in the
AP programs for linear predictive analysis and synthesis,

Transfers of information between the array processor and the MP main

memory can take place at rates up to one 32-bit word every 167 nanoseconds.

This speed is used to rapidly load program overlays into the AP program
store. Data transfer is generally limited to the access time of the AP
buffer memory, which is 500 nanoseconds. Control of AP by the MP is pro-
vided through a host command path, which allows the MP to initiate the AP
at any instruction in program store. The AP can interrupt the MP to pro-
vide synchronization.

1.1.2 THE TRANSMITTER SYSTEM

Data Collection: The speech signal is input using a high quality
dynamic microphone (SONY ECM280). The analog signal is amplified and
filtered by a low pass filter with a cutoff frequency of 3,200 Hz, It is
then digitally sampled at a 150 microsecond rate by a 12-bit analog-to-
digital converter for input to the digital computer system. The data is
collected in blocks of 128 points (19.2 milliseconds time period) for
further processing. In our presunt implementation, this data collection
is performed in a separate processor which transfers the data to the
MP-32A on a block basis.

Coefficient analysis is performed on 128 point (19.2 millisecond)
data frames, pitch and voicing calculations use a 256 point (38.4 ms)
frame., Both calculations are performed every 64 points (9.6 msec) to
provide finer resolution parameters for input to the quantization and
encoding processes. The data management to provide overlapped 128 point
data blocks for the coefficient analysis is performed in the MP-32A prior
to transfer of the data to the AP-90, The pitch calculation program in
the AP-90 uses the second half of each analysis data block, together with
points collected from the previocus three analysis frames, to form its

input data frame.

1-7
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1.1.2.1 Coefficient Analysis

The autocorrelation method of linear predictive analysis consists

of the solution of the set of normal equations:

M
AR R i=1,""" M

where the Ri are the autocorrelation coefficients of the input signal S:

o oiyelaf
These normal equations can be solved recursively using Levinson's method
to give filter coefficients % for a "whitening filter". As a byproduct

® the solutionfor the A's, the reflection coefficients or partial auto-
correlation coefficients, or K parameters, are also obtained. Since the
reflection ccefficients have superior quantization properties, they were
selected for use by the Speech Compression Group as the parzmeter for trans-
mission. [1,2,4]

The input data frame for analysis is first passed through a pre-

emphasis filter

P=1-pz !

with a fixed preemphasis p which is nominally 0.9, but may be set to any
other value between 0 and 1. The filtered data is then Hanning windowed.
The purpose of the preemphasis filtering is to reduce the spectral dynamic
range over the time frame of the data, The fixed preemphasis factor is

a compromise agreed to by the Network Speech Compression group to simplify
transmission of parameters as well as the processing itself.

The windowing provides increased resolution in the autocorrelation
calcvlation which is performed in the array processor by program DIFFWIN.
The computation carried out is:

Xe =0

X = 0.5(1—cos(2ﬂn/128§> (S -uS_ ), n=1,""",127,
n - n n-




The input signal data Sn is not normalized prior to this operation, as
we have found that the rounded fixed point multiplication hardware in
the AP-90 causes no significant loss in quality. The computation time
for this calculation is 214 microseconds.

The first eleven autocorrelation coefficients are calculated using
double precision multiplication and addition to collect a full 32-bit
sum, Since the original input data was limited to 11 bits plus sign,
the accumulation of 128 products cannot exceed 30 bits, and therefore,
no loss in accuracy is introduced. The resulting sums are scaled individ-
ually as 24-tit fractions and all except Ro are normalized by division
by Ro' The computation is performed by program AUTOCORR in the array

processor using the iteration formulae:

Ri’n+l= Ri,n A Xn+1xi+n+1 i= 0,10; n = 0,127

R
o 0,128

Ri = Ri,lza/Ro i=1,10
The computation time is 868 microseconds. A detailed examination of
this program is given in the appendix to this section.

The autocorrelation normal equations to be solved are:

M

A = - = .
5=it3R =g Reo BELN

The algorithm used is based on Levinson's method using normalized auto-

correlation coefficients as produced by AUTOCORR.




Initialize: K; = -Rj,A; = K;,0 = 1-R;?
Loop: DO for n=1, M-1

n
+ - R
nt; j;—l n-j+1 j

Km_1 = -B/a

LT T

Aty ™Aooy e By 300 Ay = AL AL
for j = 1,[(n+1)/2]

o= a+Kn+lB.

The K's calculated as intermediate results through the calcula-
tion are the reflection coefficients, which are the parameters used for
transmission rather than the A's. The variable o represents the normalized

prediction error.

E=1+ TAR = M ax?.
=1 31 = ]

When multiplied by the input signal energy Ro and corrected for the loss

in energy due to the Hanning window, o is the square of the transmitted

galn parameter.

The solution of the autocorrelation equations is performed in the
array processor by program SOLVE. This progran maintains 24-bit accuracy
for all intermediate results through the calculation in order to minimize
the occurrence of instabilities due to limited word length. A stability
test, consisting of a check that each K parameter is less than one in mag-
nitude, is included. If any K fails this test, all K's from that K on in

the computation are forced to 0, as suggested by Markel [6]. The computa-

tion time for solving for ten K parameters and aRO is 235 microseconds.

1-10




The final arithmetic processing of the coefficient analysis
includes the conversion of each K parameter to a 16-bit number with a
fixed scale of 2°'°, The conversion from 24-bit normalized form to 16-
bit fixed scale uses rounding arithmetic to preserve as much accuracy as
possible. The limitation to 16 bits is to simplify encoding, which is
performed in the MP-32A, which has only 16-bit arithmetic. The unnormal-
ized energy aRo is converted to the desired gain by calculating its
square root, although the step is not needed if encoding is to be done,
since the encoding tables can use the energy directly. [7] This pro-
cessing is performed in the AP-90 by program FIXK; it takes 25 microseconds
for the 10 K's and gain.
1.1.2.2 Pitch Analysis

The pitch analysis requires an approximately 40 millisecond win-
dow, in order to include at least two full pitch periods for all detectable
pitches. However, the data is downsampled by a factor of three to approxi-
mately a 1XHz Nyquist frequency, so the window length is 86 points., This
downsampling must be preceded by digital low pass filtering to avoid
aliasing.

In order to avoid extra data transfers, but also maintain proper
continuity across block boundaries, the second half of each 128 word data
block is digitally filtered and downsampled into a 128 entry circular
buffer, The extra length byond the 86 points used is needed since the
data is packed two entries per 32-bit computer word. It simplifies the

data management needed by exactly holding the down sampled data from six

blocks. This is illustrated in Figure 1-4,
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Figure 1-4: Down Sampled Data Buffer

Numbers inside boxes represent the index of sampled points in

second half of the 128 word input block.
The digital filter used is a two-multiplier lattice filter of

identical structure tc the synthesizer filter, but with only five reflec-
tion coefficients. The filter algorithm is given in the discussion of
the synthesis. The filter coefficients were chosen to give a sharp cutoff 1
at about 1KHz, with reasonably flat respouse from 100 to 900 Hertz. The :
filter memory is maintained from block to block to maintain continuity.

In order to properly sequence the downsampling and storing of the

; data, two global values are maintained. These are the downsample counter

| and the circvlar buffer write pointer, No even/odd pointer is necessary. }
since the words keep the same even/odd parity as long as the downsampling ;
factor is odd. 3%
The digital low pass filtering and downsampling are performed in i
the AP-90 by the program DOWN, which takes approximately 430 microseconds
for each 64 word input block sampled. Sixteen bit rounded arithmetic is i
used for these calculations. This step of the pitch analysis precedes
F the preemphasis and windowing step of the coefficient analysis in order
] to minimize the number of data buffers required in the array processor

: memory.
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The remainder of the pitch analysis is performed after the

completion of the coeffici»nt analysis. It could logically have been
made conditional by testing either the computed gain or the number of
zero crossings as suggested by Markel., [4] We have not implemented any
such choice at this time, primarilv because the time required for all
processing in the AP-90 is only slightly over half that available. If
additional processing is needed, as will be the case for 10KHz or higher
sampling rates, such tests can be easily incorporated.

The downsampled data is prepared for autocorrelation by applying

a Hanning window to the data in the circular buffer and transferring the 4

A

windowed result to a second linear buffer extended with zeros. The
window calculation is:

) 48 e
Wj = \}-cos(Zﬂjzaggj) Xj j=0,""",85

The values for the cosine are obtained from a ROM table of the 4096th
order roots of unity. An additional global pointer is required to point
to the starting location in the circular buffer for the frame to be
windowed. The calculation is performed using 16-bit rounded arithmetic
in the AP by program WINDOW. The time required is 125 microseconds.

The pitch analysis method used is Markel's simplified inverse
filter tracking algorithm (SIFT)., [2,5] This method first extracts an

error signal from the windowed data by filtering it with the inverse fil- i

ter obtained by solving the autocorrelation normal equations for the first
four filter coefficients (A's). The error signal should then have much
of the formant structure removed, simplifying the identification of pitch.
The pitch period estimates and voicing decision are made by peak picking
on the autocorrelation sequence of the error signal.

The next steps in the pitch analysis, therefore, are identical
to those used in the coefficient analysis. The first five autocorrelation
coefficients of the windewed data are computed using AUTOCORR. The auto-
correlation normal equations are then solved for four inverse filter
coefficients using SOLVE., The time required for these steps is 380

microseconds.
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The 1uverse filter algorithm is a direct five-term filter

followed by a low-pass filter 1/(1-C+Z”!), The inverse filter equation

used is:
=W + 4
¥y T Vi

=

j i-j i=0, ,85
where wi=o for i<0.

The low pass filter is incorporated into the inverse filter

calculation to produce the composition:

yg = (Wt Ajwi_j)(l-c)+c ¥y » 170,77°,85

4 g
j

j i j+Cyi -y? i=0, ,85

where Bj = Aj(l-C), Bo = (1-C) and A 0.

The implementation of this equation requires only six multiplies
and five additions per point. The preparation required is to convert
the four filter coefficients to 16-bit rounded values and multiply them
by 1-C. The total filter calculation requires 325 microseconds in pro-
gram INVFIL,

Before calculating the autocorrelation sequence of the error
signal, the mean of the error signal is computed and subtracted from it.
If the data being autocorrelated did not have zero mean, the autocorrela-
tion of the bias would make proper peak detection difficult by increasing
the correlation of the shorter lag coefficients relative to those to the
right of them. [2] The calculation of the mean and its subtraction is
straightforward and takes only 75 microseconds in AP program ZMEAN,

The calculation of the autocorrelation sequence of the error
signal is computationally the most significant task in the analysis,
Autocorrelation coefficients must be calculated with time displacements
covering the entire range of pitch intervals to be detected. For the
initial experiments, the range of pitch detectable is about 50 to 360Hz,
requiring pitch intervals of 2.7 to 20 milliseconds or pitch lengths at

450 microseconds per point of six to 44 points. The actual computation
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includes all autoccrrelation coefiicients from 0 to 44, although only

Re¢ to Ryy are tested for peak location. Since only 30 cells of data pad
are available for use as accumulators in the autocorrelation program,

two passes are used. During the first pass, Ry throigh Ray are corputed
and stored, During the second pass, the remaining terms are computed.

The autocorrelation coefficients are stored as 32-bit integers for peak
picking. The pitch autocorrelation requires 1,910 microseconds in the AP,

The pitch estimate is made by locating the peak in the autocor-
relation sequence, ignoring those points which correspond to pitches
shorter than 2.7 milliseconds. Once a preliminary peak is located, a
second search is performed to determine if a peak at twice the pitch
length was selected. This search determines 1f an autocorrelation
coefficient with index less than 3/4 of that of the peak has a value
greater than 85% of the maximum. If so, the earlier peak is taken as the
pltch estimate, The peak picking is performed directly on the unnormalized
32-bit autocorrelation coefficients. The time required in AP program
PITCH is about 60 microseconds.

To increase the resolution of the pitch estimate, parabolic
interpolation about the peak location is used. The interpolated correla:
tion value is then normalized by division by R;. One special case must
also be tested for. If che peak value is the first in the range tested,
it 1s possible that the value to its left is larger. In that case, a
blind parabolic interpolation can yield a minimum rather than a maximum,
To avoid this, if the value to the left of the peak location is greater
than the peak value, the frame is declared unvoiced by forcing the correla-
tion to 0. The algorithm for parabolic interpolation is:

Let Rp be the peak autocorrelation coefficient.

1. Compute A = .5(Rp_1+Rp+l-2Rp)

B = .25(R_-R )

2. Convert Ro,Rp,A and B to 24-bit scaled values, compute
Ro ! and A”
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3. P = p+BA’!
R ' =R -B*A"
P P
4, V=R"'Ry!
P

The results 256P and V are converted to 16 bits and stored with the gain
and K parameters from the coefficient analysis. The array processor pro-
gram PEAKFIT performs the pitch interpolation in 25 microseconds.

The array processor portion of the analysis is complete at this
stage. The remaining pitch and voicing decisions are largely logical
operations, and are performed by the MP as is the encoding process. The
total analysis program is too large to be loaded at one time into program
store in the AP, so it is split into a root segment which is always pre-
sent and two overlays. The majority of the calculation, through the final
autocorrelation for pitch analysis, forms one overlay, and requires about
4,810 microseconds to run., The second overiay includes the peak location
and pitch interpolation and takes 95 microseconds. The overlay transfer
is managed by an interrupt process in the MP and takes about 20 microseconds.

When the array processor has completed its analrsis calculation,
the pitch position and correlation, gain and K parameters are input by the
MP. A sequence of simple rules requiring the pitch estimates from the
three preceding frames is used to refine the pitch and decide if the new
frame is voiced or unvoiced. These decision rules are identical to those
proposed by Markel. [4].

Let N1, N2 and N3 be the tlree previous frame pitches. Then the
pitch NO of the new frame is 3P if V>,4 or N1>0 and V>.3; otherwise, NO
is set to O to indicate unvoiced. The following rules are used to smooth
the pitch and weight unvoiced-to-voiced transitions for the voiced pitch.

Rule 1 (smoothing): If |N3-N1|<0.4N3, replace N2 by the average

of N1 and N3.

Rule 2 (extrapolation): If N3 is unvoiced, N2 is voiced and

|N1-NO|<0.2N1, then replace N2 by 2 N1-NO.
The gain is also multiplied by 1.625 at this stage to partially correct

for the loss in energy of the analysis data due to Hanning windowing.
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One additional test is used to eliminate certain gross errors

in the voicing decision. If the first K parameter K; = -R; is positive,
i it indicates that an extremely high frequency component is present. If
this component is large, the signal could not be voiced. Hence, a test
for K1>.5 1s inciuded after the pitch N2 is associated with buffer 3,
If the test is passed, the frame is declared unvoiced.
In order to associate the pitch with the proper set of coeffi-
cient analysis parameters, we must shift it one 9.6 millisecond frame
: forward., This lines up the center of the pitch window and coefficient
2 window., Thus, the final pitch N2 belongs with the gain and K parameters
| calculated with N3, Four one-parcel parameter buffers are used to hold
this data until it is ready to encode.
The initial network voice protocol provides that data will be
% | transnitted only every 19.2 milliseconds. Since the analysis frame rate
is 9,6 milliseconds, only every other frame is selected for encoding and
transmission., However, informal li~tening tests have convinced us that a
simple selection rule can be used to improve the vocoder quality during
periods of sharp change in gain. Since the gain parameter reflects not
only the original signal energy, but also the extent to which the K para-
¥ | meters fail to describe the signal, large changes in gain reflect
. significant transitions in the signal. These transitions often occur much
more rapidly than the 19.2 milliseconds for which each set of parameters
transmitted must suffice. We have attempted to select the best availlable
set of parameters to transmit from each thre: adjacent frames, rather
than selecting every other set automatically. In order to do this, we

buffer two additional parcels before transmission. When a parcel is to

be transmitted, two tests are made:

3 Let G5,G4.G3 be the gains of the three parcels
If G4>3+G3+8, replace parcel 3 by parcel 4,
E ' If G3>3-G5+8, rcplace parcel 5 by parcel 4,

E Parcel five is then selected for transmission. i
All parcels and pitch save values are advanced by one position

each time, whether or not any parcel is needed for transmission.

o
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That is
NO-+N1+N2-+N3 and
Parcel 0 +~ Parcel 1 + Parcel 2 + Parcel 3 + Parcel 4 - Parcel 5.
The encoding of a parcel for transmission is defined by a set

of tables stored in the MP memory. There are five tables, one for pitch,
one for gain, and three for seven-bit, six-bit, and five-bit codes for
the K parameters. The tables used for both encoding and decoding are
given in Table 1-1. The encoding is performed by a binary search tech-
nique tc find the index to be transmitted., Packing of the codes into a
message for network transmission is performed separately and is discussed
in the next section,
1.1.3 THE RECEIVER SYSTEM 1

The receiver has a somewhat simplified job of data management
compared with the transmitter. No overlapping windows are used, nor are i
there separate pitch and coefficient sections. :

The synthesizer, itself, is a filter with periodically updated

coefficients, excited by a train of pulses separated by the current
pitch period for voiced frames, or a random noise generator for unvoiced
franes, A pitch synchronous updating procedure is followed. The trans-
mitted parameters are associated with the ends of the 19,2 msec frames,
A new set of transmitted parameters is provided for the synthesizer each
time a frame's worth of data is to be rynthesized. These new parameters
are associated with the end of the frame, The previous set is used for

the beginning of the frame, The actual parameters used in the filter,

and the gain, are then calculated by linear interpolation between the
sets at each end. Exceptions are when the two sets are not both voiced
or both unvoiced, in which cases the beginning parameters are used ;
directly. Once a pitch period is started, the synthesizer filter is not ‘
altered until the end of the pitch period, regardless of any frame
boundary crossings.

The MP processing for synthesis, itself, is limited to decoding

the parameters for a frame and passing them to the AP, where the actual

i e

synthesis takes place. The decoding uses table indexing with the codes
received in the companions tothe five encoding tables. These values are

also given in Table 1-1,
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Table 1-1. Encoding and Decoding Tables

a) Pitch Parameter Coding

Encode Quantized Encode Quantized
Test Value Code Value Test Value Code Value
0 0 0 46 32 45
14 1 14 48 33 47
15 2 15 50 34 49
16 3 16 52 35 51
17 4 17 54 36 53
18 5 18 56 37 55
19 6 19 58 38 57
20 7 20 60 39 59
21 8 21 62 40 ol
22 9 22 64 41 63
23 10 22 66 42 65
24 11 24 68 43 67
25 12 25 70 44 69
26 13 26 72 45 71
27 14 27 74 46 73
28 15 28 76 47 75
29 16 29 78 48 77
30 17 30 81 49 80
31 18 31 84 50 83
32 19 32 87 51 8
33 20 33 90 52 89 i
34 21 34 93 53 92 |
35 22 35 96 54 95 ‘
36 23 36 99 55 98
37 24 37 103 56 101
38 25 38 107 57 105
39 26 39 111 58 109
40 27 40 115 59 113
41 28 41 119 60 117
42 29 42 124 61 122
43 30 43 129 62 127
44 31 44 32767 63 133




1
Table 1-1 (continued)
et b) Gain Parameter Coding

. Encode Quantized Encode Quantized

Test Value Code Value Test Value Code Value
15 0 0 137 16 128
17 1 16 158 - 17 147
20 2 18 181 18 169
23 3 21 208 19 194
26 4 24 239 20 223
30 5 28 274 21 256
34 6 32 315 22 294
39 7 37 362 23 338
45 8 42 416 24 388
52 9 49 ) 478 25 446
60 10 56 549 26 512
69 11 64 630 27 588
79 12 74 724 28 676
91 13 84 832 29 776
104 14 97 955 30 891
119 15 111 32767 31 1024
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Table 1-1 (continued)

c) Seven-Bit K Parameters

Encode Quantized Encode
Test Value Code Value Test Value
402 0 0 23453
1206 1 804 24008
2009 2 1608 24548
2811 3 2411 25073
3612 4 3212 35583
4410 5 4011 26078
5205 6 4808 26557
5998 7 5602 27020
6787 8 6393 27467
7571 9 7180 27897
8351 10 7962 28311
9127 11 8740 28707
9596 12 9512 29086
10660 13 10279 29448
11417 14 11039 29792
12167 15 11793 30118
12910 16 12540 30425
13646 17 13279 30715
14373 18 14010 30986
15091 19 14733 31238
15800 20 15447 31471
16500 21 16151 31686
17190 22 16846 31881
17869 23 17531 32058
18538 24 18205 32214
19195 25 18868 32352
19841 26 19520 32470
20475 27 20160 32568
21097 28 20788 32647
21706 29 21403 32706
22302 30 22006 32746
22884 31 22595 ————

Quantized
Code Value
32 23170
33 23732
34 24279
35 24812
36 25330
37 25833
38 26320
39 26791
40 27246
41 27684
42 28106
43 28511
44 28899
45 29269
46 29622
47 29957
48 30274
49 30572
50 30853
51 31114
52 31357
53 31581
54 31786
55 31972
56 32138
57 32286
58 32413
59 32522
60 32410
61 32679
62 32729
63 32753

sk



Table 1-1 (continued)

d) Six-Bit K Parameters

Encode Quantized Encode Quantized
Test Value Code Value Test Value Code Value
804 0 0 23732 16 23170
2411 1 1608 24812 17 24279
4011 2 3212 25833 18 25330
5602 3 4808 26791 19 26320
7180 4 6393 27684 20 27246
8740 5 7962 28511 21 28106
10279 6 0512 29269 22 28899
11793 7 11039 29957 23 29622
13279 8 12540 30572 24 30274
14733 9 14010 31114 25 30853
16151 10 15447 31581 26 31357
17531 11 16846 31972 27 31786
18668 12 28205 32286 28 32138
20160 13 19520 32522 29 32413
21403 14 20788 32679 30 32610
22595 15 22006 —_—— 31 32729

e) Five-Bit K Parameters

1608 0 0 24279 8 23170
4808 1 3212 26320 9 25330
7962 2 6393 28106 10 27246
11039 3 9512 29622 11 28899
14010 4 12540 30853 12 30274
16846 5 15447 31786 .. 13 31357
19520 6 18205 32413 14 32138
220C6 7 20788 —_—— 15 32610
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The AP synthesis processing is primarily involved with the synthe-
sis filter, itself, so we will examine this program first. The only
other major program component is the parameter update routine, which is
used at pitch boundaries.

The synthesis filter is a two-multiplier lattice filter which uses
the K parameters directly. Figure 1-5 is a diagram of the lattice struc-
ture of this filter. The algorithmic implementation of this filter is:

1. Y = DRV = K;¢B;y

2. FOR §=9,°°",1

Y=Y - Kij
Bj+l = Bj +KY
3, B =Y
Y = GY

The B's represent the filter memory. This memory is initially O,
and is updated as shown during each pass through the filter. The factor
G is the transmitted gain factor adjusted for the length of the pitch
period. The gain is used as a post multiplier to permit scaling of the
input value LRV as large as possible to preserve maximum accuracy with
16-bit rounded arithmetic. However, since the:filter, itself, does have

resonances, care must be taken to avoid overflow in the intermediate

computations. The input driving function amplitudes were chosen experi-

mentally to avoid overflow as

| -1
2~7{1,P-1,P-1,""*,P-1/ for voiced periods

DRV =
r , the output of a uniform random
. ™ number generator, for unvoiced periods

TR
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The average energy of each pseudo random value rn is 3—1/2'2-1? The
energy of the output signal! is then adjusted by multplication by a gain
factor

., 80 V2P for voiced periods

)

G =
| 160 V& for unvoiced periods ‘

0 1s the interpolated gain parameter. Unvoiced periods are 128 points
long, as is the analysis frame size. The filter is implemented as a sub-
routine ISYN requiring 9.5 microseconds per point. This subroutine is
described in detail in the appendix.

Since the analysis input data was pre-emphasized by a filter l—uz-l,
the inverse of that filter must be used for post emphasis. The implementa-

tion of the post emphasis filter is:

Sn = Y+usn_l

For unvoiced periods, a pseudo random number generator is used to

Wi a

provide the driving function DRV. A multiplicative congruential genera-
tor with multiplier n= 125 is used |

x = (125x%|modulo+l) '

r= 210y
n

Subroutine RANDOM requires 1.5 microseconds to compute each random

number.

The synthesis program for each pitch period can now be described

, completely, The flowchart for its operation is given in Figure 1-6.

| The value NEG is -2-7/(p-l), a negative bias term to cancel the delta
function at the start of the pitch period. When a pitch period is comp-
lete, NEWPITCH computes the new filter parameters and driving function.
When a buffer is full, the program SYNOUT interrupts the MP and transfers
the buffer, Next time the synthesis program is executed, processing
resumes at SYN for a new buffer. Execution time is 1495 microseconds for
a 128 point buffer of voiced data and 1685 microseconds for a buffer of

3 unvoiced data.
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Figure 1-6. Synthesis Filt
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Each time a pitch period is comilete the parameters used are
updated. This updating is performed by using the position of the next

output point in the buffer to interpolate between the parameters associated

with the left and right ends of the block. No interpolation is used,
however, if the two sets of parameters are not both voiced or both unvoiced.
In these cases, the left frame parameters are used directly. The inter-
polation value is a=1/128, where i is the index of the next output point,
i=0,""*,127. The K parameters, pitch and gain values are all interpolated J

by the linear interpolation formulae:

P = PL - aPL + aPR

g = gL - agL + agR ;

R(1) = K (1) = ok (1) + aky(4)

If the new pitch period is to be unvoiced, the gain value is used directly
as the post multiplier G in the filter (all gain values are adjusted by
either 16/6 or 8/2 when they are first received). The period p is 128

AT TR T

points for an unvoiced period.

For voiced perlods it is necessary to calculate the gain adjust-

A Ao T < Tk O

ment /p and the appropriate delta function compensation (p-1)"'. The ;
interpolated gain g is multiplied by /p, NEG is set to 2 '@1)"', and DRV )
is initialized to 2~ .

The interpclation program NEWPITCH exits to SYN, where the synthe-~

sis filtering resumes. The filter memory (B; to Byg) is not changed

3 during the interpolation. The computation time if interpolation is needed
is 35 microseconds for voiced periods and 20 microseconds for unvoiced
periods.

As has been mentioned earlier, the beginning of a new buffer of
128 points has no immediate effect on the filter coefficients., A new
parcel of parameters is received from the MP at this time, The gain

parameter is immediately multiplied by 16/6 if the parcel is unvoiced or

8/2 if the parcel is voiced. The old right parcel parameters are moved
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into the left parcel buffer and the new parameters are stored in the
right parcel buffer. Proceszing then begins at SYN, These initializing
steps are performed in program INITSYN and take 26 microseconds.

The synthesis program in the array processor fits into the same oveur-
lay region of program store as the analysis overlays. It is loaded by
the MP and one parcel of decoded parameters is transferred to it., There-
after, only the AP is involved until a complete block of 128 points has
been synthesized. This block is input to an output data buffer in the MP
by an interrupt process. The total AP time for each block is 1790 to 1900
microseconds depending on whether voiced or unvoiced data is produced and
how many new pitch periods start.
1.1.4 DIFFERENCES IN CHI IMPLEMENTATION

Although we have closely followed the work of Markel in defining
the implementation of both the analysis and synthesis portions of the
speech compression system, we have chosen to make some changes. These
changes w..e in some cases dictated by differences in machine architecture
between the CHI AP-90 and the SPS-41 which most NSC group members are
using. In other cases, they represent what we believe are either correc-
tions of errors in the described implementation or worthwhile improvements,
All these changes were described in the text of the transmitter and
receiver portions of this section. They are summarized here for easy
identification.

Analysis

1. Rounded arithmetic is used for all multiplication and scaling
except in the autocorrelation program where a full double precision pro=-
duct is kept. The rounding is symmetric about zero, so no negative bias
is introduced.

2. Input data is not pre-scaled.

3. A Hanning rather than Hamming window is used, since this
allows us to use the cosine table in read-only memory without any extra
multiplicationms.

4, The two-multiplier lattice filter is used for the digital
low pass filtering of input data before downsampling,

5. Normalized autocorrelation coefficients are used for solving

the normal equations.
1-28

e 12 Fell e




S,

6. 24-bit scaled arithmetic is used for all computations in the
normal equations solutionm.

7. The mean is extracted from the error signal before autocorrelation.

8. We require that the peak selected in the pitch analysis be a
local maximum to avoid false peaks at the extremes.

9. The output parcel is declared unvoiced if K;>.5.

10. Parcel selection is used to provide better representation of
the signal in regions of rapid change.

Synthesis

1. Rounded arithmetic is used throughout the calculation with the
exception of the random number generator.

2, The interpolation coefficient 1is defined as the output index
i1 divided by the blocksize, not the blocksize -1,

3. The interPolation formula is implemented as
R(1) = (K (1) -0K (1)) +aK (1) instead of K(1) = (K (1)-K (1)) oK (1),
since the quantity KR(i)-KL(i) can overflow in fixed point computation,

4, A two-multiplier lattice filter was used for synthesis,
1.1. APPENDIX

The program timings show that out of approximately five milliseconds
required for coefficient analysis, over three milliseconds are spent in
autocorrelation calculations. For synthesis, the filter calculation uses
about 1,5 milliseconds out of less than 2 milliseconds total time. It is
clear, then, that the autocorrelation and Jattice filter calculations are
critical, We shall go through the AP micro code for the inner loops of
each of these in some detail.

Autocorrelation

The computation 1s performed in double precision fixed point with
16-bit input. The input data 1s packed two entries per 32-bit word in
MOS memory. Data pad cells 32-M through 31 are used to accumulate the
autocorrelation values for up to 29 coefficients. During each pass, a
pair of entries x, and x are fetched from memory and stored in DPO,

i i+,

data is then fetched from memory starting at x, ., where R, is the first

1+j h|
autocorrelation coefficient being computed (j is even), The sequence of

micro operations for each multiply-add will be shown with time running
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vertically and micro operations occurring in parallel shown on the same
line; all parallel operations change their destinations at the same time.
M1l = Multiplier, M2 = Multiplicand, AC = Accumulator,

32 bit register, DPA = data pad address register

current data pad cell. MA = memory addraess register

c

DP

MD = memory data register, SP(n) = Index register n
MP

product.

Initially:

MD = xi+j’xi+j+1’ Ml=xi, M2=xj,MAsA(xi+j)

DPA = 31-M. Start at instruction 1.

Rn-l Rn Rn-+1
- S I R

0 DP+AC+AC | (Multiply) —

1 AC-»DP INC DPA MP-+>C MD>AC INC MA(start fetch)

2 IF DPA=31 GOTOQ7 C~AC ACR+M2(Start Multiply)

3 pp+c-Ac (Multiply) (Memory Fetch)

4 AC»DP INC DPA MP+C (Memory Fetch)

5 If DPA#31 GOTO 0 C*AC MDLM2 (Start<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>