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PREFACE

The apparent power of the Digital Signal Processor as a tool for
processing informaticn such as pictures and sound is very promising
indeed. The variety, precision, and especially the complexity of
practical processing schemes that can be realized using digital
techniques far exceeds those previously available.

In this research we strive to demonstrate a level of complexity
and sophistication in the digital processinq of sound waves, which is
exemplary of the promise described above. We hope not only that the
specific achievements of the project will be useful in and of them-
selves, but also that the level of endeavor and degree of success wili
lead others to the exploitatiorn of similar tools in meaningful and
useful ways. |

Two technical problems are addreésed by this research. The first
is that of removing interfering background noises from recorded voice
signals. This is a classic problem. Sources of background noise are
many and varied. To mention a few we include: electronic background
noise, noises introduced by the recording medium, environmental noises
such as extraneous mechanical noises, or interfering noises similar to
those of interest. The example considered in this research involves
the second and last of these.

The second technical problem addressed here is that of providing
speech analysis and synthesis metlods which provide the very highest
quality voice characteristics. As they/have'been7knownrtraditionally,
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speech analysis~siynthesis system§ have been developed with a primary
emphasis on their ability to reduce bandwidth requirements. This
emphasis may have been too great with too little attention having been
éaid to qualicy, a characteristic effecting the ultimate user in a
nonspecific but strong manner. The very nature of the voice signals
in the problem attacled places a very strong emphasis on the issue of
quality. The result of this emphasis has been to provide not only a
solution to this problem, but some strong insights into the issue of
quality which has already influenced separate research projects in our
laboratory.

The reader with background in signal processing and electrical
communication theory, will recognize the classic difficulty in using
traditional thinking to provide a method for separating signals such

as speech and accompanying background noises. The problem with the

classic approach is that it tends to presuppose that the separation

will be effected by linear filtering techniques. This tendency is

the result of a long standing tradition and pract!cal compulsion for
using linear means in filtering electrical communication signals. This
compulsion is primarily a practical one stemming from the availability

and relative low cost, as well as the theoretical understanding of the

'working of such systems. As is well known, when such systems are

employed, it is impcssible to separate signals which are characterized,
in the Fourier sense, by frequency components of the same fundamental
period. In the case of complex signals such as speech and noise, an
infinity of frequency components are needed to synthesize the waveforms
in question. Nevertheless, when these component frequencies are the

iv



same for both the desired signals and the undesired ones, separation
remains impossible by linear means. It is common for those not
involved regularly with electrical signal processing to forget that
this consﬁraint is characteristic only of linear processors and to
assume that it is a more general limitation which must always be
confronted. Such is not the case. As a matter of fact, the processes
used in the research reported here are specifically not linear. Were

it not so, the theory tells us that the project would have been unsuc-

‘cessful. On the other hand, without the digital signal processor as a

vehicle, the ideas involved, as successful as they may be, would not
be able to be considered on a practical basis with present or short term

available technology.

Dr. Thomas G. Stockham, Jr.
July 1973




ABSTRACT"

This report describes research into the problem of rectification
of sound recordings made under adverse conditions and communicated and
recorded with a great deal of noise. 1In the course of this research,

a number of refinements have been made to the process of digital speech
synthesis through new vocoder techniques.

The particular case under investigation was that of old, noisy
recordings of a singing voice and the immediate goal was the separation
of that voice from wide band noise, orchestral accompanyment and
recording noise. This has been accomplished by the development and

refinement of the homomorphic vocoder as a filtering device.

*This report reproduces a dissertation of the same title submitted
to the Department of Electrical Engineering, University of Utah, in
partial fulfillment of the requirements for the degree of Doctor of
Philosophy.
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I. INTRODUCTION

This research represents the developmeﬁt of a system for the
gseparation of singing voice from musical.accompaniment and wide bard
surface scratch as found on early acoustic disc recordings. The
separation system employs a resynthesis of the singing voice using a
mechanism, the homomorphic vocoder, based on the properties of voice
signals. |

The homomorphic vocoder separately estimates the contributions of‘
vocal tract excitation and vocal tract articulation. When the
homomorphic vocoder is applied to voice signals corrupted by noise,
the corruptions affect‘the estimated excitation and articulation
components. Howevel, these components have been found to be regular
over long time intervals, while the corruptions are not. Therefore,
the effect of the corruptions can be attenuated by constraining the
synthegized excitation and articulation functions so that they are also
‘regqular over long time intervals.

Further improvement in the quality and naturalness of the synthetic
voice signal can be made by implementing several additional procedures.
The mechanical recording systen used to produce the recordings was
incapable of responding to high frequencies, therefore, an attempt was
made to synthesize artificial hich frequencies. The voice signals
occurring at the beginnings and endings of singing segments often have
much lower energy than the accompanying noise. This makes accurate

estimation of the actual vocal “ract excitation and articulation functions




difficult. This difficulty can be overcome by substituting
estimations from adjacent, high signal energy sections for
the unrecoverable sections. The synthetic signal does not
have the benefit of room acoustic disperscion, consequently
an attempt hes béen made to introduce artificial room
reverberation.

The major contribution of this research is the presentation
and implimentation of the notion of filtering a voice signal
from noise using an analysis-synthesis system. Although many
of the techniques used in this implimentation are derived from
the literature, several have been developed exclusively for
this task. The notion of pitch synchronous reverberation has
not been presentéd elsewhere. This procedure, which interrelates
neighboring impﬁlse response estimates, is responsible for much
of the success of the filtering process. The heuristic and inter-
active pitch correction processes, though based on classical
notions, have been refined and adapted for this task. Finally,
the notion of extrapolating the synthetic signal into intervals
with low signal to noise ratios by using information derived from
intervals with high signal t¢ noise ratios has been developed
successfully in this application. These contributions represent
steps not only in the solution of the problem of filtering voice
signals from noise, but lead to possible solutions of problems

in many other areas.



A successful scheme for extracting a signal from a back-~
ground of noise could be applied to a variety of communication
problems. The homomorphic vocoder has been successfully used
in bandwidth reduction, helium speeéh correction, and expansion-
compression systems [1],[2),{3]. This work explores its utility
as a nonlinear filtering mechanism for voice signals and intro-
duces several modifications to further adapt the vocoder to this
application., This modified vocoder might. be applied to extraction
of sonar reverberations from biomarine sounds, reconstruction of
voice messages overlaid with vibrational noise or to any problem
where the parameters of a biologically produced scund need to
be estimated and recreated free of other accompanying mechanical

noises.
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II. PRINCIPLES OF THE HOMOMORPHIC VOCODER

2.1 Historical Background

In 1939 Dudley developed a methodl of coding voice signals which
significantly reduced the bandwidth necessary for voice tranamission [4].
This method, called the channel vocoder, functions as follows: First,
the voice signal is passed to a bank of bandpass filters before direct
transmission. The outputs of these filters is then rectified and smoothed,
producing channel signals, which are transmitted together with a sig..al
cor.. udning voiced/unvotced/pitch information. An input signal generated
from the transmitted voiced/unvoiced pitch asignal excites a bank of band-
pass filters identical to those at the sending end. The catput signals
of the bandpass filters are modulated by the channel signals. The input
signal is generated as white noigse for unvoiced excitation and a sequence
of impulses at the pitch rate for voiced excitation.

Not only was Dudley able to produce intelligible speech at one
sixth the bandwidth required to send the actual voice signal, but his
channel vocoder serves as a basis for the vocoders presently in use
for speach synthesis. The success of Dudley's process not only
provided a solution for the bandwidth reduction problem, but also
demonstrated some important perception properties of voice signals.
Utilizing this process, intelligible speech could be generated by E
synthesizing 5 signal that preserved both the excitation function of -
the original voice signal and the short time spectral characteristics

or articulation function.

W et wrimd " St ”



The numerous improvements in vocoderé made gsince 1939 primarily
resulted in more efficient and accurate estimétions of the excitation
function [5}, [6], and in better techniques for estimating and
coding articulation functions [7], [8]. The channel vocoder's short
time spectrum is formed from the output of a bank of bandpass filters,
which is sampling along the frequency axis at fixed frequencies.
Subsequent workers, modelling the vocal tract as a resonant chamber,
postulated.the existence of a small numbe¥ of resonant frequencies
called formants which would describe the short time spectrum. The
short time spectrum was reconstructed from its most prominent four
or five formants and their associated Q's. This system, known as the |
formant vocoder, successfully utilized the fact that the fo.mant
frequencieé change slowly and can be tracked over long intervals of
time [8].

In 1966 Oppenheim presented an analysis of the vocoder based on
his work with homomorphic transformations. This analysis became known_
as the homomorphic vocoder. Oppenheim reésoned that the vocal tract
was essentially a stationary linear system over short intervals of timé._
The output of such a system is known to be the convolutional combination
of the excitation function and the impulse response of the system.
Oppenheim's previous work had shown that when two functions are combined
by convolution, they obey transformational rules equivalent to addition
and scalar multiplication. When this condition applies, there exists
an invertible, non-linear, homomorphic transformation which maps these

functions into new functions combined by ordinary addition and scalar

multiplication. Linear filters can be applied to these after they




6
have been transformed into a space where the} are combined by ordinary

addition [9],

An application of the Fourier transform maps functions combined
by convolution into functions combined by multiplication. 1If the
logarithm of the result of this transformation is computed, then the
functions combined by multiplication can be further transformed into
functions combined by ordinary addition. Thus, the log spectrum of a
section of voice signal contains components which are derived from the
excitation function and from the impulse response of the vocal tract,
combined by ordinary addition. Oppenheim's homomorphic vocoder applied
linear filtering of the log speétrum to effect a separation of the
excitation function and the impulse response of the vocal tract,

yielding some of the highest quality speech obtained by vocoder processing.

2.2 The Convolutional Model and Discrete Representation

The homomorphic vocoder models a singing voice signal as the output
of a piecewise time invariant linear system {9] . Probably the most
important characteristic of time invariant linear systems is that each of
them is completely characterizéd by its impulse response. For a system

with impulse response h{t), its response to an input f(t) is
o
g(t) = f £(T).h(t - T).dT = £(t) ®n) (1)
[ -]
that is, g(t), th2 output of the system 1is the convolution of f(t)

with h(t) [10). Therefore, to regenerate a singing signal without

reproducing the background noise, one must only determine the singing

sl




voice's excitation function and the sequence ot impulse responses
that are associated with it for each time intérval.

The use of the convolution integral (1) assumes that th< input
signal is generally defined and continuous for all t in the interval
- ® to + » , The impulse response, h(t), and the output of the
system, g(t),are-similarly defined. The convolution integral can be
simplified by restricting the input function and iméulse response,
Bandlimiting the functions £(t) and h{(t) aid in simplifying the convolu-
tion integral. Signals whose component functions are so limited can be
processed as discrete samples and then regenerated, producing the equiva-
lent continuous counterparts. When £(t) and h(t) are bandlimited and
sampled at a rate exceeding the Nyquist rate, then, as proven by the
Sampling Thﬁorem, the signals can be completely recovered from their
discrete saﬁples 1] . Low pass filtering of the noisy recording
effectivelyjband'limits the functions f(t) and h(t) ancd the noise
signal, sinqe the original signal contains all of these components.
For this anélysis, we have lowpass filtered the noisy signal at
4 K Hz and sampled at 10 K Hz. A grace band of 1 K Ez was allowed
since the analog filters used cannot attenuate completely and immediately
above 4 K Hz,

The convolution integral (1) of this filtered, bandlimited signal
can now be replaced, without introducing any approximations, by the sum

g(K) = £(3).h(Kk - J) (2)

J=w

e b e A bt Tt 8 et i kb B, s




where g , 48 the Kth sample of the output function, £(J) is the Jth
sample of the input function, and h(K-J) is the (K-J)th sample of the
impulse response.

Restricting the impulse response of the vocal tr#ct, hi{t), to be
non-negligible only over a finite interval further simplifies the
convolution integral. The vocal tract is a mechanical system and is
realizable. Thus, its impulse response is zero for all t less than
zero. The vocal tract also has both internal and external viscous
frictional forces acting upon it, thus, its impulse response tends
to zero for increased t. A sequence of equally spaced samples from a
function which is non zero only over a defined interval is itself of
finite length. Therefore, for finite length impulse responses, the sum

in (2) becomes

K+M
g(x) = ¢ £(J) .hi{x - J) (3)
J= K=-M

whenever h(L) # 0 for -M < L < M, and
= 0 otherwise
This restriction reduces the convolution (1) to a sum which can be
computed in a defined number of operations.
wWithin this discrete framework, the task of generating the samples
of a singing signal without reproducing the background noise reduces
to determining the excitation function and processing the sequence

of samples associated with the impulse responses.



III. EXCITATION FUNCTION DETERMINATION

Oppenheim's formulatinon of the homomorphic vocoder generates the
speech excitation function from measurements of pitch rate and a
voiced-unvoiced decision [9]. The generated function for voiced segments
consists of a sequence of unit impuises or unit samples occurring at
intervals corresponding to the pitch periods. The unvoiceZ segments
are generated as a waveform with a flat spectrum, for example, a train
of impulses with random bolarity. In addition to voiced and uhvoiced
components, recorded singing voicg signals have many intervals which
contain either silence or oﬂly background accompaniment. The vocal
tract excitation function employed in this paper cpnsists of sections
whicn are voiced, unvoiced, and silent.

Lungs and glottis, the physiomechanical structures which prcauce
the vocal tract excitation function, are limited in the fate at which
they can change positions. Therefore, the estimated excitation function
for singing voice has been constrained to remain constant over each
successive 6.4 millisecond interval. This is not a savere restriction
since even the highest pi‘“ched samples will contain no more than three
pitch periods during this brief interval. The calculation of the input
function for 6.4 millisecond intervals rather than for each sample also
results in considerable computational savings.

The process which has been implemented to determine the excitation
function over all successive 6.4 millisecond intervals in a selection

has geveral stages. First, it is assumed that all intervals are voiced,
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then an estimate of the pitch rate over each interval is made by
cepstral pitch detection [6]). Finally, this sequence of pitch rate
estimates is segmented as to voiced, unvoiced, or silent excitations

by utilizing a heuristic program and manual interaction.

3.1 Cepstral Pitch Detection Procedure

The computation of the cepstrum is made using a modification of
Noll's procedure [12). The input signal is lowpass filtered at
4 K Hz. and sampled at 10 K Hz. to 14 bits to permit digital
representation, For each estimate, a Hanning window of 256 samples is
applied. This data window width is a compromise between shorter windows,
which degrade the accuracy of the pitch rate estimates, and longer
windows, which introduce averaging errors due to incorporation of pitch
rates from neighboring intervals, Zero samples are aprended to the
sequence of windowed samples, a 512 point discrete Fourier transform
(DFT) is performed, and the log magnitude of the spectrum is computed;
the zeros appended prior to transforming provide a two fold interpolation
in the frequency domain and reduce the effect of aliasing in the cepstram.
A 512 point Hanning window is applied to the interpolated log magnitude
spectrum, 1536 zeros are symmetrically concatenated,and a 2048 point
inverse DFT is computed yielding the cepstrum. This application of the
Hanning window distorts the cepstrum less than simpler windows, even
though the high frequency components in the log magnitude spectrum are
attenuated. The concatenation of zeros results in an interpolation of
the cepstrum to a resolution of 0.025 milliseconds permitting a more

exact estimation of pitch period. The estimate of pitch period is made
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from the quefrency with the maximum cepatral value over an interval
from 1.65 millisecondis to 12.0 millizeconds. The pitch rate estimate
is the inverse of this quefrency.

A block diagr;m of this process is presented in Figure 1, with
typical intermediate waveforms represented in Figures 2, 3, 4, 5, 6, 7,
and 8. The results of this pitch detection scheme §ver 1024, 6.4
millisecond -intervals are shown in Figute 9, where the pitch rate in

Hertz is plottad against time.
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3.2 Heuristic Seqmentation Procedure
| Once the pitch estimates have been computed, they must be

segmented into voice, unvoiced, and silent sections. Segmentation can
be accomplished by listening to the original noisy signal, screening
the corresponding section, and then manually classifying each pitch
estimate.v This method is not only tedious, but also fails to utilize
an important characteristic of the pitch rates: the pitch rate for
each 6.4 millisecond interval within a voiced segment closely approxi-
mates the pitch rates of its adjacent intervals. A two pass heuristic
procedure which utilizes this property has been implemented. This
automatic classification procedure identifies many of the voiced
sections of the signal, thus reducing the number of pitch estimates
that must be manually classified. |

During the first pass of the heuristic program, regression lines
are calculated which approximate the pitch estimates for each group
ofbfive consecutive 6.4 millisecond intervals. The pitch estimates
for these five consecutive intervals are marked as voiced if the
residual variance from their regression line is less than a threshold
value of 20 Hz. 2 . This threshold value was chosen after observing
that the pitch rate variances were on the order of 104 Hz.2 over
manually identified unvoiced and silent sections, but less than l.OHz.2
over voiced sections. Figures 10 and 11 illustrate data before ani .fter
this first pass of the program.

The second pass classifies as voiced any segment consisting of less

than three 6.4 millisecond intervals which separate two sections marked

as voiced. Singing voice signals cannot be unvoiced or silent over
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such short sections, therefore, misclassification of these intervals is
due to errors in the original rate estimation. New pitch rates are
computed for these short intervals by linear interpolation from the
endpoints of their adjacent voiced sections. An example of the effect

of this second pass is shown in Figures 12 and 13.

3.3 Interactive Segmentation Procedure

The automatic program for identifying'voicedlintervals processes
the bulk of the singing voice signal. However,‘misidentification and
omission errors are made by this program and must be corrected by manual
interaction. Segments consisting only of musical accompaniment are
sometimes classified as voiced. If the pitch estimates marked voiced by
the heuristic program are graphically displaved, these misidentification
errors are easily recognized. As Figures 14 and 15 illustrate, the
variation of voiced pitch profiles is small. Vibrato is present only
over extremely long intervals. In contrast, the profiles of pitch
estimates made from intervals containing only musical accompaniment
display a constant variation. These results demonstrate that musical
accompaniment is a polyphonic sound with a ﬁnique pitch over those
short intervals dominated by one part of thebaccompaniment.

Omission errors are most frequent for intervals at the start and
finish of voiced segments, when the signal contains singing signal,

background accompaniment and surface scratch of approximately equal

‘intensity. The pitch estimates for such intervals commonly contain

errors. The heuristic orogram fails to mark these fallacious estimates

as voiced because they do not fulfill the voiced decision requirements
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of the program. A graphical! display is used to view the pitch estimates.

These erroneous estimates often become obvious by their large deviation
from the homogeneous pitch profiles or the correct estimates. Figures
16 and 17 are examples of the pitch profiles of this type of error
before and after correction. The incorrect estimates are manually
marked for interpolation. Before.each synthetic recording is made, all
such noted intervals are linearly ihterpolated along a line connecting
the endpoints of adjacent voiced sections. These new pitch estimates
are included in the synthesis process.

Interactive idéntification has also been the only successful
technique fourd for designating unvoiced intervals and distinguishing
them from surface scratched silent sections. The unvoiced sections
must be identified by auditioning the original recording. The excitation
function for the unvoiced sections are taken to be samplers of equal
magnitude with polarity determined by a pseudo-random number generator,
a procedure used by Oppenheim and equivalent to the procedure used by
Dudley 13], [4]. Any interval not marked as voiced or unvoiced is
designated silent and its excitation function is taken to be zero.
After a synthetic recording has been made, it is auditioned and any
remaining omissions or misidentifications are noted and manually

corrected for the next synthesis.

3.4 Evaluation

The success of the excitation determination process used in this
analysie can be attributed to its binary nature. The processes initiates

a sequence of yes or no decisions such as choosing between singing
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voice or nonsinging, and then for the singing voice sections, voiced

or nonvoiced segments. The graphical and auditory feedback parts of

‘the process also contrihute to the overall success of the excitation

function determination,

Extreme care was required during determination of the excitation
function. This determination aot only controls the quality of the
voiced segments by its regulation of pitch, but also distinguishes between
sections which are silent and should be generated as zeros. Any error
in the excitation function becomes-explicitly noticeable in the synthetic
signal.

The major failure of this process is the abruptness created by
the beginnings and endings of the singing segments. After listening
to the synthetic recordings, it becomes clear that the singer must
have been more gradually increasing and decreasing the volume of
his voice in the original recording. However, the voice signal,
including its pitch, is deeply imbedded in the noise of these
starting and finishing segments. A partial solution to this problem,
presented in the chapter on synthesis, uses the first and last
detectable pitch and impulse responses as best approximations for the
pitch rates and impulse responses for these beginnings and ending

sections.
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IV. IMPULSE RESPONSE ESTIMATION

v 2]

Cepstral liftering as applied in the homomorphic vocoder [13],
formant detection [8), and predictive coding [14] have all been success-
fully used for estimation of the vocal tract impulse response from

noise free signals. Estimation of the impulse responses for acoustically

recorded singing signals is complicated by a lack of high frequepcy
information and the competing presence of musical accompaniment aad
noise signals.

The cepstral liftering technique, with modifications, provided
the most direct means of generating high quality impulse responses with
minimum, maximun, and zero phase for the singing voice signal. 1In
addition to processing the singing signal hy cepstral liftering, a first
order approximation to the missing high frequencies is introduced into
the spectrum of each impulse response. Constraints are also implemented
to compensate for the presence of corrupting noise in the original

signal.

4.1 The Short Pass Liftering Process

The first step in the cepstral liftering process is the estimation
of the log magnitude spectrum. A sequence of £ime domain samples is
windowed with a Hanning window and a number of zeros equal to the window
width are concatenated. The discrete Fourier transform is applied to
this sample yielding a complex spectrum of the noisy data from which

the log magnitude spectrum is computed. Application of a Hanning window
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prevents leakage in the estimated spectrum [6) and the concatenated
zeros provide an interpolated spectrum and r-duce the effect of aliasing
in the cepstrum [15]. After computing the log magnitude spectrum, a
dataz window is applied and an inverse DFT performed to produce the
cepstrum., Although a Hanning window was applied to the log magnitude
spectrum for the excitation function determination in the last chapter,
this window is not used here. We have found that use of the Hanning
window algemates high fraquencies. Since the two sided symmetric
log magnitude spectrum is already bell shaped, a Fourfer window can
be applied. Although this type of window allows considerable leakage,
it least attenuates the high frequency spectral values. The use of a
one sided window could produce cepstral distortion due to a sharp
discontinuity at zero hertz. This use of the two sided log spectrum
is consistent with the experiments of Schroeder and Noll [16] concerning
log power spectrum windowing for cepstral computation.

When the cepstrum is short pass liftered, the high quefrency values
are zeroed. This processed cepstrum determines a zero phase impulse
response, If the cepstral values with negative quefrencies are zeroed
and those with quefrencies greater than zero are doubled, the result
is a minimum phase impulse response. Reversing the roles of negative
and positive quefrencies, the same computation produces a maximum phase
impulse response [9]. After the phase has been determined, the cepstrum
is reduced to the length of the time domain data by symmetrically
eliminating the highest quefrencies.

A DFT is performed on this cepstrum yielding a smoothed log magni-

tude spectrum and phase. The log magnitude spectrum, when exponentiated,
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results in the magnitude spectrum, which is used with the phase to pro-

duce the oomplex spectrum of the impulse response. 7o eliminate the
low frequency characteristics of the impulse response, the low frequency
coefficients of the complex spectrum are zerced. An inverse DFT
is applied resulting in the estimate of the impulse response.
A block diagram of this process is shown in Figure 18 ané inter-

mediate waveforms are shown in Figures 19 through 32.
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4.2 Frequency Extrapolation

The mechanical recording mechanisms used to produce acoustic
disc recordings were incapable of reproducing signals with a
frequency greater than about 4 K Hz. There ig, however, consic.iable
high frequency noise energy above 4 K Hz on these early records
which can be attenuated by lowpass filtering. Thus, when the noisy
signal was lowpass filtered at 4 K Hz, no loss of singing voice
signal was experienced. Since this lowpass filtered signal contains
no information above 4 K Hz, it cannot produce natural quality
synthetic rec.rdings.

An approximation of the missing high frequency information was
derived by examining the high frequency responses of a singing
signal. Figure 33 shows the log magnitude spectrum of a modern
digital recording filtered at 15 K Hz and sampled at 35.0 K Hz.

This spectrum has approximately a 6 dB per octave roll of from 4 to
10 K Hz. An attempt is made in this synthesis to provide each
impulse response with a corresponding synthetic high frequency
spectrum that rolls off a 6 dB per octave in t}e interval from

4 to 10 K Hz.

The synthetic high frequency spectrum is produced by symmetrically
concatenating the log magnitud- spectrum of the impulse response
with zeros, thereby increasing its length four fold. After this
alternation, the highest frequency represented in the log magnitude

spectrum is
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Figure 33. The log magnitude spectrum of a singer
singing the A in Ebraham. (This estimate was
made utilizing 8192 samples of the signal lowpass
filtered at 15°K Hz and sampled at 35 K Hz.)
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20 K Hz. The frequency coefficients above 4K Hz are replaced with

values on a line of slope 6 4B 6ctave that passes through a point
Just above the 4 K Hz frequency.’ |

Symmetry considerations imply that the phase of tta lpg maénitude
spectrum is zero at 5 K Hz., The phase of the synthetic high frequency
impulse response is obtained by concatenating with zeros all phase
coefficients above 5 K Hz.

The log magnitude spectrum is exponentiated, the real and imaginary
parts of the complex spectrum computed from the magnitude and phase, |
and an inverse ¢ iscrete Fourier transform applied. The result is an
impulse response which is represented as a signal function sampled
at 40 K Hz. Figure 34 shows the log magnitude spectrum of a section

of the synthetic signal resulting from this process.

4.3 Interrelating Impulse Responses

Accurate estimation of impulse responses in the preéence of non-
stationary noise with unknown statistics at first seems an insoluble
problem. However, gince the vocal tract changes positions relatively
slowly, its impulse response over each sampled interval is related to the
impulse responses over adjoining intervals.- The vocal tract was
modelled as a time invariant linear system over each interval; it is,
therefore, reasonable to expect that the log magnitude spectrum of the
impulse response over each igterval should be closely related to the
log magnitude spectrum of the impulse responses over adjoining intervals.

A graphical representation of this relationship is obtained by

plotting a surface of log magnitude spectra with time along the x-axis,
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frequency along the y-axis, and log magnitude spectra along the z-axis.

Such a surface is plotted in Figure 35 for a section of noise free

signal. A second such surface is plotted in Figure 36 for a section

of singing voice signal in the presence of musical accompaniment and

surface scratch. The surface generated from the noisefree signal is

more regular than that from the noisy signal indicating that musical

accompaniment and surface scratch cause significant variations of an

impulse response's log magnitude spectra from those of its neighbors. i
Three techniques were implimented to constrain the sequence of

impulse responses and maintain their interrelationships. The first

method smooths the graphically defined log magnitude spectral surface

along the time axis for each frequency coefficient. The second

technique utilizes a long time domain data window. A third procedure

also found to maintain the impulse response interrelationships was

to widen the shortpass lifter to include the cepriral peak used for

pitch detection.

4.3.1 Log Spectral Smoothing

To smooth the log magnitude spectrum of each frequency coefficient,
the step size for which a new impulse response of the vocal tract is
eastimated was selected to be 6.4 milliseconds and the da£a window width
was get at 25.6 milliseconds. The cepstral liftering process was
performed for each step up to the computation of the log magnitude
spectrum of the impulse response. The one sided log magnitude spectrum
and phase were stored until all the log magnitude spectra and phases

were computed for the selection. The log magnitude values for each of

~——



FREQUENCY
(HERTZ)

Figure 35. A surface of log magnitude spectra for a
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the frequency coefficients along the time line were then convolved
with a 16 point, zero phase, impulse response of a lowpass filter.
These filtered log magnitude spectral values were then used with their
=orresponding phases to produce the sequence of impulse responses.
Figure 37 shows the result of this process applied to the log magnitude

spectra shown in Figure 36.

4.3.2 1Increased Time Window Widths

The second system of constraint utilized long data windows.
Lengthenihg the data segment used to estimate the vocal tract impulse
regsponge over each interval increases the amount of data which is
shared with ségmenté used for estimations in adjacent intervals.

Impulse response estimates obtained from data segments with shared data
will maintain their interrelationships despite the noise and surface
scratch. Thus, by estimating responses for each 6.4 millisecond
interval and using a 25.6 millisecond window, 75% of the data incorporated
ir. a particular estimation will also be used ia the estimations over its
neighboring 6.4 millisecond intervals. This overlap is illustrated in
Figure 38. Increasing the window width to 102.4 milliseconds, increases
the overlap to 93.75% as illustrated by Figure 39. The beneficial
effect of this overlap is somewhat reduced by the application of the
Hanning window which weights the estimation segment heavily towards

its center samples, but the interrelationships of the impulse responses
from adjacent intervals isg still present.

In addition to constraining consecutive impulse responses to be

gimilar to their neighbors, the use of long data windows has two additional
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Figure 39. Four sections of data used for estimation of
consecutive impulse responses. Each data segment is
102.4 milliseconds long for the estimation of the
impulse response over the underlined 6.4 millisecond
interval.
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positive effects. Firat, the longer windows allow greater resolution

of the log magnitude gpectrum obtained from them. This increased
resolution provides more information than an interpolation of an
estimate made from less samples. Secondly, at each step of the
estimation procedure, more samples are processed, cénsequently, the
resulting impulse response estimation is longer thar. one obtained with
a shorter window. Increasing the windowllength permits the vocal tract
a longer memory, thereby partially overcoming'fhe restriction of a
finite impulse response.

There are major draw backs to the use of long data windows. First,
the assumption of stationarity is sometimes violated, and second, the
cost of computation is increased. Even though a new impulse response
is estimated over each 6.4 millisecond interval, a long data window
could blur events that happen in a short time period by spreading their
energy over the entire interval. For instance, the energy of stops
and plosives that occur in speech would be lost over a wide interval.
The computational cost of computing the discrete Fourier transform used

in this part of the process dwarfs the costs of any other computations

"in thig analysis. Therefore, the cost of computing this complex part of

the procedure determines the cost of the overall process. The present
cost of computing a DFT using the Fast Fourier Transform algorithm ([17]

is on the order of

CostN = N*log(N) * CF seconds

where N is the number of samples in the transform and the computation

factor, CF, is a machine dependent constant involving the time required

pie
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to perform a sequence of complex additions an® multiplications. For

an N of 256, the cost is

Cost - 2bo'logz(256) * CF = 256"B*CF = 2048 * CF

256

while for an N of 1024, ' .

Cost1024 - 1024*1092(1024) * CF = 1024*10*CF = 10240*CF ";Ja

Thus the cost of ccmputing impulse responses for 102.4 millisecond
windows is about five times as great as the cost of computing for
25.6 millisecond windows.

Hammett in his work on an adaptive spectrum analyeis vocoder, has
examined the selection of data window widths in detail [18]. The
solution Hammett used to optimize the trade off between stationarity and
stability of estimates was to utilize diffarent length data windows
for different intervals, deperding upon a measure of the rate of change
of parameters describing the signal. Thus, his vocoder uses a long :“f
window over selections of voice signal where the vocal tract changes y
little and short windows when it changes rapidly. Although this {
technique has proven extremely useful in speech, it has not been Ty
implemented in our filtering scheme since singing voice signals are i

composed mostly of long sections where the vocal tract chaiges are small.

4.3.3 Pitch Sychronous Raverberation

The third constraint implemented is one which is unique to this
regearch effort. It is called pitch synchronous reverberation and is
fundamentally different from what is classically accepted as reverberation.

Whereas reverberation usually refers to the effect of resonances of
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chambers or rooms, which are generally one or two second effects that
account for an echoing quality of sound, pitch sychronous reverheration
is a phenomena created artifically and lasts only a few milliseconds.
The purpose of pitch synchronous reverberation is to constrain sequential
impulse resonses rather than to‘simulate room reverberations. It is
achieved using wide cepstral lifters in the impulse response estimation
érocess.

Widening the cepstral lifter to include the cepstral pitch peak
has not been used in speech research for two reasons. First, the
separation of excitation and articulation functions by the convolutional
ﬁodel of speech production described in Chapter II relies on the notion
that the cepstral pitch peak is due primarily to the excitation function
rather than to the impulse response. The second and most important
reason is that the previous bandwidth reduction studies were primarily
concerned with finding the smallest set of parameters necessary to
regenerate transmitted speech intelligibly. 1In those studies, the low
quefrency cepstral values, or equivalently, some description of the
smoothed log magnitude specfrum, were found to adequately characterize
the vocal tract impulse response. Inclusion of additional parameters
was found to increase the bandwidth.

A cepstrum derived in the classical manner described earlier,
contains additionally combined components which represent the excitation

function and the impulse response of the vocal tract. That is,

c(t) = wv(t) + e(t)
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It has been mathematically postulated and empirically demonstrated

that low quefrency components contain much of the information describing
the impulsa response of the vocal tract (9], Information about the
impulse response may also be contained in the higher quefrencies.

Thus, increasing the width of the short pass lifter in the cepstrum
ought to incxease the information about the impulse response of the
vocal tract. 1f this increased width were to cause the inclusion of the
cepstral pitch peak, one would expect considerable distortion in the
impulse reéponses estimated. We have found this to be the cagse. However,
the distortion caused by the inclusion of this peak manifests itself

as a phenomenon we call pitch synchronous reverberation. This pitch
synchronous reverberation has been found to be an effective tool for
congtraining the impulse responses to be similar over neighboring
intervals.

The conventional short pass liftering process used to estimate
impulse responses obtains estimates which have high amplitude only over
a short time interval, This was previously shown in Figure 30. When
several different impulse response estimates are jointly used to
synthesize a segment of artifical signal over a constant pitch period
interval, the result is:

s(t) Ri(t -1 .1)

aadil o I

=1

In this equation n is the number of impulse responses under consideration,

s(t) is the resulting synthetic signal, Ri(t) is the ith impulse response,

and 1 is the pitch period.
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This convolution is illustrated in Figure 40 for three consecutively

estimated impulse responses. Over short intervais, typically less
than the pitch period, the synthetic signal is derived primarily from
only one of the impulse responses. This occurs because the estimated
impulse respon-es only have high amplitude over a short interval. 1If
successive impulse responses differ significantly from one another in‘
a random fashion, the resulting total signal will have random charac-
teristics.

Suppose that before computation of the total signal each impulse
response were convolved with a train of symmetrically decaying impulses
spaced at the pitch rate as shown in Figure 41. The result of this
convolution would be a modified impulse response. An example of the
modified impulse response obtained by convolving the}zero phase
impulse response shown in Figure 30 with the train of impulses shown in
Figure 41 is shown in Figure 42. This modification process has been
defined as pitch synchronous reverberation. Its effect is to generate
reduced copie; of the high amplitude portion of the impulse response
spaced at multiplec of the pitch period. An example using impulse
responses modified by this pitchsynchronous reverberation to generate
a synthetic signal for three impulse responses is shown in Figure 43.

The resulting time domain synthetic signal displays little evidence
of the modification or distortion, since the modification was pitch
synchronous. In addition, pitch syncronous reverberation averages the
impulse responses used to derive the synthetic signal over the entire
pitch interval. This reduces the random error which is characteristic

of synthetic signals derived from only one or two of the highest
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Figure 40. The convclutional process for three impulse
responses obtained by conventional short pass liftering.
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Figure 41. An example of a train of symmetrically decaying
impulses spaced at the pitch rate.
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Figure 42. The convolution of the zero pPhase impulse
response estimate shown in Figure 30 with the traln
of impulses shown in Figure 41.

Figure 43. The convolutional process for three impulse
responses which have been modified by pitch synchronous
reverberation directly.
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amplitude impluse responses.

Pitch synchronous reverberation can be effected directly for each
impulse response, or it can be approximated for all impulse responses
by including the cepstral pitch peak within their short pass lifters.
To demonstrate this, we will show that the contribution of the cepstral
peak to the impulse responses estimate is, indeed, a form of pitch
synchronous reverberation,

An additive modification of the cepstrum manifests itself as a
convolutional modification of the impulse response. Including the
cepstral pitch peak alters the estimated impulse response by convolving
it with a modifying impulse response derived from the cepstral peak.
This modifying impulse response can be demonstrated to be a form of
pitch synchronousreverberation. It will be referred to as the PSR
(pitch synchronous reverberant) impulse response. The PSR impulse
response can be determined by abstracting the pitch peak in the cepstrum
as a pair of samples of amplitude H at the quefrencies with irndices
+ P. An example is shown in Figure 44.

The cepstrum is discrete and can be considered as a periodic sequence
whose indices + P are actually + P and (N - P).
Analytically,

cp(J) = H for J = P,

I+

= 0 for J ¢ + P.

A cepstrum so defined for H = .3 and P = 32 is shown in Figure 44.

The log spectrum of the PSR impulse response is determined by computing
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the discrete Fourier transform of this cepstrum,

N-1
log sppSR(x) = DFT(cp(J)) = § co cp(J).wN

JK

2%
where W= e N a cos(2n/N) + § atni2n/).

therefore,

log BPPSR(K) = H.w;KP + H.W§P

- SN -3 (2m/mke

2

= 2Hcos {(2n/N)KP)

This function, for H = .3 and p = 32 is shown in Figure d46.
The PSR impulse response is then obtained by computing the inverse DFT

of the spectrum PSR. Thus,

N-1
psR(J) = (1/N) L {K) wa
~ %l SPpsr N
K=20
N-1
= (1/N) L SPPSR(K).cos(er/N)JK)
K=oQ

since spPSR(K) is an even function. Proceeding,

N-1
2%
PSR(J) = (1) Hcosigmre)y (;ﬁ-’i JK)
K= (
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Figure 45. The logarithm of the spectrum associated with
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2Hcos ((21/N) t)
Becaute e is even and periodic on the interval (0,N), it

has a Fourier series expansion of the form

£(t) = T F(L) cos((2n/N)Lt)
L= -0
1 2Hcos (24t) dt
where F(O) = ﬁ' COS(N
o

21 t)
2Hcos ( v

and F(L) = 2 cos(%1 Lt)dt

N
Q

This sequence of Fourier coefficients, though not analytically band-
limited, has been found to decay rapidly for B less than one. The
first 12 coefficients for an H of 0.5 were numerically computed using
trapazoidal integration with a step size of N/4000. These are plotted
in Figure 47, To show their decay more clearly, their logarithm was
computed and plotted in Figure 48. For the purposes of this analysis,

the coefficients with L greater than 10 have been assumed zero. There-

fore,
N-1 10
PSR(J) = 1 I b F(L)cos ‘sl PLK) cos (:—l JK)

N K=20 L=0

10 . N-1
"
=11 F(@ I cos(ﬁE-PLK) cos (JA)
N =0 K=0

Now, since cos(A)cos(B) = %-cos(A + B) + %-cos(A - B)
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10 N-1 N-1 o

PRS(M = ¢ I FL) 3I cosEHpL-mm) 4+ % I cos@emni  (4) o
L=0 K=0 K=0 ;
i

A proof is given in Appendix A which shows that if N is a pcwer of
2, then

N-1

F(M) =% cos 2k = [}
N \

K=0 'f\

for all integers M that are not multiples of N or zero. ‘ ,
U

Therefore, sums in Equation 4 will be nonzero only when LP-J or Lo

LP+J are multiples of N. When this is the case, each sum computes to .
Sy

N. Since 1 <P <N-1, 0<J <N-1, and 0 <L < 10, the condition

that LP-J or LP+J are multiples of N occurs only for J multiples of

P. Thus,
PSR(J) = F(L) for J = LP
negligible for J ¥ L .
The negligible values for PSF(J) when J is not a multiple of P is K;
"‘

necessary when the effects of higher order coefficients of F(L) are
considered, but we have found that these values are not computationally

significant. A PSR(J) function for H = .3 and P = 32 is shown in

Figure 49.
The resulting PSR impulse response thus meets the requirements

of being nonzero only at multiples of the pitch period and being decaying.
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The effect on the estimated impulse response of the inclusion
of the cepstral pitch peak has been found to be an approximation to

pitch syachronous reverberation.

4.4 Evaluation

The application of the homomorphic vocoder as a filter for singing
signals requires a datermination of the excitation function and an
estimation of the impulse response before attempting to synthesize the
singing signal without reproducing the overlaying noise. The impulse
response was estimated by the use of classical short pass liftering
in this analysis.

This filtering-synthesis application of the homomorphic vocoder
had to overcome several unique problems when estimations of the impulse
responses were made. First, the originally recorded singing signal
had contained no frequency information in the 4 to 10 K Hz range.

An attempt was ﬁade to approximate these missing high frequencies. The

original reproduction was distorted not only by archaic recording equip-
ment, but also with a variety of surface scratch noise aid poor quality

musical accompaniment. The true impulse response of the singing signal

had to be estimated out of this noisy environment. Various constraints

were employed during impulse response estimation to avoid incorporating

the noise components.

Although short pass liftering is a well defined tochnique for
estimation of impulse responses, there exists diversity in the phase

accompanying the synthesized signal.

A
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The subjective effect of different phases generated with synthetic

speech has been extensively_studied. Most researchers have concluded

that minimum phase is most natural [19]. In the present filtering- ' //
synthesis analysis, degradations due to the presence of the backgrouﬁd
accompaniment and surface scratch mask most of the distinctions -
between different phased synthetic segments. The variations generated
by using different phases were minor compared to the differences ré-
sulting from the modification of other parameters such as window width
or the inclusion of pitch synchronousreverberation (PSR). This study,
therefore, dwelt more heavily on the modifications caused by window

width and pitch synchronousreverberation rather than those resulting

from phase changes. The zero phase impulse response was utilized

throughout this analysis and found computationally efficient as well

as satisfactory for synthesis. Further analyses which deal with

cleaner signals may wish to more extensively exauine the subleties of s
phase changes.

Another modification of the impulse response estimétion'process
was frequency extrapolation. The attempt to provide the articulation
function with artificial high frequencies by linear extrapolation above
4 K Hz proved unsuccessful., The inadequacy of the linear extrapolation
process was a result of two factors. First, there exists a natural Y
cutoff in the vocal tract articulation function at 4 K‘yz as illustrated
by Figure 33, and second, there appears to be important singing signal

\

\ .
information in the spectrum above 4 K Hz. \ R

Linear extrapolation of the articulation function beginning at

4 K Hz (see Figure 34), results in an articulation function with
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unnaturally high energy in the frequency range from 4 to 6 K Hz.
Inclusion of these high energy frequencies manifests itself as an
occasional crackling in the synthetic signal rather than supplying
the missing signal information.

Except for crackling, no noticeable difference can be heard
between the synthetic signal containing linear extrapolated artificial
high frequencies and the signal filtered at 4 K Hz. In contrast,
modern recordings compared before and after 4 K Hz filtering show
noticeable degradation in the filtered signal. Therefore, it can be
concluded that the important information above 4 K Hz is much more
complex than that approximated with a simple linear extrapolation.

The missing high frequency information might be approximated in
the following manner. A data base containing the high and low
frequencies associated with phonemes could be compiled., The synthetic
signal's low frequency articulation function would be compared for
parallelism with the stored low frequency data. The matched stored
low frequency data also has associated high frequency information.

This high frequency information could then be used as the approximation
for the synthetic signal's missing high frequencies.

It is also possible that there exists some constant relationship
between the lower and high frequency portions of the articulation
function that would allow a more accurate extrapolation. Investigations
of both these alternate methods for providing high frequency information
to the synthetic signal are massive projects and must be left to future

research. However, a more successful method for compensating for the

lack of high frequencies in the original signal need to be developed.

N
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Several successful innovations were implemented during estimation
of the impulse responses. Each impulse response estimate was originally
made in the presence of different background accompaniment and surface
scratch resulting in inaccurate impulse response estimates. The
synthetic signal generated directly from these inaccurate estimates
had random characteristics. This randomness was reduced by constraining
and modifying the impulse response estimates to be related to one
another,

The First and most direct constraint introducgd was smoothing the
impulse estimate'g log magnitude spectra, or articulation functions,
along the time axis.

Low pass filtering the time history of each frequency coefficient
accomplished this smoothing. Although the synthetic signals derived
from these constrained articulation functions were much less random,
the clarity of the synthetic signal produced was slightly distorted
when the articulation function was extremely constrained.

The time histories of the frequency coefficients were low pass
filtered using seven different filters. These.filters allowed the
cuo2fficients to have cutoff frequencies varying from 9.8 cycles per
second to 78.3 cycles per second in steps of 9.8 cycles per second.
VThe synthetiéréiénal generated from the most constrained articulation
functions, those with cutoffs of 9.8 cycles per second, was distorted
because its articulation function sequence failed to change rapidly
enough. The synthetic signal generated from the least constrained,
nonfiltered articulation functions, those with cutoffs of 78.3 cycles

per second,were dominated by the random characteristics of the
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erroneous impulse response estimates. Utilizing a filter with a

cutoff at 29.4 cycles per second, intermediate between the extremes
of most constrained and‘nonconstrained, produced the highest quality
synthetic signal.

A second and more noticeable constraint was the introduction
of pitch synchronous reverberation (PSR) which resulted from including
the cepstral pitch peak in the impulse response estimation. Not only
was more cepstral information about the impulse response retained for
the estimate, but the effect of cepstral peak inclusion is to distribute
the energy from each estimate over a wider time interval. A cepstral
window with a width of six times the quefrequency just below the
cepstral pitch peak yielded a most acceptable final synthetic signal.

There is one drawback to pitch gynchronous reverberation. A
pitch sychronous noise perceived as a high pitched background sound
occagsionally is introduced into the synthetic signal. This effect
occurs if the secondary impulse images do not align with neighboring
impulse r2sponses when the pitch rapidly changeé. This effect seldom
occurg)is muted and is less objectionable than the randomness of the
impulse response estimates occuring in the absence of PSR.

The final constraint imposed on the impulse response estimates
was achieved by selection of overlapping data windows for each
estimation. Three different window widths were used for the impulse
response estimates corresponding to three different percentages of over-
lap. The amount of overlap varied from a low of 75% using the 25.6
millisecond window to a high of 93.75% using the 102.4 millisecond

windcw. The estimates were least constrained using the 25.6 millisecond

ot ini aeian VPR PTG D R NN ‘
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window. Utilizing this size data window, the synthetic signal had

a random background signal asgociated with it. This introduced
background signal was due to randomness betwéen successive impulse
response estimates. The estimates were most constrained using the
102.4 millisecond window. Utilizing this size data window, the
synthetic signal had hardly a trace of the iandom, background noise
heard in the signal derived using the 25.6 millisecond window. However,
another degradation appeared.

The synthetic signal sounded as if it had been recorded through
a long tube. A short time echo had appeared. One explanation for
this effect is that increasing the data window width has also increased
the width of the estimated impulse response. This longer impulse
response, coupled with the impulse images dérived’from the pitch
synchronous reverberation effect, produced repeations of the impulse
response which were separated in time and perceived As an echo. A
51.2 millisecond window was utilized as #n ideal compromise. This
window width was not long enough to allow a perceptable echo. However,
it provided enough overlap (87.5%) to significantly reduce the :andom
noise effect observed when synthesizing from déta sampled with a
25.6 millisecond window.

Increasing the data window width sﬁbstantially improved the
efficiency of using pitch sychronous reverberation to avoid incorporation
of noise components. This increased window width substitutéd for log
magnitude smoothing as an effective constraint. Although the frequencies
above 4 K Hz could not be successfully approximated by linear

extrapolation, it was possible.to synthegize the singing signal without
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this information. Interrelating the impulse responses significantly

aided the synthesis of the singing signal from its noisy environment.



V. SYNTHESIS

To obtain the synthetic voice signal, the estimated excitation

- function and the estimated sequence of impulse responses must be
convolutionally combined. Several probiems arose while implementing
~ this combination peculiar to the digital nature of the homomorphic
vocoder filtering process. Distortion was introduced into the
synthetic signal when the impulse response estimates were derived
from data which had been improperly windowed. The choice‘and
utilization of the data window is, therefore, extremely important.
High resolution pitch information is provided by the homomorphic
vocoder. However, it was necessary to quantize some of this pitch
information in order to reduce the computational expense during
processing,

Anothe; problem encountered in this application of the homomorphic
vocoder involves identification of intervals wﬁich, due to the high
energy of the noise signal, were not marked as voiced signals. A
large number of thesé intervals occur at the beginnings and endings
of voiced segments. Synthetic signals which included estimates from
these sections were characterized by inclusion of ofchestral signals
and abrupt starts and stops. The homomorphic vocoder produces a
synthetic signal which is directly transferred onto analog tape.

Any singing signal éo produced lacks the room acoustical modifi-
cations incorporated in signals produced in recordiné studios. These

room acoustical modifications soften the singing signal and are an
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integral part of the total recorded sound identified as a modern

reproduction. To enhance the synthetic signal and more accurately
produce a reproduction as it might be recorded today, a procedure
was implemented to provide the synthetic signal with artificial

room acoustics.

5.1 Windowed Impulse Responses

The procedure for computing the estimates of the impulse responses
is essentially correct, however a slight problem exists when these |
‘ estimates are directly used to generate a synthetic voice signal.
Because of the discrete nature of the impulse response estimation,
the estimated impulse response is periodic. However, the actual
discrete result of the inverse Discrete Fourier transform of the
articulation function is equally spaced samples only over one period
of this periodic function. If this information is used directly
in the synthesis process, it is equivalent to using the correctly
estimated impulse responses multiplied by a Fourier window. This
resu1t§ in a distortion of the synthetic signal due to leakage by the
Fourier window.

We have found Hanning windowing of each impulse response

produces estimates with tolerable distortion.

5.2 Effect of Pitch Quantization

The resolution of the estimated lengths of the pitch period was

0.025 milliseconds during the determination of the excitation function.
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This superresolution, four times greater than the sampling rate of

the noisy signal, aids the excitatibn function separation program
in detecting the slight variations characteristic of musical
accompaniment. This high resolution pitch information can be directly
utilized in the 10000 samples per second convolution process. However,
this convolution is computationally expensive because it requires
that the excitation function contain imbulses which do not fall at
integer multiples of the sampling rate.

For pitch rates where the period is an integer multiple of the

sampling rate, the excitation function
e(t) = (sin((2 pi/looom*(t-tp))/(~(2pi/10000)*(t—tp))

is only nonzero at one sample. In contrast, for pitch rates which are
non integer multiples, this function is non negligible over many
samples, I£ is the convolution of two sequences which are non-zero
over several samples, which is computationally expensive. Although
high speed convolution techniques have been developed [20], their
computational expense is still considerable when there is more than
one non zero sample in both sequences.

Computational efficiency was increased by quantizing the pitch
intervals so that each impulse occurred at an integer multiple of ,,~;
the sampling rate. With the exception of some long, gradual glides,
this pitch quantization did not noticeably effect the overall quality
of the synthetic voice signal. The high resolution pitch information

in the glide sections was recovered and utilized by a four fold
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interpolation of their impulse responses. This interpolation

vielded 40 K Hz sampled impulse responses which were then resampled
with delays chosen to allow the effective period to contain the

high resolution pitch periods. Computation of the 40 K Hz signals
with 40 K Hz sampled impulse responses required no quantization of the

pitch periods,

5.3 Corrections for Discontinuous Primary and Terminal Sections

The processes used for pitch detection and impulse response
estimation in this xesearch detect the pitch and articulation functions
of the dominant signal. However, the estimated excitation and articula-~
tion functions from sections where the background accompaniment signal
is greater than the singing signal has orchestral characteristics
rather than those of singing voice. Estimates with these orchestral
characteristics were easily detectable when the synthetic signal was
auditioned. These fallacious estimates had to be deleted.

A simple method utilized to avoid incorporation of estimates
made on orchestral accompaniment detects these estimates by their
signal to noise ratio., Although the singing signal is 10 to 20 dB
larger than the noi?e signal for most of the recording, those sections
at the beginnings a#d endings of singing segments fall well below
this high signal toupoise ratio. Any voiced signal which has a high
signal to noise ratig also hag a cepstral peak detectable as coming
from the singing signal. Estimates with accompaniment characteristics
can be eliminated by only synthesizing the voice signal over intervals

where its energy is high enough to produce detectable cepstral peaks.
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This procedure, although effective in éliminating explicit traces of

the accompaniment, causes the synthetic signal to have unnaturally
discontinuous beginnings and endings. The required signal to noise
ratio is reached only after the singing is well underway, and is

lost well before the singing has ceasea.‘vConsequently, some primary
and terminal sections of singing are not synthesized because their
cepstral peaks were not detected. Both these omissions and the high
noise energy at the beginnings and.endings of singing segments causes
the synthetic signal to have a jerky quality. The synthetic signal
starts and stops abruptly.

Correct synthesis of heginnin§ and ending segments requires
excitation functions and impulse response estimates which are not
adequately provided by the above procedures. Reasonable approximations
of these functions can be determinedvffom the excitation functions
and impulse responses estimated over neighboring intervals, because
the singing signal model is stationary over long intervals. To
correct the problems of high energy orchestral accompaniment and the
ensueing discontinuity of the primaiy and terminal estimates, we have
1) only computed singing voice signal.estimates for the excitation
functions and impulse responses over thcse intervals with a singing
signal of higher energy than the orchestral accompaniment as implied
by the presence of the correct cepstral pitch peak, and 2) utilized
estimates from sections nearest beginnings and endings as approximations
for the required functions over these primary and terminal sections.
In addition, the apprcximated primary and terminal impulse responses

are assumed constant over these sections and the excitation functions




72
are made to exponentially rise or decay. This provides the singing

sections with a synthesized signal which is reasonably continuous
from beginning to end and characterized by natural increages and

decreases rather than abrupt starts and stops.

5.4 Artificial Room Reverberation

The synthetic signal produced in this analysis lacks reverberation
and therefore sounds unlike a modern recording made in a reverberating
studio. The synthetic signal is perceived as if it had been recorded
in an anechoic chamber. The effect of room reverberation was
artificially introduced into the synthetic signal by convolving it
with an exponentially decaying set of impulses that have flat spectral
characteristics.

Schroeder et al. have correlated some of an enclosure's subjectively
desirable effects on sound with the physical characteristics of its
reverberations {21]. These investigators have noted that rooms in which
reverberations are equally attenuated in frequency and decay exponen-
tially are desirable for sound reproduction. They also observed that
the time required for the energy from a sound burst to decay to one
one-thousandth of its initial value (-60 db) was optimally 1.8 seconds.
A 1.8 second delay time or reverberation time was chosen for the
artificially induced reverberations.

To introduce artificial reverberationa with the desirable
characteristics, the synthetic signal was convolved with a 1.6 second
sample sequence of zeros and values from one to .00l. This sequence

contained twenty nonzero values occuring randomly throughout the 1.6
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second interval. The nonzero valuegs were chosen with exponentially ‘
decaying magnitudes whose decéy constant was 1.8 seconds.

By assigning the sequence of impulses random polarity, its
spectral characteristics became nearly flat. The number of nonzero
values was restricted to twenty for the sake of computational
efficiency since the fasﬁ convolution algorithm would become unmanageable
for a 1.6 second interval. The 1.6 second interval could contain
as many as 64,000 nonzero samples at the 40 K Hz sampling rate.
After convolution with the reverberation sample sequencs the synthetic

signal is finally recorded orn analog tape.

5.5 Evaluation

The synthesis process consisted of three consecutive stages.
First, the derived excitation function and impulse responses were
modified to incorporate natural beginnihgs and endings. Next, the
excitation function was convolutionally combined with the appropriate | :i
impulse responses to form a reverberation-free synthetic signal.
Finally, the synthetic signal was convolved with a 1.6 second impulge : ;
response chosen to simulate room reverberations.

Modification of the excitation function and impulse responses L
to effect natural rather than abrupt beginnings and endings was }7 \
essential. These functions had been estimated from a noisy environment
and failed to completely desciibe the actual singing signal information.

The singing signal's amplitude did not exceed the noise and was not
detected until about 50 milliseconds of the signal had commenced. The

singing signal also dropped below detectable amplitude before the
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singing had terminated. Thesc missing intervals resulted in the

abrupt beginnings and endings in the synthetic signal. To compensate
forvthis deficiency, the first 50 milliseconds of silence immediately
before and after each singing section was sukstituted with a synthetic
singing signal. An excitation function for computation of these
approximated intervals was supplied by using the excitation function
from the closest adjacen: detectable interval encountered in processing
of the original singing signal. The impulse responses for these
missing intervals were provided by using the impulse response from the
closest detectable adjacent interval multiplied sy a weighting function.

This weighting function was exponential and decayed from a value of 1

to a value of 1 as it proceeded from the detectable interval to

1000

50 milliseconds away. Whenever two consecutive singing segments were
separated by less than 100 milliseconds of silence, this same technique
for modification was performed. The impulse response of the first
singing segment was multiplied by a functic. which decayed fron one to
onme one thousand as it proceded to the halfway point of the silent
interval, The impulse response of the secoid singing section multiplied
by the exponential function was suprlied for the silence from the
halfway point to the second detectable interval. This modification
improved the synthetic signal's tendency to begin and terminate
with unnatural abruptness.

The selection of 50 milliseconds as the constant size of the
atlent beginningand ending intervals obscured by noise was the major

shortcoming of this correction technique. An audition of the modified

synthetic signal illustrated that these obscured intervals must
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actually be extremely variable in length. A massive interactive
processing would have been required to correctly estimate

the different lengths of the obscured silent sections. This
processing was not feasible for the present analysis and

would not be desireéble in a generalized technique for filtering
by synthesis. It is possible that if the total time length

of each segment could be determined accurately, some of the
missing intervals could be supplied by auditioning.

The attempt at providing the synthetic signal with artifical
room reverberation has been only partially successful. Complete
success was not achieved for atleast two reasons. First, the
number of nonzero elements in the impulse response of the
room was restricted to twenth. The process of introducing
room reverberations outlined above was not only applied usiné
20 nonzero elements, but also using 40 and 120 nonzero elements.
In addition, the reverberation time was varied from 1.6 seconds
to 0.8 seconds and 0.2 seconds, usi~g impulse response lengths of
the reverberation times. The most natural sounding results were
obtained using a reverberation time of 0.2 seconds, 120 nonzero
samples, and an impulse response length of 200 milliseconds. This
corresponds to the highest density of nonzero elements utilized,
indicating the necessity of using a large number of nonzero elements.

The second reason why only limited results were obtained

is that the impulse response of the room has not been constrained
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to be related to an acoustially desireable room. These two 3\
problems might be overcome ~imultaneously be estimating the .
impulse response of a subjectively desireable room and using

this estimate to effect artifical room reverberation. : .\
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VI. CONCLUSIONS

The goal of this project has been to examine the homomorphic
vocoder as a filtering tool. This goal has been accompliished.

In this analysis, the ﬁomomorphic vocoder has been developed and
modified to effect a highly successful filtering scheme. This

has been accomplished by careful construction and examination

of the homomorphic vocoder and by the development and refinement
of coastraints. In particular, the inclusion of pitch syrchronous
reverberation has been extraordinarily useful for achieving a
natural synthetic voice signal.

The linear extrapolation of the articulation function into
higher frequencies yielded results that indicated a more complex
scheme is required to effect natural high frequency information,
Interpolating the excitation and articulation functions into the
initial and terminal sections of voiced segments provided an improv-
ment in the quality of the synthetic signal. The notion of over-
lapping the data from which the. impulse response estimates are
made has been found to be an effec:ive tool for interrelating
adjacent impulse responses. Spectral smoothing provided -the most
direct constraint on the articulation functions; however, its
subjective effect is less favorable than either the pitch synchronous
reverberation or the overlapping segment constraints.

We conclude, therefore, that utilizing the constraints developed

L &
-
i
!
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in this analysis, the homomorphic vocoéer can be used successfully

as a filtering devica for singing voice signals, The success of

this project indicates that efforts into related filtering problems,

such as filtering speech signals, may also be fruitful using the |

techniques developed in this analysis. _ /
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APPENDIX

APPENDIX A. If N is a power of two, then

N-1
F(M) = % cos(zsl Mk) = 0
k=0

for all integers M that are not multiples of K or zero.

Proof: First, we need only consider integers M which are in the
interval (1,N-1) for if M is not in this interval, then

M=M+ JN

where M' is an integer within the interval and j in an integer.

Therefore,
N~-1
Fo =1 cosEt & 3W)k)

k=0
N-1

=1 cOS(EEEM'k + gﬁiij)
k=0
N-1

=3 cos(ﬁﬁiu'k + 2pi.jk)
k=0 -
N-1

= § cos(zsiﬂ'k)
k=0

Hence, F(M) = F(M'), where M' is in the interval (1,N-1).
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Since N is a power of 2, N=2n for some integer n which is also

a power of two, Therefore,

‘ N-1 2n-1
F(M) = L cos(gﬁ-i'Mk) + I cos(zﬁ-jm)
k=0 ] k=0
n~-1 2n-1
=7 ces (&:;' Mk) + I cos (;LiMk)
k=0 k=n
n-1 .
=% cos (;Li-MJQ) + cos (§£r4(k+n))
k=0
n-1
=7 cos(ﬁimc) + cos (ﬁ—le + Mpi)
k=0

Since cos(A + B) = cos(A)cos(B)- sin(A)sin(B)

and sin(Mpi) = 0 for all integers M,

n-1l
FM) =% cos (ﬁ-imc) + cos(Mpi)cos (?-Mk)
k=0
n-1
= (1 + cos(Mpi)) L cos(ﬁ*ﬂk)
k=0

If M is an odd interger, then, since cos(Mpi) = 0 for all odd integers
M, F(M) = 0, and the theorem holds. If M ig an even integer,

then M = 2m for some integer.m. Hence




84
for even M,

n-1 n-1
F(M) = 2. I cos(;& amk) = 2. I cos(;"%imk)
k=0 )

3ut this is just the original equation. Since n is also a power of
2, the above reasoning can be applied recursively. Since after ea.h

recursion, 1 <m <n-1, m will become odd before n, and F(M) = 0,

for all integers M not multiples of N.



