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THE TANK EXCHANGE MODEL

Mr. James W. Graves
Institute for Defense Analyses

INTRODUCTION

The Tank Exchange Model (TXM) was developed by the Institute for
Defense Analyses (IDA) for the Office of the Deputy Director for Defense
Research and Engineering (Tactical Warfare Programs). This paper is ab-
ridged from IDA Paper P-916, Tank Exchange Model, November 1973 (AD
771-296 and AD 771-297). Paper P-916 is a more detailed description of
the model with definitions of the inputs and output, and running instructions.

MODEL SCOPE

The primary purpose of the Tank Exchange Model (TXM) is to provide
a methodology to compare two or more tanks in terms of vulnerability and
lethality in engagements with other tanks and antitank weapons. The TXM
does not make this comparison directly, but permits the user to separately
determine the effectiveness of both tanks in a range of situations. Although
the range of situations is limited it is believed to be sufficient to provide
realistic comparisons.

The TXM simulates an engagement between two opposing forces of
tanks and direct fire antitank weapons. The major output is the loss to both
sides during the engagement. The model does not optimize any factors (i.e.,
tactics, tank characteristics, etc., are input by the user and are played as
input). To analyze the change in total system effectiveness due to some modi-
fication in the tank design, several model runs would be required. For
example, suppose it is desired to estimate the change in tank performance as
a result of replacing the current rangefinder on the M-60A1 with a laser
rangefinder. Several typical situations would be selected for analysis. These
would include using the M-60A1 in the assault role and defensive role, the
selection of typical enemy units and a range of environments. Each of these
cases would be analyzed using the TXM and the current M-60A1 performance
estimates. The cases would then be analyzed a second time using the M-60A1
with the laser rangefinder. The resulting exchange ratios would be compared
for each case to determine the overall change in system effectiveness.
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Examples of other factors that might be analyzed to measure their
effect on a tank's vulnerability or lethality are

Profile of the tank.

Increased rate of fire.

Improved sensing for second round capability.

Change in the armor.

Stabilized gun permitting accurate fire while moving or decreased
time to the first shot after stopping.

Improved acquisition capability.

e Improved aiming accuracy.

In many instances, when a modification has not been tested, reliable
input data are not available. In these cases the model may still be useful by
making parametric runs to generate a curve of system performance as a
function of the effectiveness of the modification.

To achieve the purpose of the TXM a relatively simple basic scenario
has been simulated. In this scenario, only one of the two opposing forces is
mobile (called the "assault" force). The second or "defensive' force is not
permitted to move. Each defensive unit remains in a fixed position throughout
the simulation. All of the units of the assault force are of the same type,
while the defensive force may consist of one or two unit types. Unit charac-
teristics are completely defined by inputs. Either tanks or antitank weapons
may be simulated; however, simulating lightweight, infantry antitank weapons
in the defensive role would not be very realistic since their positions would
normally be changed during an engagement. The model has been developed to
simulate up to ten weapons of each of the three possible types.

The selection of the basic scenario represents a tradeoff between realism
and model simplicity. How frequently a tank assault would occur without sup-
porting arms has not been estimated, Furthermore, it is not likely that one of
the forces would remain in a fixed position throughout a long engagement.
Certainly if the purpose of the model were to ascertain the number and mix of
weapons required to assault or defend a given position, mixes of tanks, air-
craft, artillery, infantry and mines would have to be simulated. However,
such a model might obscure the relative effectiveness of different tank designs.
The TXM in turn may overemphasize shortcomings of different designs. The
user should consider that other weapons in an engagement could compensate
for weaknesses in the tank's performance.

MODEL DESIGN

The TXM is a Monte Carlo simulation engagement written in FORTRAN
IV for the CDC 6400, It is a combination of time-step and event store. During
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periods of the simulation in which there are no detections or weapon firings
the assault unit positions are updated at equal increments of time. As detec-
tions and weapon firings occur, events are played in the order and at the time
they are to occur.

Modifying the TXM for other computers may be a difficult task, The
model currently uses overlays with one main overlay and two primaries.
Extensive use of masking (mainly in the input scheme) may also complicate
modifications.

The program consists of approximately 70 routines. Of these, seven
are major routines; the remainder are subroutines to the seven or are used
for input and output operations. The seven major routines are as follows:

(1) MOVE--updates position of assault units.
(2) DETECT--determines acquisition of opposing forces.
(3) TACAD--makes tactical decisions for assault and defensive units.
(4) SELECT--selects target and makes decision to fire.
(5) FIRE~-fires round and determines aim errors.
(6) IMPACT--determines round effectiveness and changes status
of target.
(7) BKDOWN--determines random equipment failures and repairs.

Except for mobility and those tactical decisions related to mobility the
assault and defensive forces are simulated in each routine in the same level of
detail .

Terrain is simulated in all of those aspects of the problem in which it is
critical, with the exception of mobility. Soil types and obstacles to movement
are not explicitly simulated. The model user must consider and evaluate these
factors in preparing inputs, and adjust speeds and assault paths accordingly.

To the maximum extent possible, all unit characteristics and capabilities
are established by inputs. In many areas of the model the user may decide to
simulate detailed or simplistic versions of the same interaction. For example,
a series of rounds fired by the same weapon may be played so that the proba-
bility of hit of each round is influenced by the information gathered from the
previous miss or hit against the same target. This scheme may be bypassed
with one input switch and each round treated as an independent event. Although
less realistic, the latter approach may be sufficient for the problem being
analyzed.

Some features of the model have been incorporated despite the knowledge
that at this time there are no valid input data. For example, assault units have
the option to fire while moving. To simulate this, the user must input the aim-
ing errors associated with firing from a moving platform. There are two
advantages for incorporating features of this sort in the model even though
valid field data are lacking. First, it is easier to incorporate such features
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during model development than later as a modification to the model. Thus,

the model is ready to simulate these factors if and when data become available,
Second, it is possible to analyze these capabilities through a parametric anal-
ysis. In the above example, the model might be used to determine how accu-
rate the fire must be from a moving platform to make it advantageous to have
this capability. Of course, the user may bypass these inputs by not permitting
units to fire while moving.

MODEL CONTROL

Since the model is Monte Carlo, it must be run a number of times to
obtain meaningful results, After each complete pass through the engagement
(called an iteration) the results are tabulated and stored. Upon completion of
the required number of iterations, the results are averaged and printed. The
major results of each iteration may also be printed individually, if desired,

The MAIN routine controls the operation of the model. After the input
data are read, routine INITER is called to initialize the engagement. All units
are placed at their initial positions and time is set to zero. Initially there are
no detections of opposing forces.

The simulation commences with a call to MOVE, which starts the assault
units on their paths. After the first call to MOVE, the next routine to be played
depends upon whether any events have been stored. Five types of events may
be stored, each with a time at which it is to be played. These are

(1) SELECT: This event is played for an individual unit; up to 30 may
be stored at one time,

(2) FIRE: Like SELECT this event is played for individual units,

(3) IMPACT: This event is stored for each projectile that is fired.

(4) BKDOWN: This event is played for the individual system that is
scheduled to fail or be repaired.

(5) MOVE: This event is played for all assault units and is stored in
two different ways. It is stored to be played at input time inter-
vals, and may also be stored to cause position updates that are
required between the time steps. Regardless of the way in which
it is stored the same MOVE routine is played.

The other two major routines, DETECT and TACAD, are called at the
end of the MOVE, so they are played at least once for each assault position
update.

After the initial call to MOVE the event store list is checked. At least
one event (the next time step MOVE) is always stored. Of these events in
store, the one with the least time is played next. It is not possible in the TXM
for time to move backwards, although several events may be stored and played
at the same time.
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After the assault unit positions are updated, DETECT is called, Each
possible pair, consisting of one assault and one defensive unit, is checked for
detection by either opponent. Detections may occur either through the normal
search process or by detecting a firing weapon's signature. If any unit detects
an enemy, a SELECT event is stored. The time to play the SELECT is ran-
domly set over the next increment of time, thus preventing an unrealistic
synchronization of events.

After all detections are checked, TACAD is called to make tactical
decisions. For assault units the possible decisions are to continue the advance,
to go to defilade positions and halt, to withdraw, and to open fire (if permis-
sion to open fire has not been previously granted). For defensive units the
possible decisions are to withdraw or to change the fire control index. The
fire control index controls the type of targets that will be fired upon and the
number of rapid fire rounds in a burst.

All decisions made by TACAD apply to all active units on either side.
For instance, it is not possible to make a decision to send one or two assault
units to defilade and continue the advance with the others.

If SELECT is played for a unit and a suitable target is found, a FIRE
event is stored for the unit., The time for fire depends primarily upon the times
required to aim and to load the weapon. The FIRE routine counts the ammuni-
tion expenditure, determines the aim errors of the round (if required) and stores
an IMPACT event for the round at the end of its flight time to the target.

If rapid fire rounds are to be played the FIRE event is stored again for
the next round. Otherwise, a SELECT event is stored at the IMPACT time and
the same or a new target may be selected.

The BKDOWN event simulates the random failure and repair of firepower
for assault and defensive units. Random failure and repair of mobility is simu-
lated for assault units only, Partial failures are not simulated, A unit is
either completely immobile or fully mobile, and its main weapon is either
unable to fire or fires at full effectiveness. When a random failure (or repair)
occurs, the BKDOWN routine stores the next BKDOWN event for the system in
the event store table.

In addition to the calling of the events, the MAIN program also deter-
mines when an iteration should end, The conditions that cause the iteration
to terminate are

(1) The input maximum iteration time is exceeded.

(2) All assault or defensive units have been lost due to enemy hits.

(3) The assault forces have been withdrawn and are out of effective
weapon range.

(4) The defensive forces have been withdrawn,
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When the iteration is terminated, MAIN calls OPRINT if an iteration
report is requested. The routine RUNTAB is called to tabulate the run averages
that have been compiled so far. If all iterations have been completed, OPRINT
is called again to report the run results. If there are more data decks, the
next deck is read and the simulation starts again. Otherwise, the program
terminates.

The following sections describe each of the major routines briefly.

MOVE Routine

The general movement of the assault tanks is controlled by a list of input
go-to points, specified by their X and Y coordinates. Each assault tank is
initially assigned to a path consisting of a list of these points. The tank moves
from each point to the next on a straight line. The maximum number of go-to
points for all of the assault units is 60, but there is no limit on the number of
these assigned to one unit. For each go-to point, there are inputs that control
the actions of the tank as it approaches that point., The first of these is a
designator giving the type of point. Three types may be played: (1) normal,
(2) adjust formation, and (3) hold.

For a normal point, the tank approaches at a given input speed; except
for stopping to fire, this speed is maintained constantly. Since each point has
a separate input for speed, it is possible to reflect the effects of terrain, soil
conditions, and obstacles along the path.

For an adjust formation point, all of the assault tanks that are active and
in formation adjust their speed to arrive at their respective points at the same
time.

Tanks approach a hold point as they do a normal point, but no tank is
allowed to progress beyond the hold point until all other tanks in formation
have arrived at their respective hold points. Hold points may be used to simu-
late maneuvers in which one or more tanks advance while the remainder stop
to cover the advance. With each hold point, an input is available to give the
fraction of cover at the point. Thus, the covering tanks may be stopped at
defilade positions,

Several events may occur in the simulation that cause the tanks to alter
their normal speed or direction. An individual assault tank may be ordered to
stop to fire--either immediately or after making an attempt to locate a defilade
position. The availability of suitable cover is probabilistic and a function of
the terrain type. Also, a tank that has lost its firepower system may be
ordered to stop at a defilade position.

The selection of terrain characteristics is probabilistic; it is made at
the end of the MOVE routine. The area in which the engagement occurs is
divided into rectangles, the dimensions of which are input. For each rectangle,
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there are inputs for cover and concealment codes.! These codes are integers
from 1 to 5 and indicate the probability distribution of cover and of concealment
type. For each of the five cover codes, a probability distribution is input.
This distribution gives the probability of the tank being behind cover (expressed
in the fraction of the unit that is behind cover) from zero up to an input maximum
value, As a new terrain square is entered, the cover code is determined from
the inputs, and a random number is selected to determine the fraction of the
tanks covered. A second random number, together with the average distance
to the next cover change for this code, is used to determine the distance at
which a new cover level will be selected. The fraction of a unit covered af-
fects both its detectability and vulnerability.

The concealment code operates in approximately the same mianner.
However, instead of a fraction as in the case of cover, a concealment type is
maintained for each tank. This is an integer from 1 to 5. The probability of
each type is input for each concealment code. The concealment type affects
only the detectability of the unit.

Since defensive units do not move, the fraction covered and the conceal-
ment type are input directly for each position.

TACAD Routine

This routine is called every time the assault units are moved. Tactical
decisions that affect all of the assault or defensive force are made by this
routine; decisions for individual units are not. Five decisions may be made
in TACAD:

(1) To expand or contract the assault paths.

(2) To order the assault tanks to defilade or to leave defilade and
continue the assault.

(3) To order the assault or defensive units to withdraw,

(4) To permit the assault or defensive units to fire at targets of
opportunity after initially withholding their fire.

(5) To change the level of the defensive fire control index.

The user has freedom to exercise any of these decisions. The decisions
are made by reference to an input matrix, each row of which is designated to
apply to a particular decision. This decision is implemented if the current
status of the forces in the simulation satisfies all of the inputs in one of the
designated rows. For example, row 3 may be designated "assault forces to
defilade positions."” Elements 1 and 2 in each row are input as the lower and
upper limits on the number of defensive units detected and active. Other

1Cover defines the amount of the unit that is behind a solid barrier and is in-
vulnerable. Concealment defines the type of vegetation in the vicinity of the
target and only alters the detectability of the unit. If detected, the unit is
still vulnerable even if the concealment level is high.
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elements in the row pertain to the limits on the number of assault tanks remain-
ing active, the number of active assault tanks minus the number of defensive
weapons detected and active, the average distance between the assault forma-
tion and the defensive units, and the current tactics of the assault and defensive
units. If all of the elements in this row are satisfied, the assault units leave
their assault paths and seek defilade positions.

DETECT Routine

The scheme used in DETECT is closely patterned after the DYNTACS
model detection scheme. The possibility of detection is checked after each
position update and after the firing of any weapon. The same scheme is used
for assault and defensive units, but different inputs are provided for each
weai)on type. Thus, the detection capability of each type may be different.

Line of sight is simulated by providing one input that indicates whether
line of sight exists for each "terrain square-defensive position" pair. For
each defensive position, either all or none of each terrain square is in line of
sight. When an assault unit enters a new terrain square, an indication is made
of which defensive positions are visible, and only these are checked for detec-
tion.

Detection may occur in one of two ways: by normal searching of an area
or by sighting the signature of a firing weapon. In the case of a weapon firing,
the user specifies a maximum possible range of detection for each type of
ammunition and each type of observer. For each observer within this range,

a random number is selected and compared to an input probability to determine
if the flash is sighted. If the flash is detected, a second Monte Carlo check is

made to determine if the target itself is detected, This probability depends on
the observer type, target type, and level of concealment at the target.

Detection by normal searching of an area is probabilistic and determined
by Monte Carlo methods. The probability of detection for a given situation is
of the form

Pp =1 - exp(-A),

where A is a function of the range to the target, target cover and concealment,
crossing velocity of the target, terrain complexity, the fraction of time that
the sector containing the target is searched, and the time since the last check
for detection.

SELECT Routine

The SELECT routine is stored for a unit whenever it has detected one or
more potential targets for a given weapon and when it has permission to fire.
It is also called for a unit when its status changes and it might decide to fire
at targets that were previously bypassed. For instance, it is called whenever
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a unit stops, under the assumption that the requirements for firing may be
less stringent for a stopped vehicle than for a moving one. When SELECT is
stored by DETECT the time to SELECT is random and is slightly greater than
the DETECT time. This prevents an unrealistic synchronization of events,

SELECT has several functions. It computes a target weight for each
detected target that is classified "active.” If more than one target is available,
the one with the highest computed target weight is selected. The next deter-
mination is whether the selected target should be fired upon. If not, a
SELECT event is stored for a later time for this unit, If it should be fired
upon, an ammunition type is selected, the time to fire is computed, and a
FIRE event is stored for the unit.

Seven factors may be used in weighting the targets:

(1) Range from firing unit, together with target type.

(2) Number of detected enemy units within some critical range.

(3) Whether a potential target is in the assigned sector of responsi-
bility of firing unit (the width of the sector is input, and it is
centered on the principal observation bearing used in DETECT).

(4) Aspect of target relative to firing unit.

(5) Condition of target--moving or stationary; fraction of cover;
detected or pinpointed.

(6) Number of other friendly units currently firing at target.

(7) Results of last round fired by unit--if potential target was fired
upon last, was round a hit or miss? If a miss, was it sensed
or not?

After selecting a target, the decision of whether to fire is made. In the
case of defensive units, the decision to fire is based on the type of defensive
unit, the calculated weight of the selected target and the defensive fire control
index. For assault units, the decision to fire is more complicated. For mov-
ing assault tanks, a determination of whether they should fire without stopping
depends on the range to the target, the type and cover condition of the target,
and the calculated target weight. If the unit may not fire while moving, or if
it is currently stopped, inputs are checked to see if the target weight is suf-
ficient to fire. Depending on the terrain conditions and the target weight, the
moving assault unit may stop to fire immediately or may delay its stop to
locate a defilade position.

If the decision is made to fire, the ammunition type is selected. This
is a function of the type and range of the target. A count of ammunition ex-
pended is maintained for each unit, but no limitations are placed on the amount
of ammunition that can be used. Assault units may have up to three types of
ammunition, while defensive units may have up to two.

The final computation in SELECT is the time at which the round will be
fired. The time to fire depends on the time required to load and aim the
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weapon, and in the case of moving assault tanks, the time required to stop.
Both load and aim times are computed randomly using log-normal distribu-
tions. The user inputs the minimum times, mean times, and standard devia-
tions., For load times, the inputs depend on weapon and ammunition type; for
weapon aim times, the inputs depend on whether or not the target was fired
upon with the previous round. In the case of the assault unit, different values
may be input for moving and stationary tanks, thus simulating the effect of
being able to aim the weapon while moving. Finally, the aim times may be
altered as a function of the target range, to simulate the observed effect of
requiring more time to aim the weapon against more difficult targets,

The user may, if desired, simulate the effect of misfires. Inputs are
available for each ammunition type, together with a time required to clear the
misfire.

Finally, the maximum of the load and aim time (including the time to
stop the assault tank) is determined. A FIRE event is stored to be played at
this time.

FIRE Routine

Given that a round is to be fired, the FIRE routine determines the hit
location information for the round (if required). There are essentially two
FIRE and IMPACT routines that may be selected for each combination of am-
munition and target type. In the simpler of these, the probabilities of hit and
kill used in IMPACT are directly functions of target type, ammunition and
weapon type, target range, aspect, cover and whether the assault unit is
moving, In this scheme, FIRE does not determine impact points.

In the second scheme, kill probabilities are a function of the impact
location on the target (described further under IMPACT routine). For this
scheme, FIRE predicts impact points for each round based on aiming error
distributions.

The inputs controlling the impact points are the desired aim point, fixed
bias, variable bias, and random error. All four are input separately for the
X and Y coordinates. Independent X and Y impact points are determined from
these inputs by selecting a normal random variable with the fixed bias as the
mean and the variable bias as the standard deviation. A second random vari-
able is selected from a normal distribution with mean zero and the random
error as the standard deviation. The X aim point and the two X random vari-
ables are added together to determine the X impact point. The Y impact point
is computed in the same manner. The input aim points are functions of target
type and exposure, ammunition type, and whether the target is moving, Aim-
ing errors are input for various conditions of ammunition and weapon type,
stationary or moving platforms (for the assault tanks), target range and aspect,
target exposure, and target velocity (for defensive units).
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This impact calculation scheme applies to the first shot at a new target
from a fixed location and to any shot from a moving platform. If a weapon
continues to fire at the same target from a fixed location, a different scheme
of impact calculation may be used. This scheme depends on whether the pre-
vious shot was a hit or miss and, in the case of a miss, whether the impact
was sensed. The probability of sensing the impact is input for each ammu-
nition type, concealment level of the target, and over and under shots.

If firing continues at the same target and the previous round was sensed,
the aim point may be corrected. The miss distance that would be estimated
by the firing unit is obtained by adding a random exror to the actual miss
distance (in both the X and Y coordinates). The aim point of the previous
round is corrected by the estimated miss distance. The new round has the
same variable bias as the last, but a new random error is selected to obtain
the impact point.

If the previous round was not sensed, standard fixed correction factors
may be applied to the previous aim point. Whether or not the fixed correction
is applied is a probabilistic decision. If applied, there is also a probability
that it will be in the wrong direction. As in the sensed case, the corrected
aim point, the previous variable bias, and a new random error are used to
determine the new impact point. After computing and storing the impact
point for the projectile, the impact time is computed and an IMPACT event
stored.

Finally, FIRE determines the next action for the firing unit. Depending
on the fire control selection and the ammunition type, the firing unit may fire
one or more rapid fire rounds at the target, These are rounds fired in a
burst at the same target with no aiming of the weapon between rounds. In this
case SELECT is not stored; rather, another FIRE event is stored for the
proper time. A second possibility is that an assault tank may be limifed to
the number of rounds it may fire from one fixed position. When this number
of rounds is fired the tank is required to move for a period of time before
it is allowed to stop and fire again. If rapid-fire rounds are not required,
and the tank need not move, a new SELECT event is stored to be played im-
mediately after the IMPACT event.

IMPACT Routine

This routine is played for each round fired at a target. The user may
specify the type of kill probability inputs to be used for each combination of
ammunition and target.

For the first type, the input probability includes the probability that the
round hits the target and the probability of loss given impact. The input
probability is the average kill over the exposure of the target, given that a
round is fired. In the second type, the probabilities that are input are the
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probability of loss given that the round impacts on a particular one foot square
of the target. The impact square is determined from the impact points given
by the FIRE routine.

When the first scheme is used it is not possible to simulate the effect
of aiming improvement that is possible with successive rounds. Each round
fired at a target is played as a first round,

Both kill probabilities are functions of target range and aspect, target
and ammunition types. In addition to these parameters, the first type of kill
probability depends upon the target cover and whether the assault unit is
moving at the time of fire. For the one foot square probabilities, a calculated
impact that is below the target cover is a miss.

In both cases the input probabilities give the probability of loss of
mobility, loss of firepower, or total loss. For the purposes of this model,
total loss is defined as the loss of mobility and firepower and thus includes
more than the commonly accepted K-kill criterion. If, for example, on
successive shots a tank loses firepower and then mobility, it is considered a

total loss and is out of action for the engagement, even though it may not be
K-killed.

If an assault tank loses mobility, it is stopped but remains in the engage-
ment both as a possible target and as a firing platform. If firepower is lost
but not mobility, the user has the option of sending the assault tank to defilade
or of keeping it with the formation. Since the loss of firepower refers only
to the tank's main armament, it may remain with the formation.

If any unit is a total loss, there is an input probability to determine if
the enemy units continue to classify it as active and fire upon it. This proba-
bility is played after every hit that causes it to be a loss.

BKDOWN Routine

For assault units, random failures may be simulated both for firepower
and mobility; for defensive units, only firepower failures are simulated. The
effect on the tank's actions as the result of a random failure is the same as a
loss due to enemy action, However, for random failures, it is possible to
play random repair times. If the tank is not put out of action by enemy fire
in the interim, the tank may be repaired and returned to action.

The mean time to fail and mean time to repair are input for each system.
The time to the next change is selected from an exponential distribution with

the appropriate mean value.
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TITLE: AN AHALYSIS OF FACTORS AFFECTING A TANK COMMANDER'S
FIRING DECISION PROCESS?

AUTHOR: Dr. Samuel H. Parry
Naval Postgraduate School

‘The general situation of interest in this paper is a land combat
armored engagement batween two opposing forces consisting of armored
vehicles. The focal point of the system is the individual tank comman-
der. The problem is to describe the functional relationships which
exist between the tank commander's expressed appraisal of and subsequent
decisions relative to the current combat situation and the state vari-
ables which describe it. In particular the individual tank commander's
firing decisions are related to both friendly and enemy environmental
state variables describing the combat situation.

It is hypothesized that two basic factors influence the tank com-
mander's firing decision process:

1. “threat" - the tank commander's estimate of his current vul-
nerability to enemy tanks; and

2. "destruction" - the tank commander's estimate of his capabil-
ity to inflict damage on enemy tanks.

We define:
TI = threat index; 0 < TI < 1
DI = destruction index; 0 <= DI < 1

such that increasing values of TI and DI indicate increasing threat
and increasing destruction capability, respectively, as seen by the in-
dividual tank commander. We define TDI as the threat-destruction
index such that?

TDI = f (TI,DI) (1)

An example of the function, f , describing TDI 1is given in
Figure 1.

The value of TDU is an indicator of the engagement situation
relative to the red tank as seen by the blue tank commander and. concep-
tually, could be used to describe the fire-no fire decision for the blue
tank commander, as well as to describe the current battle situation as
seen by the blue tank commander.

]A portion of the research for this paper was conducted under the

Foundation Research Program of the Naval Postgraduate School.

2In this paper TDI is expressed relative to the red force as observed by
the blue force.
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FIGURE 1. -- THREAT-DESTRUCTION INDEX

The threat index, TI , and the destruction index, DI , are
each quantitatively described by the product of two subjective probabil-
ities as follows: ’

_ pad i
S _ ppt
Dlij(t) = PHij(t) PDij(t) (3)
where!
PH!i(t) = the subjective probability that element j can effec-
! tively hit element i as observed by element i , at
time t , given that element j has detected element
i at t.
PD}i(t) = the subjective probability that element j has detected

element i , as observed by element i , at time t .

PH}j(t) and PD}j(t) are similarly defined.

Recall that the goal of the general system model is to function-
ally relate the system state variables to TI and DI , and to ulti-
mately relate the tank commander's firing decisions to TDI. Considering
equations (2) and (3), the problem becomes that of relating the system
state variables to the defined probabilities. In the remainder of this

]The superscript notation indicates the element which is making the
estimate of the specified subjective probability.
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paper, the conduct and analysis of an experiment utilizing actual tank
commanders to investigate the firing decision process is presented.

The goal of the experiment was to determine the relative impor-
tance of the various system state variables in an experienced tank
commander's estimate of the following factors relative to an enemy tank:

1. Whether the tank commander would act as if he is currently
detected by the enemy tank;

2. The percent chance of getting a solid hit on the enemy tank
at the current time;

3. HWhether the tank commander would engage the enemy tank at the
current time; and

4. The percent chance of the enemy tank getting a solid hit on
your tank, given the enemy is detecting you, at the current time.

Because of the large number of state variables required to define
the situation, and because very little prior knowledge regarding the
importance of state variable interactions was available, it was decided
that no more than two levels of each state variable factor would be
considered.

After careful consideration of the total set of state variables
which would be used to describe the situations for which responses were
to be given, eight basic factors were selected for inclusion in the ex-
periment. Five of these factors (enemy tank speed, turret position, and
fire history, and observer tank fire history and cover) were represented
at two value levels. Three of the factors (enemy tank aspect dynamics,
cover dynamics, and range) were represented at four value levels. The
resulting experimental design was a 211 design. Each factor and their
respective treatment levels are defined in Table II. The assumptions
concerning factors not specifically included as independent variables in
the model are given in Table I. Four dependent variables, which were
measured by subject responses to the following questions, were considered:

Q1. Is the enemy tank crew currently detecting your tank?
Q2. What is your percent chance of hitting the target?
Q3. Would you fire on the enemy tank at this time?

Q4. What is the enemy tank's percent chance of hitting your
tank, given that he fires at your tank?

For purposes of model structure and analysis, each of the dependent
variables in conjunction with the eleven independent variables, consti-
tute a separate experimental design model.

The experiment was conducted in an environment in which experi-
enced tank conmanders were shown sequences of color slides depicting
enemy tank activities over a time period of from ten to thirty seconds
for each sequence. The subjects gave written responses to the dependent
variables defined above based on the viewed sequence and verbal input
information on fire histories, enemy turret position, and observer cover.
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TABLE I: ASSUMPTIONS CONCERNING FACTORS NOT SPECIFICALLY
INCLUDED AS INDEPENDENT VARTABLES IW THE MODEL

Variable

Assumptions

Force Size

Observer Speed

Observer Aspect

Vehicle and Weapon
Type

Ammunition

General Battle
Situation

Situations considered are limited to the case of one
observer tank versus one enemy tank

The observer's tank is always stationary

The observer's tank is always headed in the direction
of attack (i.e., the principal observation direction)

Both the observer's tank and the enemy tank are stan-
dard M-60 tanks for which only the conventional tank
main gun is considered

Both the observer's tank and the enemy tank have
available only high explosive (HEAT) ammunition and
have a sufficient supply of HEAT rounds

The observer's tank is part of the attacking force;
the enemy tank is part of a delaying force.

TABLE I11: INDEPENDENT VARIABLES IN THE MODEL

Variable Treatment . B

Designation Level Description

A -—- Enemy tank's change in direction of travel from
initial direction relative to the observer-to-
enemy tank range.

A Low Incoming or no change.

A High Outgoing.

B -—- Enemy tank's change in direction of travel from
initial direction relative to the line describing
the observer's principal observation direction.

B - Low Incoming, or no change.

B High Qutgoing.

C -—- Portion of the enemy tank covered at the decision
point. o

C Low Completely uncovered.

c High Hull defilade (only the enemy tank turret is visi-

ble to the observer.
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TABLE II. --- Continued

Variable Treatment S

Designation Level Description

D -—- Change in cover of the enemy tank from the initial
position to the final position.

D Low No change.

D High Change %either uncovered to hull defilade or
visa-versa.

E -—- Range to enemy tank at the decision point
(Tower levels).

E Low 500 meters.

E High 1500 meters.

F -— Change in range from the defined level of E.

F Low No change from the level of E.

F High Increment level of E by + 2000 meters.

G ——- Enemy tank speed (assumed constant over the
presented activity sequence duration).

G Low Slow (5 miles/hour).

G High Fast (20 miles/hour).

H -—- Enemy tank turret position (assumed constant over
the presented activity sequence duration).

H Low Turret'is not pointed at observer's position.

H High Turret is pointed at observer's position.

J --- Fire history of the observer during the sequence
of enemy tank activities.

J Low Observer does not fire during the sequence.

J High Observer fires one round during sequence.

K -—- Fire history of the enemy tank during the sequence.

K Low Enemy tank does not fire during the sequence.

K High Enemy tank fires one round during the sequence.

L --- Observer's cover relative to the enemy tank
(assumed constant over the duration of the
presented activity sequence).

L Low Observer uncovered relative to the enemy tank.

L High Observer is in hull defilade relative to the

enemy tank.

After investigating various design configurations, a fractional
factorial scheme was selected. A full factorial scheme for a 21! design
would require 2048 observations for one replication. Because of physical
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limitations on resources, it was determined that 128 unique sequences of
enemy tank activities would be presented, and that 32 experienced tank
cormanders would be utilized as subjects. The total experiment was di-
vided into eight experimental sessions (runs). Within each run, sixteen
sequences of enemy tank activities were presented to four subjects. Each
subject responded to two of the dependent variable questions for each
run,

The design employed was a 1/16 replicate of a 211 factorial
scheme requiring 27 (128) observations per replication. An additional
feature of the design was that two full replications of the fractional
scheme were obtained, since responses to each presented sequence were
obtained from two subjects for each dependent variable.

The fractional experimental design consisted of sixteen blocks of
eight units each, since a specified pair of subjects responded to alter-
nating treatment combinations for a particular dependent variable ques-
tion, A completely randomized design of a 1/16 fractional replicate of
a 211 factorial experiment would have 128 orthogonal contrasts (including
the mean), provided the arrangement of treatment combinations is pro-
perly constructed. Fifteen defining contrasts (factorial effectsg
required to produce the 1/16 fractional replicate were selected to assure
that all main effects and two-factor interactions were aliased only with
third order and higher interactions. In addition, fifteen contrasts
were utilized to block the design and therefore were completely con-
founded with the block effects. Thus, there were 112 contrasts which
remained orthogonal to the blocks.

The model on which the analysis is based is given by
caq = .+ S. 4+ o+ R N -
Vigka = M Ft S5 % Gy * Rigg) * €k (4)
where

M = the experimental mean.

Fi factorial effects (orthogonal contrasts) not confounded in
block (i =1, ..., 112?.

S5

Gk(j) = group effect nested in session (k =1, 2).

n

session effects (j =1, ..., 8).

R](k’) = replication (or subject-within-group) effect nested in
J groups and sessions (1 =1, 2).

G(ijk]) = residual error.

Note that the combination of the session and group effects make up the
block effect as described above.

.. The analysis of concern in this paper is related to tests of sig-
nificance of the difference between treatment effects. That is, compar-
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isons of treatment means as opposed to treatment variances are of primary
interest. Davies (1960) states that the F-test in an analysis of
variance is really an extension of the t-test for the comparison of
treatment means, and that such a test is not very sensitive to depar-
tures from normality.

‘The responses to Q2 and Q4 previously described are subjective
probabilities. These data were transformed prior to analyzing the fac-
torial effects in order to make the mean and standard deviation of the
transformed variate approximately independent.l! The transformation used
on the original data for Q2 and Q4 is given by

x(radians) = arcsin /p (5)

where

p = original subjective probability response.

X

value of the transformed variate.

The transformation of (5) also tends to result in the observations being
distributed more normally.

The responses to Q1 and Q3 are in the form of Bernoulli trials in
that they are yes-no responses. The data was coded using +1 for a "yes"
response and O for a "no" respcnse. This scale was selected for con-
venience, since the mean value difference analysis is not affected by
the choice of scale.?

The sum of squares for the analysis of variance utilizing the
model given by (4) is presented in Table III. iote that the session
and group effects given in (4) are combined as the block effect in Table
I11.

TABLE ITI: ANOVA RESULTS FOR ALL QUESTIONS

Question (Sum of Squares)

Source Q1 Q2 Q3 Q4
Mean (1df) 81.000 190.090 165.770 122.350
Factors (112df) 27.125 22.947 21.250 20.430
Block (15df) 11.875 3.526 4,984 5.989
Subject (16df) 6.125 6.140 3.250 6.284
Residual (112df) 17.875 6.626 10.750 8.596
Total (256df) 144,000  -229.330 206.004 63.650.

1See Davies (1960), Bartlett (1947), and Curtis (1943).

2Extensive data is required for statistical tests on variance for non-
numerical data, since departures from normality are critical. For mean
value differential analysis, however, the quantification scheme is not
critical (Fisher (1944){.
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Note that the largest block effect occurs for Q1, with the block
effect for Q2, Q3, and Q4 being from one-half to one-third that for Q1.
The subject-within-group effect is about one-half of that amount for Q3.
In general, it is obvious that the differences between individual sub-
jects, as well as the difference between subject pairs (blocks) are both
very significant. This fact indicates that, even though the subjects
were all Army officers with previous experience as tank commanders, a
rather large variation due to such factors as training and currency of
experience existed between these officers.

A complete analysis of variance was conducted for the 112 orthog-
onal contrasts for each question. Only those contrasts which contributed
most significantly to the total factor sum of squares will be discussed
in this paper. The analysis of the mean value differentials for a par-
ticular contrast provide information regarding response variation result-
ing from various "high" and "low" value levels of the contrast. This
analysis is valid, even though the factorial effect total for that con-
trast may be attributable to a combination of the contrast and its
aliases. Also, the mean value differentials may be analyzed for those
contrasts which are confounded with blocks, even though the significance
of the factorial effect total is attributable to a combination of the
contrast and the block effect.

In order to demonstrate the mean value differential analysis pro-
cedures, the contrasts FJ and CFJ (both of which are highly significant
factorial effects for Q1) will be discussed. The mean value differen-
tiali for the contrasts FJ and CFJ are given in Tables IV and V, respec-
tively.

TABLE IV: ANALYSIS OF THE FJ INTERACTION FOR Q1

Treatment Levels Mean Value Differential
(1) 0.4375 -0.1250
f 0.6719 0.1094
j 0.0731 0.1406
fj 0.4375 -0.1250

The experimental mean, M , for Q1 over all treatment levels
was 0.5625. The mean value for (1) in Table IV of 0.4375 represents
the average of the observations for which factors F and J are at their
Tow levels, but averaged over all treatment levels of the other nine
factors. The differential, -0.1250, is the experimental mean minus the
treatment level mean. To illustrate, recall that the low levels of F
and J represent the near ranges (500 and.1500 meters) and that no ob-
server firing occurred during the sequence. Note from Table IV that a
differential value of +0.1406 resulted when the observer did fire during
the sequence (given by j). This result indicates that the average ob-
server felt he would be detected about 26 percent of the time more often
if he had fired in the immediate past.

To gain further insights into these results, consider Table V in
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which enemy tank cover at the decision point (termination of the pre-
sented sequence) is introduced. Note that the differential of +0.1406
for observer firing at the near ranges (see Table IV) is the average of
the differentials for j and cj in Table V. The value of +0.1563 for the
enemy tank in hull defilade at the decision point (and for observer
firing at the near ranges) indicates that the average observer felt his
chances of being detected were greater if the enemy tank was in hull
defilade than if it was uncovered.

TABLE V: ANALYSIS OF THE CFJ INTERACTION FOR Q1

Treatment Levels Mean Value Differential
(1) 0.5625 0.0000
c 0.3125 -0.2500
f 0.5313 -0.3130
cf 0.8125 0.2500
3 0.6875 0.1250
cj 0.7188 0.1563
fj 0.4375 -0.1250
cfj 04375 -0.1250

The situation given above was presented to illustrate the in-
sights which may be gained by mean value differential analysis of exper-
imental data. It is important to note that if further insights into the
near range, observer fire history, enemy cover situation is desired,
additional factors may be sequentially introduced for analysis. Each
newly introduced factor will yield additional differential values indi-
cating the effect of the new factor on the situation being investigated.

Obviously space does not permit an exhaustive analysis of all
possible situations in this paper. The conclusions of the analyses of
the mean value differentials for each question are summarized below.l

Question 1: Is the enemy tank crew currently detecting your tank?

a. The direction of heading of the enemy tank interacts primar-
ily with range, and secondarily with enemy tank cover in the subjects'
feeling of being detected.

b. The cover, and change in cover of the enemy tank interacts
primarily with range. In particular, the subjects felt more vulnerable
to detection by enemy tanks which were initially uncovered at the near
ranges, but to those which were in hull defilade at the decision point
for the far ranges.

]Extensive tables of mean value differentials are available from the
author.
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¢. The effect of range was not significant apart from its inter-
action with other effects.

d. Enemy tank speed was only moderately important, and then pri-
marily in conjunction with enemy tank cover.

e. Enemy tank turret position was not found to be important.

f. Observer firing during the sequence interacted primarily with
range level. In particular, it increased the subjects' feeling of being
detected at the near range, but decreased for the far ranges.

g. Target firing during the sequence, as well as observer cover
was not significant.

Question 2: What is your percenf chance of hitting the target?

a. The subjective hit probabilities were slightly higher for an
incoming enemy tank. The direction of heading, however, is of primary
importance as it interacts with range.

b. Consideration of cover alone revealed that the initial cover
situation of the enemy tank was important. In particular, the estimates
were higher for an enemy tank initially uncovered than for one initially
in hull defilade. Also, the target's change in cover interacting with
target fire history is the most significant factor. In this case, the
estimates were substantially higher for the cases when the enemy tank
changed cover and did not fire, or when it did not change cover and
fired. The large differential here indicates that target fire history
in conjunction with target cover should be considered at several treat-
ment levels in future experimentation. This contrast is also very
significant in Q4 and is discussed in a subsequent section.

‘c. As previously stated, range is the most important factor for
Q2. It is important to note, however, that the direction of heading
and cover of the enemy tank interacting with range produce the largest
mean value differentials. Future experimentation should consider this
interaction in depth, possibly utilizing the concept of the solid angle
subtending the enemy tank relative to the observer.

d. Enemy tank speed did not prove to be a significant factor,
possibly because it was verbally specified, and hence not as meaningful
as if it had been visually represented.

e. The turret position of the enemy tank had no real effect in

Q2.

f. As previously stated, observer fire history did not, in
general, increase the subjective probability of hit. Once again, the
fact that fire histories were specified verbally instead of visually
may have contributed to this result.

g. Target fire history was very important in its interaction
with target cover changes, and to a lesser extent with observer fire
history.

h. The observer's cover situation had no appreciable signifi-
cance in the results.

Question 3: Would you fire on the enemy tank at this time?
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a. The direction of heading of the enemy tank interacts with
range, enemy tank cover, and speed. The subjects would tend to fire
more at incoming, initially uncovered tanks at the near ranges. Also,
the tendency was to fire more often at incoming, fast or outgoing, slow
enemy tanks.

b. The cover situation, and particularly the change in cover,
of the enemy tank during the sequence had a substantial effect on the
subjects' decisions to fire., In general, the tendency was to fire at
enemy tanks which changed cover during the sequence. The covar factor,
however, is also dependent on range.

c. The range to the enemy tank had a great influence on the sub-
Jects' firing decisions. The interaction of range with observer fire
history, target cover, and target speed are also important in the
decisions.

d. The speed of the enemy tank was found to be significant only
in its interaction with the range level. In particular, the tendency
to fire was less for a fast-moving tank at the far range level than for
a slow tank. At the low range levels, however, the effect of enemy tank
speed was small,

e. The turret position of the enemy tank during the sequence had
essentially no effect in the firing decision.

f. Observer firing during the sequence increased the tendency
to fire a second round at the near range levels, but decreased this ten-
dency at the far range levels. Also, the fact that the observer was
covered and fired, in conjunction with the enemy tank not firing during
the sequence, substantially increased the subjects' tendency to fire.

g. Target fire history interacts primarily with observer fire
history and observer position as described in (f) above.

h. The observer's cover situation is important only as it inter-
acts with the target's cover, range, and fire history.

Question 4: What is the enemy tank's percent chance of hitting your
tank, given that he fires at your tank?

a. The effect of direction of heading of the enemy tank was
more pronounced than for Q2. In particular, an incoming enemy tank led
to higher subjective probabilities of being hit than outgoing tanks.
Also, the interaction of direction of heading and target cover was
significant.

b. The cover of the enemy tank was important, particularly in
conjunction with range. In particular, the "being hit" estimates were
higher for defiladed enemy tanks than for uncovered ones, especially at
the near ranges.

c. As previously stated, range was the predominant factor in
Q4. In addition to the range interaction with cover, a significant
interaction with turret position of the enemy tank was noted.

d. The speed of the enemy tank was found to be important in
conjunction with target fire history. In particular, a slow moving and
firing enemy tank increased the subjects' subjective probabilities of
being hit.
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e. The turret position of the enemy tank was highly significant,
both as a main effect and its interaction with range, target fire his-
tory, and target cover.

f. The observer fire history was not found to be a significant
effect.

g. The target fire history was significant in its interaction
with target turret position and speed.

h. The observer position did not have a significant effect in
the analysis of Q4.

Regression Analysis

It has been proposed that TDI represents a measure of the "inten-
sity" of a combat situation and is related to the tank commander's
feeling of enemy threat and his destruction capability. In other words,
TDI is taken to be a monotone increasing function of combat intensity.
It is hypothesized that a measure of TDI is the frequency with which
tank commanders would fire in a given situation.

A model describing the relationship between tank commanders'
subjective probabilities of hitting, being detected, and being hit, and
the associated frequency with which they would engage the enemy is valu-
able for several applications. First, it is useful for fire control
models in land combat simulations. Second, it can be employed in the
training of potential tank commanders in the area of tactical firing
doctrine. Third, it can be used to evaluate engagement decisions based
on field trial data as compared witn sampled responses of tank comman-
ders in the same situations.

Several multiple regression models were investigated utilizing
averaged response data for various treatment combinations of the system
state variables. In order to demonstrate the procedures, two quadratic
response surface representations of the dependent variables given by
(6) and (7) are discussed.

Q = L] . L] [] - 2
Model I: Y =8y + 8y - DI + 8y « TL+ 85« DI - TI + 8, - (DI)
2
+ 85(TI)
- (DI)% + 8¢ - (TI)%

(6)

(7)

where

Y = average of responses to Q3 (i.e., the frequency with which
observers would fire);

DI = the destruction index, given by the average of responses to
Q2, the frequency with which observers felt they could hit the target;

TI = the threat index, given by the product of average responses

to Q4 (the frequency of being hit) and Q1 (the frequency of being
detected).
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Average response data for the various treatment levels of C, O, E, F,
¢b, CE, CF, DE, DF, and EF were utilized for this analysis. These
factors were chosen because of the significance of enemy tank cover and
range in responses to the questions.

The fit obtained by Model I was slightly bette§651.e., Multiple

R of 0.741) than by Model II (i.e., Multiple R of 0.6 The regres-
sion coefficients for each model are given in Table VI,

TABLE VI: REGRESSION COEFFICIENTS

8o B3 85 B3 By Bg
Model I -2.428 14.712 -10.9M 0.0 -11.987 23.571
Model 11 0.853 0.0 4.375 0.0 1.105 -3.956

The ability of the regression models to predict the frequency
with which tank commanders would fire was investigated. The actual
firing frequency responses were compared to the regression models' pre-
dictions over 32 treatment level combinations of average response data.
The mean absolute deviation between predicted and actual responses was
0.0324 for Model I and 0.0328 for Model II. In other words, the average
of the absolute deviations in the prediction of firing frequency was
slightly greater than three percent for the subset of data investigated.

These results are encouraging, but by no means conclusive, in
regard to the realization of a valid model for describing a tank com-
mander's firing decision process. It is hoped that this paper will
stimulate further study and analysis to gain additional insights into
this very complex process.
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The Interface Between DYNTACS-X and Bonder~IUA

Mr. Steven P. Bostwick, Mr. Francis X. Brandi
Mr. C. Alan Burnham, and Dr. James J. Hurt

General Thomas J. Rodman Laboratory
Rock Island Arsenal

The Dynamic Tactical Simulator, DYNTACS-X, and the Battalion Level
Differential Model, BLDM, widely known as the Bonder-IUA model, are two
models that simulate battalion level mid-intensity armored combat.

DYNTACS is an event sequenced stochastic model that simulates the
interactions between an individual weapon and the environment, tactics,
and other weapons in great detail. DYNTACS was written by the Systems
Analysis Group at Ohio State University in ‘1965 and extended in 1970.

The Rock Island Arsenal acquired DYNTACS in 1969and used it to evaluate
proposed mobility improvements to the M-60 tank and the Family of Scat-
terable Mines Concept. Currently, this model is being used to evaluate
cannon launched guided projectiles and additional mobility improvements
to the M-60 tank. Soon, Rock Island Arsenal will use DYNTACS to evaluate
remotely piloted vehicles and the XM1 tank.

BLDM is an expected value model that uses an extension of the Lan-
chester method to determine the expected attrition during a short time
interval, usually ten seconds. The BLDM model was developed by Dr. Seth
Bonder of the University of Michigan. The Rock Island Arsenal acquired
BLDM in 1972 and used it to support the MBT70 study. Since that time,

BLDM has been extensively modified in order to evaluate several Anti-
Armor Automatic Cannon Concepts. This version is currently being used

in the Low Dispersion Automatic Cannon Study. Because of these extensive
modifications, this model has been renamed The Firepower Analysis Sequenced
by Time (FAST) Model.

Rock Island Arsenal intends to use both models to the fullest advan-
tage. The detailed data for a DYNTACS scenario will be gathered and a
DYNTACS run will serve as a preprocessor for FAST. Then FAST will be
used to study variations in weapon system parameters in order to eliminate
the less effective conceptual candidates. The weapon systems showing
the highest combat effectiveness payoff will then be studied in greater
detail using DYNTACS. This is a report of the modifications made to both
models at Rock Island Arsenal in order to achieve the capability for
using these two models in this way. A preliminary comparison of the two
models is also presented.

The basic flow of logic in DYNTACS is represented by the circular
flow chart in Fig. 1.
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Figure 1 Basic DYNTACS Logic Flow for a Tank

Each element, be it a tank, an APC, a missile launcher, a forward
observer, an artillery fire direction center, an artillery battery, a
helicopter, or an air defense system, has a clock. This clock is set to
the time of the next event for that element. The sequence controller
selects that element with the smallest clock time and gathers basic data
about that element. If the selected element is a tank, then the logic
in Fig. 1 is followed. Very similar logic is followed for each of the
other types of elements simulated in DYNTACS. Only the logic shown in
Fig. 1 is outlined here.

In the communications routine, all messages sent to tte current ele-
ment are processed. These messages contain information about the battle-
field. 1In the intelligence routines, tables of the information that the
current element has on the entire battle are updated. During this pro-
cess, the actual terrain is used to determine which, if any, of the enemy
elements are covered. Vegetation overlays are used to determine which,
if any, of the enemy elements are concealed. TFor each uncovered, uncon-
cealed enemy element, a stochastic detection process is used to determine
if that enemy element is actually detected.

The movement controller routines provide for dynamic formation and
route selection. Only the maneuver unit leader selects formations and
routes, the other elements in the maneuver unit attempt to stay in forma-
tion. In DYNTACS, the attackers are given desired routes but, while
attempting to stay near these routes, are not constrained to remain on
these routes. Under a variety of circumstances - start of the battle,
completion of last route selection path, encountering a minefield, a new
maneuver unit leader, or a significant change in the maneuver unit's
knowledge of the enemy - the maneuver unit leader will select a best
route to cover the next kilometer. This best route is determined by a
dynamic programming algorithm to minimize travel time. Also considered
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are exposure time and barriers such as known minefields and forests. This
dynamic route selection logic makes DYNTACS uniquely qualified to deter-
mine the effects of mines since each encounter of a minefield will cause
a new route to be selected. This new route may involve a retrograde
maneuver in an attempt to circumvent the minefield.

objective -\/\

—7’
—r -

§ -

-

=

Start |of Battle

L;;._ﬁ__—:—\/ 4nefield (_"

) final asqault
bo— 1 km _J| actugl desired

Figure 2 Desired vs Actual Route for One DYNTACS Element

Fig. 2 shows how, in DYNTACS, the actual route of an element can vary
from the desired route. 1In this case, the element gets more than 400
meters off the desired route.

In the fire controller routines, the intelligence tables and tactical
doctrine are used to select a target to fire at, the round to use, and
whether to stop-to-fire or fire-on-the-move. The decisions made in the
fire controller are passed to the fire routines, but movement is made
first. The movement routines use standard mobility equations to determine
how far the tank will move along the selected path for its next event.

The interaction between the vehicle and the terrain is modeled in some
detail.

The fire routines determine the time of fire, the dispersions asso-
ciated with a fire, and accesses damage to the target if there is a hit.
The calculations for probability of hit involve range to the target, speed
of the target, portion of the target that is covered, and dispersion of
the firing weapon. The calculations for the probability of the various
types of kill - mobility, firepower, firepower and mobility, and total -
involve the round type, the target type, range to the target, speed of
the target, and the direction of the incoming round.

The clock for this tank is reset to the time of the next event and
control is passed to the sequence controller, where the whole process is
repeated.

The data requirements for DYNTACS are extensive and comprehensive. This

data is broken into three general categories: environment, tactical, and
engineering. The environment data consists of such things as a reasonably
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detailed continuous representation of terrain with vegetation, cover,
trafficability, and obstacles. The tactical data consists of such things
as organizational structure, communication channels, target priorities,
dessired attack or withdrawal routes, and objectives. The engineering
data consists of such things as vehicle dimensions and engine torque
versus rpm curves.

Since DYNTACS is stochastic, its output depends on the random number
seed used. DYNTACS battles must be replicated in order to obtain mean-
ingful results.

In FAST, several weapon systems of the same type and in the same
general location are collected into groups and each group is treated as
an entity. The basic statistic for each group is the expected number
of survivors in that group as a function of time. The location, velocity
cover codes, and concealment codes for each group are read from a 'mo-
bility file" at each time step. This file must be generated by a model,
other than FAST, that simulates the effects of terrain and the environ-
ment on motion, cover, and concealment. Until recently, all existing
mobility files were generated by the terrain and mobility preprocessors
for the Individual Unit Action (IUA) model, thus explaining the old
title of Bonder-IUA for the FAST model.

The attrition rate for each group is computed as the sum of the attri-
tion rates on that group by each enemy group. These latter rates are com-
puted as a function of the number in the firing group, the percent of
firepower allocated to the target group, the cover, concealment, and
range between the two groups, load and lay times, and extensive disper-
sion and vulnerability data. After the total attrition has been computed,
it is assumed to be constant over that time interval and the expected
number of survivors in the group at the end of the time interval is
computed. After the attrition has been computed for each group, the
mobility data for the next time interval is read in and the process
repeated.

Since BLDM is deterministic, one run will determine the expected
number of survivors at the end of the battle and provide other meaningful
results. However, there is no way to measure the statistical significance
of any differences that may appear in two runs.

Both models require extensive firepower data. This data includes:
firing rates (load and lay times); firing bias and dispersion as functions
of the firing weapon, the range to the target, the speed of the firer,
the speed of the target, various aspect angles, and the covered portion
of the target; and vulnerability data in the form of probability of kill
as a function of kill type, round fired, target, range to the target,
speed of the target, and various aspect angles. As acquired by Rock
Island Arsenal, FAST used the IUA format for firepower data. This format
varied considerably from the DYNTACS format for the same type of data,
and the volume of firepower data required by either model was very large.
Accurate representations for firepower data were developed at Rock Island
Arsenal in the form of functions with coefficients that are determined by
use of regression techniques. Both DYNTACS and FAST are being modified
to use these functions and the same coefficient tables. Consequently,

497




both models will use the same firepower data in the same format. This
modification will reduce the DYNTACS firepower data base to approximately
one-tenth the present volume.

FAST requires a ''mobility file" containing the location, velocity,
cover codes, and concealment codes for every group at each ten second
interval during the battle. DYNTACS selects routes and moves elements as
the battle progresses. A version of DYNTACS that produces a "mobility
file" in a format suitable for use by FAST was developed at Rock Island
Arsenal. Four mappings are used in this preprocessor, each mapping some
DYNTACS concept into its FAST equivalent. One mapping from DYNTACS into
FAST takes the elements on the DYNTACS battlefield and their organization
to produce the equivalent groups in FAST. The simple mapping of making
each DYNTACS element be a FAST group was rejected because this negates
the advantages of the group concept. In addition, there is logic in
FAST that would provide unrealistic results if such a simple mapping
were used. The basic idea behind the mapping used is to consider each
DYNTACS maneuver unit as a FAST group.

Two other mappings used take DYNTACS cover and concealment into FAST

cover and concealment codes. In DYNTACS, cover 1s computed as the portion

of a vehicle that is covered. In FAST, cover is a code with three values
representing completely exposed, hull defilade, and completely covered.
The same disparity exists between DYNTACS concealed portion and FAST con-
cealment code. The same mapping 1s used in both cases: a portion less
than some threshold is completely exposed, a portion greater than some
other threshold is completely covered or concealed, and a portion between
the two thresholds is hull defilade or partially concealed. The cover
thresholds and the concealment thresholds may be different.

In DYNTACS, each element has the option of fire-on-the-move or stop-
to-fire. A leapfrogging effect is attained by some elements stopping to
fire while other elements are moving between firing events. The mapping
between DYNTACS stop-to-fire tactics and FAST leapfrogging tactics was
handled by modifying FAST to simulate leapfrog tactics or stop-to-fire
using the mobility data from a DYNTACS run where all the elements used
fire-on-the-move tactics. This was done by modifying the attrition rate
computations to reflect the fact that some of the elements in each group
would be stopped.

Running both DYNTACS and FAST on the same data base compels a com-
parison of the two models. Fig. 3 outlines some of the differences that
are due to the contrasting methodologies. The chief advantages of
DYNTACS are its detalled representation of the battlefield and its dy-
namic route selection. The chief advantages of FAST are that no repli-
cations are needed and each run is relatively inexpensive.
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DYNTACS BLDM/Bonder /FAST

DETALLED AGGREGATED
DYNAMIC ROUTES FIXED ROUTES
STOCHASTIC DETERMINISTIC
COSTLY INEXPENSIVE

Figure 3 Differences in the Two Methodologies

In order to obtain a better feel for the wmparison of the two models,
the scenario used in the Family of Scatterable Mines study was used with
DYNTACS to prepare the mobility file for FAST. Ten replications of
DYNTACS were made using this same scenario. Fig. 4 tabulates some end-of-
battle statistics for all these runs. These results indicate a reasonably
good agreement since the casualties in FAST are within one-half standard
error for the mean of the DYNTACS runs. The FAST casualty ratio is within
1.1 standard errors of the mean of the DYNTACS runs.

STD.
RUN ¢ 1 2 3 4 5 6 7 8 9 10 MEAN ERROR FAST
BLUE CAS. 13 12 11 12 13 11 11 10 12 10 11.5 .34 11.7
RED CAS. 11 20 21 10 12 8 11 13 13 18 13.7 1.40 14.2

BLUE/RED 1.18 .60 .52 1,20 1,08 1.38 1.00 .77 .92 .56 .92 .09 .82

Figure 4 End-of-Battle Statistics

Another way to compare the two models is to study the trajectory
of Red Survivors vs Blue Survivors. The graphs in Fig. 5 shows the
FAST trajectory and the average of the DYNTACS trajectories. The attri-
tion ratio in FAST remains nearly a constant whereas it varies widely
in DYNTACS. Fig. 6 shows the FAST trajectory and the trajectories from
two DYNTACS runs. This figure demonstrates how DYNTACS can indicate the
variability in the results whereas FAST/BLDM/Bonder cannot.

A greater disparity between FAST and DYNTACS appears in the survivors
versus time plots. Fig. 7 shows the Red Survivors for the FAST run and
the average of the ten DYNTACS runs versus time. The attrition rate for
FAST is much more nearly constant than for DYNTACS. 1In DYNTACS, the
attrition starts later but reaches a peak rate during the hottest part
of the battle before leveling off as the battle comes to its conclusion.

The same disparity appears in the Blue Survivors versus time plots and in
the survivor plots for each of the DYNTACS runs.
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Figure 7 Red Survivors vs Time

These results compare the absolute results for one case and not, as
both models are used, the relative changes due to a change in fire-power,
mobility, etc. The negative aspects of these comparisons should not be
construed as a rejection of either model. Additional analysis of both
models 1s clearly indicated.

In summary, both DYNTACS and FAST have certain advantages. The chief
advantages for FAST is that the model is inexpensive to run and results
for certain parameter variations can be quickly obtained. The chief ad-
vantages of DYNTACS are its detailed representation of Battlefield elements,
its dynamic route selection, its replications give data on the variability
of the results, and it serves as a preprocessor to FAST.
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WEAPONS EFFECTIVENESS AND SUPPRESSIVE FIRE
Mr. George M. Gividen
US Army Research Institute
PURPOSE :
The purpose of this presentation is four fold:

First, to summarize previous research in the area of suppressive
fire as a component of weapons effectiveness.

Second, to discuss several attempts to develop valid models vhich
would define the relationship between weapons characteristics and ef-
fectiveness in suppression.

Third, to identify some of the contributions of suppressive fire
studies to weapon systems design and procurement decisions.

Fourth, to clarify the primary issues relating to proposed re-
search in the suppressive fire area.

The primary emphasis will be on small arms weapons systems. The phe-
nomena of suppression is complex; all too often those who would perferm
research in this area have conmitted the error of oversimplification,
failing to realize that suppression is a function of literally hun-
dreds of different variables, of which weapons characteristics represent
only a small number.

The effectiveness of any weapons systems is a function of its performance
in each of the roles that it will be expected to fulfill. The primary
function of weapons is to decrease the effectiveness of the enemy. This
may be done by eliminating these enemy forces or by preventing them in
other ways from accomplishing their objectives. Weapons may be ef-
fective by physicaily incapacitating the enemy or by psychologically
reducing his effectiveness. Any research program to improve weapons
effectiveness must, therefore, concern itself with first identifying a
set of measures of effectiveness, and second, with identifying object-
ive relationships between these effectiveness measures and weapons
characteristics.

Previous studies have been consistent in identifying five major inter-
dependent measures of effectiveness for most weapons systems:

Hit capability
Suppression capability
Lethality

Reliability
Sustainability

A1l are time related, and each is a function of the others. Thus, the
weapon with a high single round hit probability may not have as great a
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hit capability in combat as a less accurate weapon which can put out a
much greater volume of fire within the same time span.

In this respect, Combat Developments Command Experimentation Command
(USACDEC) tests showed that soldiers equipped with 7.62mm M14 rifles
consistently hit more long range targets per round of ammunition fired
than did M16 firers. However, M16 firers (firing 5.56 mm rounds that
weighed only half as much) scored significantly more hits at all ranges
per pound of ammunition fired. M16 hits were also secured more quickly
than M14 hits, which means that M16 firers would have been subjected to
a shortened duration of return fire frcm the enenmy.

The M16 firers were also able to sustain their fire effects fcr a longer
period of time due to the lightness of the weapon and ammunition which
permitted more rounds of ammunition to be carried. Within the basic
weapon system weight of 17 pounds prescribed for the rifleman, the M14
soldier carries only 100 rounds as opposed to 300 for the soldier armed
with the M16. If time intervals of fire were equated, and rates of fire
were identical, the M16 firers would have been able to sustain their
effects for three times as long as the M14 rifleman.

On the other hand, a weapon with an extremely high single round hit
probability may be relatively ineffective because of low lethality or
because its reliability is so low that it is unatle to fire many

rounds because of malfunctions. In like manner, the suppressive effects
that a weapon procduces may be diminished by high malfunction rates or by
inability to transport the quantities of armmunition necessary for sus-
taining fire. The suppressive value of small arms weapons systems is
also diminished when the weapon's projectiles are not perceived as being
very lethal; and when projectiles are not perceived as being threat-
ening, suppression will not be effected.

Mobility of weapons is a component of sustainability in that the amount
of ammunition a soldier can carry is diminished as the weight of the
weapon increases. As sustainability of a weapon is increased through
increasing the ammunition load, mobility is correspondingly made more
difficult and decreased.

THE NATURE OF SMALL ARMS SUPPRESSION RESEARCH

Although all of these five measures of effectiveness are components of an
integrated system of effectiveness, each may be considered and examined as
a subsystem. In this yespect, hit probabilities, lethality, reliability

- and sustainability have been the subject of far more detailed research
than suppression. This is attributed to the fact that each of the

first four is more easily studied quantitatively from the point of

view of the physical sciences.

For example, rifle hit probabilities may be physically measured in

terms of hits on targets as a function of specific measurable ranges

and number of rounds fired, while reliability is basically a matter of
compiling numbers, types and causes of malfunctions over a period of

the weapon Tife cycle. Sustainability of a weapon system may be studied
as a function of rates of fire, basic loads of ammunition, logistics
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and similar numerical factors. Lethality is a more complex measure
but extensive data have been made available from gelatin block
experiments, penetration studies, animal studies, and studies of
human wounds in combat to include extensive medically based class-
ification schema.

On the other hand, suppression deals with numerous psychological
factors. There is, of course, "permanent suppression” from physical
factors -- the soldierwho is severely wounded or killed becomes
"permanently suppressed" -- but studies in this area fall under the
"hit capability" and "lethality" categories previously mentioned.
Psychological suppression from small armms fire is a more complex
phenomenon. Unlike hit capakility and other effectiveness measures,
suppression or its causes cannot be measured directly in most cases.
Since phenomena within the human mind are of concern, casualty must
sometimes be inferred or indirectly established.

Furthermore, it is not possible to study suppression primarily as a
system of discrete numbers. In researching hit capability (to include
hit probabilities), a target is either hit or it is not. When con-
sidering lethality, the reaction of a gelatin block to the penetration
of the bullet may be recorded and measured by high speed photography.
But such finite physical measurements are usually not possible when
one examines suppression.

A period of slightly reduced effectiveness which lasts only several
seconds may constitute suppression in one instance while in another
case suppression may consist of an immobilizing terror and shock that
results in a prolonged total incapacitation requiring psychiatric
‘treatment. Furthermore, the reaction in the same soldier to the same
stimuli and cues may be vastly different from one time to the next.
Suppression is also influenced by a much greater variety of extraneous
factors than the other measures of small arms effectiveness. Training,
leadership, morale - even religious beliefs - are only a few of the
many factors that determine the degree of suppression that may be
effected on any one individual at any given time. Suppression,
therefore, become the most complex component of weapon systems combat
effectiveness studies.

DEFINITION OF SUPPRESSION o
Most previous suppression research has been concerned only with
suppression by small arms fire. On the other hand, small arms fire
is usually only one of many types of weapons fire contributing to
suppression at any given time. Even in the final stages of an assault
when only small arms are being used, the suppression that occurs may
be, in reality, only a continuation of the suppression effects that
occurred as a result of heavy preparatory tank, mortar, and/or
artillery fire. Although there are many and varied definitions,
suppression is operationally defined here as:

“"A state of relative ineffectiveness or incapacitation

of the individual soldier which is a function of

psychological factors, and which is either initiated

or maintained by a perceived threat from weapons fire."
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Within a psychological framework and in the language of the psychologist,
suppression is defined as:

"The resolution of an approach-avoidance conflict in

an individual by taking the avoidance response."

DIMENSIONS OF SUPPRESSION

Previous research studies indicate that there are five primary
dimensions of suppression and that it is important to understand
these dimensions prior to conducting any investigation of suppression
for the weapons characteristics most desirable in one case may not be
applicable in another. These five dimensions are:

o Reasoned (Rational) Suppression versus Unreasoned (Irraticnal)
Suppression.

In reasoned suppression the soldier rationally analyzes the
situation and mentally calculates the probabilities for mission
success and survival. The soldier who keeps his head down and cooly
waits until the enemy has exhausted much of his ammunition before
resuming the assault has had his effectiveness temporarily reduced
and, therefore, has been suppressed. This constitutes reasoned
suppression. On the other hand, the soldier who reacts out of panic
or psychological fear without consciously thinking or considering the
real nature of the threat or long term effects is reacting without
reason, which constitutes unreasoned (irrational) suppression.

e Area Suppression versus Point Suppression.

The suppression resulting from mortar fire or from the classic
distribution of machine gun fire between two reference points is an
example of area suppression. The soldier who has been suppressed
as an individual by sniper fire or by an enemy machinegun specifically
aimed at his location has been incapacitated by point suppression. The
weapon which is best for area suppression may be relatively unsatis-
factory in a point suppression role.

o Defensive Suppression versus Offensive Suppression.

Some of the weapons characteristics which make the greatest
contributions to effectiveness of suppression in offensive situations
may be different from those most desired in the average defensive
engagement. One study, for example, indicates that the infantry
weapon with the greatest suppressive effect against assaulting enemy
troops is the machinegun, whereas the weapon providing the greatest
suppression against emplaced defending enemy troops is the mortar.
The recoilless rifle is perceived as more effective than the auto-
matic rifle against defending troops whereas the reverse is true
against assaulting troops.

o Lethal Suppression versus Denial Suppression.

Suppressive fires may be used against an area or positions that
the enemy is known to occupy. In these instances, the objective is

to neutralize the enemy by preventing him from moving or using his
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weapons or by killing him if he attempts to. This is known as lethal
suppression, whether the "suppression" occurs by physically killing
and disabling the enemy, or whether it occurs as a result of a
psychological fear which causes the enemy to remain immobile and nct
use his weapons. Denial suppression is used against areas unoccupied
by the enemy and is used to deny them access to that area or position.
Continuous bursts of machinegun fire fired down a stretch of road or
across the entrance to a bridge are examples of denial suppression.
The same psychological factors that prevent a soldier from sticking
his head out of his foxhole to fire his weapon also keep him from
venturing up the slope of a hill through interlocking machinegun
fires or explodirng grenades.

e Direct Fire Suppression versus Indirect Fire Suppression.

This dimension, of course, is a classic one. In the case of
small arms, grenade launchers and hand grenades are considered to be
the only effective weapons for use in the indirect role while rifles,
automatic rifles, machineguns and grenade launchers may all be used
for direct fire.

DEGREES OF SUPPRESSION

As already discussed briefly, suppression is a state which may last
for only a few seconds or it may "permanently" incapacitate a soldier
Just as effectively as a bullet, to the extent that the soldier must
be evacuated for psychiatric care. S. L. A. Marshall's description
of suppressed American soldiers on Cmaha Beach on the afternoon of
D-Day, June 6, 1944, is an excellent example of the latter:

"They lay there motionless and staring into space. They were

so thoroughly shocked that they had no consciousness of what
went on. Many had forgotten they had firearms to use. Others
who had lost their firearms didn't seem to know that there were
weapons lying all around them. Some could not hold a weapon
after it was forced into their hands...Their nerves were

spent and nothing could be done about them."

At the other end of the continuum would be a hypothetical soldier who
is not subject to suppression, who does not duck or in any way adjust
his actions as a result of being suddenly brought under fire, and, "~
who, because of his foolishness, dies! The majority of historical
instances of suppression lie somewhere between these two extremes.

Many researchers in the past, particularly those who have not
experienced infantry combat or who have based their studies solely

on after-action interviews, have been unsuccessful because they did
not understand the desired objective of suppressive fire or its full
psychological implications. The objective of suppressive fires is

not just to neutralize or incapacitate the enemy during the time he
s being subjected to suppressive fire. Effective suppressive fire
(of the "Lethal Suppression" type) is such that the enemy remains
incapacitated for a period of time after the fires are lifted. This
period of psychological shock should ideally be of sufficient duration
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to permit friendly forces to fully exploit their advantage, e.g., move
onto the enemy position in an assault and capture or kill the stunned
enemy in their emplacements without receiving return fire. The length
of this post-suppressive fire incapacitation will vary from a few
secends to minutes to hours depending upon many factors, some of which
will be discussed later.

It is extremely difficult to collect valid data on these post-suppres-
sive fire investigations through the use of interviews and question-
raire techniques. In most cases there is no stigme attached to having
been pinned dcwn or suppressed in a fire fight. In fact, every infantrv-
man who has served in combat for any length c¢f time has been “suppres-
sed" many times. PBRut for a soldier to acmit post-suppressive fire
incapacitation (that he did not fire his weapon or that he remained
temporarily in a state of shock in the bottom of his foxhole after
enemy fire was 1ifted) is something entirely different, for the label
and social stigma of cowardice is attached tc such conduct. The most
feasible approaches for collecting information in this area are
interviews where the responder is asked to describe the conduct and
actions of his fellow unit members, or when anonymous questionnaires
are used in a group setting.

Point Suppressive Fire may also be quite effective. Military history
is replete with examples of lone snipers who were able to quite
effectively suppress or delay the advance of entire units.

The degree of suppression inflicted upon a unit may be measured in

two categories. The first invclves the degree of incapacitation
-suffered by individuals, whereas the second involves the total number

of personnel affected within the unit. Theoretically, the same loss

of unit effectiveness might result from all unit members being slightly
incapacitated, as from a fraction of the members being severely affected.

Suppression, therefore, occurs on a continuum ranging frcm incapacita-
tion requiring evacuation to no incapacitation at all. It may seriously
affect only several members of a unit at any given time, while at other
times all members of the unit may be pinned down simultaneously.

FACTORS AFFECTING SUPPRESSION

Although rost research projects are primarily concerned with deter-"
mining objective relationships between weapon systems fire character-
istics and effectivenes$s in suppressive fire, we cannot igrore all

of the other factors that contribute to suppression in any given
situation. We have already discussed the five primary dimensions of
suppression and emphasized that those factors which most influence
suppression in one situatior may have relatively little effect in
another.

Litton's Defense Sciences Laboratories, during the course of extensive
work in the small arms area, has obtained and researched more than
1200 documents and combat films which initial research indicated were
related to suppression. As a result, much of the background research
work required to effectively initiate a detailed study of suppression

508




has already been accomplished, and many of the hypothesized factors
and weapons characteristics related to suppression have already been
identified. In addition, literally thousands of combat veterans
(viet Cong, MVA, Australian, Korean, South Vietnamese and U.S.)

have been interviewed in depth and administered questionnaires
relating to suppression. Field tests have also been conducted.

These research efforts and analyses of previous research reports,

after action reports, combat films, questionraire results, and other
related material, heave identified literally hundreds of factors affect-
ing suppression. Some make substantial contributicns while the effects
of others are negligible in most situations. Many are specific

subsets of a larger more general factor. A sample of some of these
factors that have been identified are listed below. Weapons Tire
characteristics (often overlapping) are listed first, followed by a
short 1list of other factors which interact to determine the degree of
suppression.

SAMPLE OF WEAPORS FIRE CHARACTERISTICS

Volume of fire per unit time

Cyclic rate per burst

Acoustic signature (volume)

Acoustic tone

Accuracy of fire

Perceived lethality of projectiles

Distance of passing or impacting projectiles fromthe soldier

Manner of distribution of fire

Coordination of fire with suppressive fire from other types
of weapons

Weapon's basic load

Visual cues

Uniqueness of sound (e.g., ability of enemy to consistently
identify the sound with & particular weapon)

Actual lethality of projectiles

Signature cues at the weapon (e.g., muzzle blast)

Inflight visibility of projectiles (e.g., tracer)

Impact signature (e.g., debris or dust thrown up by impacting
rounds)

Time to reload

Reliability

SAMPLE OF OTHER FACTORS

Experience under fire

Leadership of the unit

Fatigue

Availability of cover and concealment

Religious beliefs

Mission type

Distance from enemy

Proximity of soldier to automatic weapon (those close to
friendly machineguns fire more and are suppressed less)
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Reaction time of target

Previous training

Weather

Avai]ab111ty of routes of withdrawal

Time remaining before rotation

Time of day (night)

Morale

Mumber of casualties being received ty unit while under fire
Proximity to unit leader

Ability to see and be seen by other soldiers
Firer/target density

These factors represent only a sample of the total possible factors

influencing the initiation, maintenance and post-suppression fire
effects of suppression.

ATTEMPTS TO MODEL SUPPRESSION

Work by Kinney, Swann, and others at the Naval lleapons Center at China
Lake, California, represents one approach to the modelling of sup-
presion. Their work has been primarily in the area of fragmentation
weapons used by aircraft to suppress infantrymen. They have developed
an analytic model for computing suppression effects which uses existing
warhead lethality or Py descriptions. The model has been used for
computing quantitative estimates of the suppression capability of

the AH-IJ helicopter weapon system. However, these quantitative
estimates have no real meaning except in conjunction with comparisons
of similar estimates from other weapons systems. One may also not

be willing to accept some of their definitions or assumptions. Their
model, for example, is based upon the assumption that the higher the
lethality of a weapon, the longer it will take to recover from sup-
pression by that weapon. Yet we know of no evidence in the 1iterature
to support this. In fact we hypothesize, for example, that the frequency
and number of low lethality weapons rounds may be such that longer
periods of suppression will result than for fewer rounds of greater
lethality. This study does not consider the weight of rounds, which,
*of course, may be interjected later.

The significance of projected size and weight warrants mention at

this time. If we are not careful to consider weight and size we fall
into the trap of concluding that because the ammunition cf weapons -
system A is more suppressive than the ammunition of weapons system B,
then system A must also be more suppressive than system B! This, of
course, is not true. For example, the M14 round makes more noise
passing overhead than the M16. It yields a considerably larger visual
signature upon impact and under some circumstances is more lethal.
According to all rational criteria it may be considered at least as
suppressive a round as the M16. But, we have to consider, as mentioned
earlier, that the M16 round weighs only half as much as the M14 round,
and because of liahter weapon weight, 300 M16 rdunds can be carried
within the 17 pound M16 weapons svstem load - as cpposed to only 100
M14 rounds within the 17 pound M14 basic weapon system load. Further-
more, most soldiers perceive that if they are hit in the head with an

M16 bullet they are going to be just as dead as if hit by an M14,
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It is obvious then that the M16, which can put out 3 times as many
rounds per unit of time per basic load as the M14, is considerably
more suppressive than the M14. In fact, since the hit probabiljities
and Py values (at expected ranges of engagement) of the two weapons
were not far apart, the suppressive superiority of the M16 over the
M14 was one of the primary reasons it was adopted. In like manner,
it makes no sense to sav that 40mm grenade launcher are better sup-
pressive fire weapons than M16 rifles. Quite the contrary, many feel
that 20 M16 rounds spaced out over, say a 1 minute time period, will
have far greater suppressive effect during that minute than one 40mm
grenade which weighs the same as 20 M16 rounds.

The models presented in the China Lake study are applicable only to
weapons with high-explosive fragmenting warheads. HWeapons or pro-
Jjectiles with non-explosive warheads such as rifles, and weapons with
fuel-air explosive and flame warheads cannot be analyzed with these
models. The study itself, points out that there is still much that
needs to be done. For example, major mocdeling concepts and input
parameters have not been validated, and the model does not provide for
anticipatory suppressive behavior which, of course, is cne of the
primary reasons for attempting to effect suppression.

As mentioned earlier, Litton's Defense Sciences Laboratory conducted
extensive literature surveys, interviews, and questionnaire admin-
istration and conducted five field experiments in an attempt tc
quantify relationships between small arms characteristics and sup-
pression. The principle findings of this research in which hundreds of
variables were considered were, first, that the major factors producing
suppression were loudness of passing rounds, the proximity and number
of passing rounds and the signatures associated with rounds impacting.
Within the limits of the distances employed in the study, suppression
was shown to decrease in a linear fashion with increasing lateral

miss distances of incoming projectiles. Within the Timits of number
of rounds employed in this study, suppression was shown to increase
linearly with increase in volume of fire. Within the limits of the
projectiles employed, suppression was shown to increase in a linear
fashion with increase in the perceived Toudness of passing projectiles.
It was also found, as would be expected, that a combinaticn of both
auditory and visual signatures from near misses was more suppressive
than auditory signature alone. Finally, a set of recommendations for
design considerations to enhance the suppressive capability of small
arms weapons vas developed. The study also concluded that a multiple
regression model can be employed to pred1ct the degree to which a
soldier would be suppressed by a given weapon under various circum-
stances. To predict suppression in combat, the model must include
such factors as the characteristics of the weapon and situational
variables, and must take into consideration the experience and
psychological make up of the individual. Perceived dangerousness of
prOJectiles was an important factor among those .I'eading to an indivi-
duals' being suppressed. The actual Py value of a round was not shown
to be directly related to its perce1ved dangerousness, an assumption
that other studies often make. We cannot discuss details or specific
examples because this information is classified, but we can say that
some of the highest lethality projectiles had the lowest suppression
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effects. Some of the loudest noise projectiles (40mm) also have
relatively low lethality while other have high lethality. Vhere the
impact of rounds was visible, the visual signature had more suppres-
sive effect than the acoustic signature. The major weapon character-
istics which should be entered into the model are class of weapon,
projectile caliber, projectile velocity, cyclic rate of fire and the
veapons dispersion. In another Litton study, this time of suppres-
sive effects of supporting weapons, no quantitative data on suppres-
sive effects was found. Probably the most important finding of this
research was, and I quote, "The combat suppression phenomenon is too
complex to be amenable to references that rely on laboratory or
experimental findings...suppressive behavior is high variable."
Litton, however, did develop a model (to be used in conjunction with
other research) that requires expected fraction of casualties and a ,
human factors coefficient as inputs, but recommends again that the void
in quantitative data on suppressive effects should be filled by,
analysis of combat after-action reports that include an orientation
towards suppressive behavior rather than any experimentation. A
method for calculating suppression level and a probabilistic model of
suppression are provided in the Litton report. The model allows for
Monte Carlo runs, expected value determination, parametric studies,
and sensitivity analyses.

As of this time little direct use has been made of the results of
suppression research. The Litton support fire mocel has been used in
conjunction with the Bonder Independent Unit Action Model in an eval-
uation of the Bushmaster. At Fort Benning suppression has been
incorporated into the Army Small Arms Requirements Study Small Unit
Engagement Model. A Litton model was used here and the Delphi tech-
_nique was used to collect input data. One of the first real uses of
suppression research data was in the Small Arms Weapons System (or
SAUS) study of 1965 and 1966 which resulted in the junking of the M14
rifle and adoption of the M16. The M14 was a larger caliber rifle
with higher hit probabilities per round, especially at long ranges.
However, it was determined by CDEC that suppression must also be
measured. The other agencies involved in SAWS did not consider
suppression and all recommended that the then TOE M14 be retained.
CDEC, however, on the basis of the superior suppressive fire and
sustainability characteristics of the M16 recommended it be adopted
and the M14 discontinued. DA reviewed all of the SAWS reports and
recommendations, accepted CDEC's, rejected the others, and the M16 -
became the new US Army rifle. In this case, CDEC's research con-
sisted primarily of setting up acoustic miss distance indicators at
the center of realistically deployed and camoufliaged targets in six
different tactical situations. Squads of troops equipped with
different small arms svstems attacked or defended against these
operational arrays. The data was collected by computer and later
incorporated into a simplistic model which gave suppressive capabil-
ities of the weapons one-third of the total effectiveness weight. It
was found in the field tests that soldiers consistently were able to
put significantly more M16 rounds within given distances of the target
per unit of time and per equivalent weight basic load than were M14
firers, even at longer ranges.
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SUMMARY

Today, we have attempted to detail the necessity of considering
suppressive fire characteristics in weapons syvstem design and
evaluation. Ve have surmarized previous research in the area and
have discussed contributions of past suppression research and have
looked at attempts to model suppression.

Suppression research is a complex area of study requiring multidis-
ciplinary talents to include primarily those of the soldier and the
psychologist. A considerable body of literature relating to the
subject is currentlyv available, however, some of the most pressing
questions in the area have not been answered. Indeed, some experi-
enced suppression researchers maintain that some of these questions
may be unanswerable.
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TITLE: Comparison of the Effectiveness of Scout Vehicles on Reconnaissance
Missions in Terms of Visibility and Mobility
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U. S. Army Engineer Waterways Experiment Station

Introduction

The need for a quantitative comparison of Armored Reconnaissance
Scout Vehicle (ARSV) candidates on the basis of effectiveness on missions
was identified early in the ARSV Program.l A reconnaissance mission
involves an interplay of tactics, vehicle characteristics, and terrain
characteristics. The effectiveness of an ARSV in performing a mission is,
in addition to many other important factors such as vehicle noise control
and armament, a function of the extent of terrain covered and the time
required.

The objectives of a study conducted by the U. S. Army Engineer
Waterways Experiment Station (WES) were to develop procedures for
determining the relative effectiveness of ARSV candidates on reconnaissance
missions in terms of terrain coverage and vehicle mobility, and to use
those procedures to compare the performance of five ARSV's in temperate-
zone terrain.

Approach

Zone reconnaissance mission52 were computer simulated on five
temperate-zone sites by each of the following ARSV's: MI113A1, ML1hkAl,
and M551 (in present inventory), and XM80OW and XMOOT (new designs).
Three sites are near Stuttgart, West Germany, and the other two on the
Fort Knox, Kentucky, reservation. The number of similated missions on
the five sites are tabulated below.

Terrain Site Number of Simulated Missions
Federal Republic of Germany FRG1 48
Bavarian Plateau FRG2 50
FRG3 51
Fort Knox FK1 31
FK2 31

All missions were run under wet-season conditions, which require maximum
use of a vehicle's mobility capabilities. Each mission on the FRG sites
involved approximately 10-km penetration of the site forward of the
starting point for that mission; the penetration on the FK missions was
approximately 6 km. Two vehicles of the same type advancing by successive
bounds3 took part in each mission. The objective of each mission was the
attainment of several vantage positions from which scouts could cover
possible enemy force staging or concealed movement areas. Vantage positions
for each site and paths between vantage positions were chosen by WES
personnel in consultation with U. S. Armor School scouts.
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The extent of site coverage for each mission was calculated
with the WES Terrain Visibility Model, 2 which has been used successfully
in prior studies. The time for each vehicle to accomplish each mission
was calculated gith the U. S. Army Materiel Command Ground Mobility
Model (AMC-T1),° developed jointly by WES and the U. S. Army Tank-
Automotive Command. These models reflect the state-of-the-art in
visibility and mobility analyses, respectively.

Detailed descriptions and discussions of scout tactics, vehicle
characteristics, and site data are not given in this paper, since such
information is available elsewhere.2»3,0-11

General Description of Sites

The three FRG sites are in and contain all the important
features of the Bavarian Plateau, which covers most of southern Germany.
Approximately TO percent of the lands within the sites are used for
agriculture. The lowlands and gentle slopes are used primarily for
pasture or small grain crops. Vineyards are common on the steeper
slopes, along with managed and unmanaged mixed deciduous and coniferous
forests. Forests occupy all very steep slopes and areas with difficult
accessibility. All three sites contain small urban centers, the largest
of which is approximately 1.5 sq km in area.

Sites FK1 and FK2 are northeast of the main Fort Knox post
area in the Salt River Valley, and southeast of the main post area in
rolling upland, respectively. Site FK1 is poorly drained, low-lying,
and relatively flat, and has many steep-sloped gullies. It is covered
with a heavy, almost totally deciduous, unmanaged forest growth with
very few open areas., Site FK2 is well drained and has many very steep
sloped ridges and narrow gullies, with soft soils between ridges which
hinder vehicle motion. The site is bounded by all-weather roads and
contains several major vehicle trails. The almost totally deciduous
vegetation is unmanaged and particularly heavy on slopes. Neither
Fort Knox site contains any urban centers or cultural features.

Preliminary Selection of Missions

Five scouts engaged in teaching assignments at the U. S. Armor
School, with many years' combat experience, a knowledge of the FRG terrain,
an intimate knowledge of the Fort Knox area, and combat experience with
several types of vehicles used for scouting missions, provided the
expertise for selection of ARSV missions on the sites.

The scouts were given 1:50,000-scale topographic maps of
seven sites and the surrounding regions. It was understood that this
would normally constitute the sole source of terrain intelligence available
to them prior to engaging in a mission. Five of the seven sites were
those used in this study. Each of the sites was outlined on the maps,
together with entrance and egress positions, which the reconnaissance
teams were instructed to use entering and leaving the sites, respectively.
The scouts were told that they were to perform a zone reconnaissance

mission on each of the sites with two identical vehicles moving by
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successive bounds, and to reconnoiter for enemy vehicles or moderate-
sized (company or larger) infantry forces in daylight. The scouts were
instructed to pick vantage positions--positions they would seek from
which to overview the terrain--and possible paths between the vantage
positions. Each scout independently studied each of the seven sites

and picked vantage positions and missions paths between them on each site.

Several noteworthy assumptions were made by the scouts in
selecting the missions, as discussed in the following paragraphs.

In general, scouts are given short notice of an impending
mission; lead time is typically minutes to an hour. The type and limits
of the impending mission are defined, and the lead time is used to study
topographic maps, arm and supply, and move into position. Topographic
maps (1:50,000 scale) are normally available as the sole source of hard
terrain intelligence. Although aerial photo coverage may be available
to control elements, scouts do not normally have a chance to study and
use it.

In the time available, vantage positions and proposed paths to
and between those positions are noted for the impending mission. Vantage
positions are chosen for a zone reconnaissance mission as those positions
from which possible enemy staging areas and the general countryside can be
viewed.

The detail (number of locations and extent of scrutiny) and
area of coverage (area of the site viewed) on a mission depends on the
time available for the mission and on whether the mission is terminated
by enemy contact. Total or near total coverage of a site is usually not
possible nor desirable because of both time constraints and the presence
of regions that enemy forces would or could not use because of obvious
tactical or physical constraints.

The scouts' primary purpose is information gathering while
attempting to deny knowledge of their presence to the enemy, thereby
ensuring maximum surprise in any subsequent action. Weapons are used
to reconnoiter by fire, or return fire against enemy forces when necessary.
To best accomplish the primary aim, cover and concealment are used
whenever possible. Exposed regions are skirted, and reconnaissance
Patrols stay within the tree line if possible.

Mission paths skirt urban centers and are generally off-road
to avoid mines and ambushes. However urban centers and roads are
scrutinized.

The mission paths picked prior to the mission are tentative.
Adjustments are made as the situation warrants. Linear (e.g. ditches)
and areal (e.g. a marsh) obstacles encountered are avoided if possible
and crossed if necessary.

The paths chosen are the same for any wvehicle types used on
the mission, provided the vehicle types do not have radically different
mobility characteristics.

Typically, only the one person in the vehicle commander's
position has any significant viewing capability while the vehicle is on
the move, and that capability is often severely limited, primarily
because of viewing angle and vibration. The driver's attention is fixed
on the immediate scene. Upon reaching a vantage position, all possible

516




personnel dismount to view. Typically, the vehicle is stopped short of
the vantage position, and the last short distance is covered by foot
while the second vehicle is moving up from the last cover position.

Selection of Vantage Positions

WES personnel selected proposed vantage positions on each of
the sites in accordance with the general "rules" advocated by the scouts.
All of the positions chosen were at least equivalent to those chosen by
the scouts, insofar as the terrain covered from the positions was that
chosen by several scouts as requiring coverage on a mission.

Al]l WES-chosen vantage positions (hereafter called vantage
positions) were subsequently adjusted (during the computer runs) in
accordance with an assumption that scouts, upon reaching the proposed
positions, would shift those positions slightly if necessary to achieve
better visibility coverage. The procedure used for adjusting positions
is described later in this paper. The adjusted positions were used in
all calculations following the adjustments.

Final Selection of Missions

An assumption was made and verified with the scouts that many
possible missions would be tentatively chosen on a site, each mission
consisting of a set of vantage positions and paths, but the scouts would
not necessarily visit all vantage positions on the site. The tentative
selection of many possible different missions on a site allows the
subjective selection of the mission that offers the greatest area of
coverage or coverage of the most probable enemy staging or hiding areas
in the allowed time. In this study, all mathematically possible
combinaticons of vantage positions and the order in which they would be
visited were calculated for each site. Not all combinations were
physically significant, however, and on a first cull, only those
positions were retained that had a pattern such that the scouting unit
would be generally advancing from site entrance to egress while visiting
them. That cull substantially reduced the mathematically possible number
of combinations (e.g. from more than 2 x 105 to 255 for site FRG2). Those
possible missions were then subjected to a second rigorous culling
process in which each possible mission was inspected to determine whether
it possessed the proper attributes of a scouting mission and whether it
was reasonable with respect to other possible missions. A mission was
rejected as unreasonable if the only difference between it and another
possible mission was that the other mission contained a single vantage
position more than the inspected mission, and the path of the inspected
mission would pass in the immediate vicinity of that single vantage
position without stopping at that position.

The missions remaining after that final cull were all deemed
"missions which a scout would choose." Finally, those remaining missions
were sorted into four classes, according to how probable a scout would be
to choose them, from Class 1 as most probable to Class 4 as least probable,

based on a second critical inspection of each mission as to how well its
attributes met a scout's criteria.
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Selection of Mission Paths

WES personnel also selected paths for each of the missions on
each study site. The path for each mission was positioned on the
topographic map for that site according to the general "rules" advocated
by the scouts. Roads and urban centers were skirted, and cover and
concealment were attained by remaining within tree lines. Vehicle
silhouettes were hidden by staying off ridges, where possible, except in
crossing. For each mission, a path was tentatively assigned that the
vehicle would follow, constrained to pass through the site entrance and
egress positions and the final-adjusted vantage positions for that
mission. Only one path was chosen for each mission, since it was assumed
that both vehicles taking part in the mission would follow the same path,
and that sets of different vehicles would take the same path unless
subsequent calculations showed that mobility differences between different
vehicles would allow one vehicle to proceed while the other was halted.

Even though individual paths were chosen for each of the missions
on each site, there were a few drastic variations in mission path locations
from one mission to another on the same site. The vegetation-topography
structure, in conjunction with the rules for choosing paths, highly
constrained ARSV path placement, particularly on the FRG sites. It was
discovered that portions of paths for several different missions (on any
one site) were almost identical.

The tentative path for each mission was subsequently adjusted
laterally, as described later in this paper, in accordance with the
additional data available from aerial stereophotographs.

Visibility Coverage Calculations

Assumptions

Visibility is defined as the opportunity for unobstructed
viewing. Target detection and recognition are not considered. The view
of any one position on the terrain from a vantage position was judged
possible if no terrain structure, ground or vegetation, intervened to
break line-of-sight, as illustrated in fig. 1. In this study, only the
terrain surface and vegetation were considered to significantly affect
visibility. Rural men-made structures (e.g. stone-wall-banked terraces
on FRG sites) were not considered in the calculations, since occurrences
were few and the effects on visibility during a scouting mission
negligible at worst. Urban man-made structures (e.g. houses) on FRG
sites were ignored, since mission paths skirted them, and the view from
any vantage position was down into urban areas from adjacent slopes.

In addition to calculations of visibility from vantage positions,
it was assumed that scouts could see an average of 50 m to either side of
their path while in motion. It was further assumed that all missions took
place in daylight and that the maximum viewing range from any vantage
position was 2 km. This visibility range restriction was applied since
meterological conditions restrict visibility to approximately this range
during & large portion of the year, particularly during the wet season,

and.since the scouts' vantage positions are generally chosen to cover
regilons within this range.
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Scouts were also judged capable of viewing horizontally out
of 25 m or less of vegetation and into a position 25 m or less horizontally
within vegetation. That is, both scouts and the object being viewed could
be within tree lines and still have line-of-sight. The "visible situation"
in fig. 1 portrays a situation in which the vantage position is not in
the tree line while the inspected position is. Since it was assumed that
scouts were searching for moderate to large concentrations of infantry and
any vehicles, an inspected point was deemed visible even if that point
was up to 1 m in defilade or in grass or brush up to 1 m tall.

Visibility calculations did not include vehicle-to-vehicle
differences in sighting or observation systems, as it was assumed that
equivalent systems could be implemented for all vehicles.

Data collection and manipulation

Data for visibility calculations for vantage positions on each
site were derived from topographic maps and aerial stereophotography of
the area. The data for each site were processed in an identical fashion.

Terrain elevations were retrieved from the contour lines of
the topographic maps. The distribution of elevations was transformed into
a square grid on elevations at a 25-m horizontal spacing between grid
positions across the site by means of a computerized interpolation
procedure.

Photo interpreters retrieved vegetation elevation data from
available aerial stereophoto coverage of the sites. Ground truth data
gathered for prior projects were used as the basis of interpretation.

The vegetation data were also digitized and placed in digital computer
files with the elevation data.

Adjustment of vantage positions

As previously noted, the areas to be viewed on each site were
chosen, and tentative vantage positions from which to view them were also
chosen and marked on topographic maps. It was assumed that scouts would
attempt to attain the local area of the preselected vantage positions and
would attempt to optimize their viewing and concealment capabilities in
that local area. Computer print-outs of the elevation and vegetation data
were used as the basis for simulating that exercise. Specifically, vantage
positions were shifted, typically less than 100 m, so as to be within tree
lines (if possible) or hidden in brush or tall grass while affording a
good view of the desired area. It was necessary in some cases also to
perform visibility calculations and shift the vantage positions accordingly
as an additional step in the process of achieving good coverage. The
region viewed and the area of that region covered from a vantage position
was not normally sensitive to the vantage position. The same region could
normally be viewed from many alternative locations separated several
hundred meters from each other.

Calculations

Visibility calculations were performed within the 2-km range
about each vantage position on each site. The area of the site S0 m to
both sides of the mission path was also assumed visible. The total area
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visible on any mission was achieved by computer overlaying the visibility
calculation results for all vantage positions on that mission and the
visible region along the path. A graphic presentation of visibility
calculation results for all vantage positions on that mission and the
visible region along the path. A graphic presentation of visibility
coverage from vantage positions for one of the 50 missions on site FRG2
(3- by 10-km site) is shown in fig. 2. In calculating area coverage on &
mission, a single position on the ground was considered covered on that
mission if it was judged visible from the path or from any of the vantage
positions visited on that mission. Any point on the site visible from
more than one vantage position was counted only once in calculating
visibility coverage.

Mobility Calculations

The length of time for a vehicle to perform each mission was
calculated on the basis of the AMC-T1l speed predictions for that vehicle.
A basic assumption in this study was that missions would be conducted at
maximum possible cross-country speed, or at a speed less than, but
proportional to, that speed where the proportionality constant was the
same for all vehicles. This assumption implies that the vehicle operator
drives each different type of vehicle in the same manner. For example,
if the driver proceeds at 0.8 maximum speed in one vehicle because he
cannot stand the vibration at full speed, he will also drive the other
vehicles at 0.8 maximum speed. All calculated mission times are based
on maximum possible speeds.

Speed calculations for all vehicles were performed as a function
of the terrain conditions on each site. Maps of these terrain conditions
were available from prior WES studies.

Several steps were performed to reach the point where the
vehicle speed data were in a form amendable for studying the mission paths
and calculating times for missions. The maps containing the terrsain
conditions were digitized and computerized to produce a grid map (25-m
resolution) data array. Speed maps were subsequently developed from the
computerized factor complex maps by substituting the speed values for
the terrain conditions. Finally, speed maps for both vehicles on a
mission were computer plotted and overlaid on the computer-plotted vegetation
and topographic maps.

As previously noted, an assumption was made that the mission
paths tentatively chosen solely on the basis of the 1:50,000-scale
topographic map would be adjusted by the scouts while on the mission.
Specifically, it was assumed that scouts would avoid disadvantageous
mobility situations where possible. Low-speed and no-go areas would be
avoided by the scouts where possible and crossed only if avoiding them
would require a several-hundred-meter diversion (e.g. a search for a
better crossing) from the tentative path or a violation of mission
concealment.

On inspection, none of the mission paths crossed no-go areas,
and few required adjustment to avoid low-speed areas. No attempt was
mgde to meximize overall vehicle speed by making the paths proceed through
high-speed areas. It was assumed that the scouts could and would choose
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alternative paths a short distance from their tentative prechosen paths
to avoid problem areas, but it was unrealistic to assume that they would
have the information available to choose optimum speed paths.

Mission time was calculated for all missions in an identical
manner. The mission path was digitized and computer overlaid on the
speed map grid array data, and the time to follow the path was calculated
by summing the times along 25-m segments (the speed map resolution) over
the entire path. Since it was assumed that one of the two vehicles on
the mission was always in motion, the total mission time was calculated
from the time to follow the path by multiplying the calculation value for
a single vehicle by 2.

Comparison of Vehicles

The data resulting from the visibility and mobility calculations
were the basis for comparing effectiveness of ARSV's on reconnaissance
missions. The total information available for each mission by each vehicle
on any of the sites consisted of total site area, mission class and vantage
positions, calculated mission time, calculated area covered on the mission,
and calculated maximum area of the site which could have been covered.

With the data above, an expression of vehicle visibility-mobility
effectiveness was achieved by calculating values for several parameters
that characterize effectiveness and are readily interpretable in terms of
reconnaissance mission actions. While the calculated results are too
lengthy12 for inclusion in this paper, the parameters are described and
the results are commented on below.

In addition to performing calculations of visibility coverage
and time to accomplish missions, the terrain conditions encountered by
the vehicles along each mission path was studied. The purpose was to
determine the terrain conditions limiting vehicle speed so that the
differences in time for different types of vehicles to perform the same
missions could be rationally approached by appealing to the design
characteristics of the vehicles and their influence on mobility while
on the missions. Fig. 3 is a graphic display of reasons for speed
limitation for missions on site FRGZ2.

The percentage of the site and the percentage of visibility
range covered were calculated for each mission. The percentage of site
covered for a mission is simply the percentage of the total site covered
on that mission. The percentage of visibility range covered is the ratio
of the area of the site covered to the area within visible range on the
mission. Several general cluster patterns were apparent in the results
when the site coverage and time data were displayed, which demonstrated
the following:

a. The missions on which few vantage position were visited
and a small area of the site was covered had shorter mission times.
Conversely, the missions on which many vantage positions were visited and
a large area of the site was covered had longer mission times.

b. Those missions judged most realistic according to the
scouts' criteria tended to group at longer mission times and greater site

coverage. Conversely, the less realistic missions tended to group at
shorter times and lesser site coverage.
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c. The data for the new-design vehicles (XMB800W and XMB0OT)
were grouped at shorter mission times than those for the inventory vehicles.

A coarse comparison of vehicles was made on the basis of how
frequently one vehicle was faster than another. Each vehicle was compared
with the other four vehicles on each site by calculating the number of
missions on that site for which that vehicle was faster than each of the
other vehicles. In addition, the average visibility range covered was
also calculated for those missions when the first vehicle was faster than
the second, and again for when the second was faster than the first. The
intent was to discover whether, even though one vehicle was faster than
another on a majority of missions on a particular site, the second vehicle
was faster on "important" missions (i.e. a high-coverage mission). It was
discovered that when one vehicle was faster than another vehicle on a
majority of the missions on a particular site, it was faster on the
"important" missions. The missions on which the "slower" vehicle was
faster were almost always found to be low-visibility-coverage missions.
The calculational results showed the new-design vehicles to be much
more effective than the inventory vehicles. In fact, both the XM80OOW and
XMBOOT were faster than all three inventory vehicles on every mission
(total 212 missions), except one on which the M551 was slightly faster
than the XMBOOT. It was almost impossible, however, to see any difference
between the new-design vehicles for this calculation. The arrangement,
in effectiveness, of the inventory vehicles consistently showed the M551
to be first, the M113Al second, and the MI11U4Al last.

Both the average mission time and a weighted average mission
time were calculated for each mission class, most to least probable, for
each vehicle on each site. The weighting factor used in the weighted
average mission times was the percentage of visible range covered on the
mission. The weighting was performed such that missions that had a
large percentage of visible area influenced the calculated results more
than missions with less coverage. Fig. L shows the results of calculating
the average weighted vehicle times. The results of the calculations again
show that the new-design vehicles were faster on missions than the
inventory vehicles studied, and that there was little difference between
the new-design vehicles, except on site FK2 where the tracked vehicle
(XM800T) performed much better than the wheeled vehicle (XMBOOW). A
study of terrain conditions, such as that shown in fig. 3, showed that
the wheeled vehicle suffered greater delays than the tracked vehicle
vwhen they encountered low obstacles. The tracked vehicle was capable of
overriding many low obstacles which the wheeled vehicle was forced to
either maneuver about or decelerate and crawl over.

The percent differences in time between each vehicle and the
other four vehicles on the same mission were also studied for each site
and class of mission. Both average and weighted percent differences were
calculated for each site. The weighting factor used in the weighted
average was the percentage of visible range covered on the mission, and
was applied so that missions with a large visible area of coverage.

The new-design vehicles were found, on the average, to accomplish missions
approximately 30-60 percent faster than the inventory vehicles, except

vhen soft, wet soil conditions reduced all vehicle movement practically to
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a stalled condition. When such terrain conditions occurred, as on site
FK1, both new-design vehicles were faster than the inventory vehicles on
all missions, but the average time difference was less than 10 percent.

Summary

This study was directed toward a quantitative comparison of
two new-design and three inventory armored reconnaissance scout vehicles
on the basis of visibility-mobility on zone reconnaissance missions. The
results of all calculations performed in this study consistently
demonstrated that the two new-design vehicles were more effective than
the inventory vehicles. The calculations further demonstrated that the
arrangement of vehicles in decreasing order of effectiveness is as follows:
XM800T, XM800W, M551, M113A1, M114Al. There was no significant difference
between the wheeled and tracked new-design vehicles, except when many
small, low obstacles were encountered in the terrain, at which time the
tracked vehicle significantly outperformed the wheeled vehicle.
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Preliminary Operational Analysis of Fire-on-the-Move
Capabilities for Tank Main Gun

Mr. C. Alan Burnham and Mr. Francis X. Brandi

General Thomas J. Rodman Laboratory
Rock Island Arsenal

INTRODUCTION

The Fire-on-the-Move (FUM) aoctrine has been a point of controversy
in the employment of armored weapon systems for several years. Whether an
armored vehicle can fire its main weapon accurately and effectively while
reducing its own vulnerability is still an open question.

A stabilized armored weapon system having the capability to employ
FOM has several intuitive advantages over a system which must stop to fire.
Three of the most obvious advantages are:

1. A moving attacker is difficult to hit.

2. A continually moving attacker is exposed to enemy fire for a
shorter period of time.

3. The attacker can fire more rounds.

On the other hand there are several disadvantages as well:

1. A moving attacker fires less accurately.

250 A moving attacker cannot adjust fires, i.e. each round is a
first round.

Sa A moving attacker is more easily detected and less capable of
making detections.

BACKGROUND

The production of add-on stabilization kits for the M60A3 tank, the
stabilized M60A2 tank, the XM803 tank, and the MICV-65 personnel carrier
indicates a commitment on the part of the Army to exploit the advantages
of FOM doctrine. The conceptual development of stabilization systems for
future armored systems attempts to advance the state-of-the art in this
area. Computer simulation models have been developed to assess the ben-
efit of these stabilization systems. One such model is HITPRO, an armored
weapon system performance model, used for evaluating the hit ptobability
of an armored weapon system which is firing while traversing rough terrain.
A second such model, DYNTACS-X, is capable of assessing the impact of FOM
doctrine and stabilized systems in a combat senario.

Two major study efforts have been performed at the Rodman Laboratory,
Rock Island Arsenal with the DYNTACS model. The first study was performed
for the M60 Project Manager and involved comparing mobility improvements
for the M60Al tank. The second study was performed for the Selected Am-
muntion Project Manager and involved the evaluation of the Family of
Scatterable Mines (FASCAM) concept. Neither of these studies were spe-
cifically designed to investigate FOM doctrine, However, valuable
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information on FOM can be drawn from their results and their data bases.

During the July 1970 through April 1971 time frame, the DYNTACS
model was used to evaluate three alternative mobility packages for the
M60Al tank in support of the Project Manager M60 tanks. The model in-
cluded routines which provided the capability of simulating FOM. This
logic allowed for a FOM opening range and reduced hit probabilities as a
function of range and firer speed. As the scenario, tactics and descrip-
tive data base to be used in the M60 study were under development, there
was considerable controversy as to how FOM should be employed. Opinions
varied from stopping~to-fire to firing at the maximum attainable vehicle
velocity. A resolution of the controversy was achieved by judgmentally
selecting an opening range of 1500 meters for FOM, and setting the limit-
ing velocity to be the maximum speed at which a .25 hit probability could
be realized against a 7.5 X 7.5 foot target.

Each of the three alternative mobility configurations was simulated
by varying its acceleration and velocity to reflect differences in system
performance. Both test data and results from the HITPRO model indicate
that a moving tank that fires at a given range will fire less accurately
with increased speed. However, a higher speed tank will close with the
enemy more quickly. A moving tank that fires at a given speed will fire
more accurately as range decreases. Similar speed and range relationships
exist from the defending firer's standpoint. At a given range, a moving
attacker is more difficult to hit as his speed increases. However, at a
given speed a moving attacker is easier to hit as he closes (range de-
creases). These relationships are considered in DYNTACS and were reflec-
ted in the M60 study data base.

The following trends were noted in the analysis of the M60 study:

1. Examination of the defender casualties as a function of time
indicated that the faster moving attacking option inflicted
more casualties on the defensive forces than did the slower
moving alternative. Also, the slower moving alternative was
less accurate because he fired at greater ranges. These re-
sults suggest that loss in firing accuracy was compensated by
the effect of range to target as a function of battle time.

26 In general, attacker casualties as a function of time were equal
for all three alternatives. This fact indicated that an in-
crease in speed offset the fact that he was closing faster and
thus receiving fire at shorter ranges.

Due to the high cost of running DYNTACS for the M60 senarios, no
further analysis of FOM doctrine was performed. It was concluded that
the relationships between speed and FOM accuracy, vulnerability, exposure
time and firing range indicated that some optimal speed or combination of
speed existed for maximum tank effectiveness.

ANALYSIS

Improvements to the DYNTACS-X model and its implementation on a faster,
more versitile computer significantly reduced the expense of one replication.
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With this reduced cost and relatively fast running time the previously un-
answered questions about FOM could be addressed by simulation in DYNTACS-X.
The preliminary analysis of tank FOM presented in this paper is based on
an application of the model used in the FASCAM study. The attacking force
consisted of 32 elements made up of tanks and vehicular mounted missiles.
The 15 defenders were comprised of tanks, APCs, and missiles mounted both
on and off vehicles.

The results of any simulation can be no more realistic than the input
data it processes. In fact, the tendency of the uninitiated user of sim-
ulation results is to forget that input data is required and to think only
in terms of the "real world" situation when analyzing the results. This
tendency can result in erroneous, if not conflicting conclusions.

At this point a review of the DYNTACS input data is in order. Typ-
ical data pertinent to the FOM doctrine and used by the model is presented
in Figures 1 through 3. The hit probabilities shown are for the tank
systems used in the FASCAM study and represent hit probability at a spe-
cific range and attack angle (aspect).

Figure 1 depicts the hit probability of a moving attacker against a
stationary defender as a function of attacker velocity. The defender is
assumed to be in hull defilade. The attacker is moving over type 1
DYNTACS terrain (Rocky soil, Fort Knox). As expected, the data indicates
that the faster the attacker is moving while firing, the lower is his
probability of hit.

Figure 2 depicts the hit probability of a stationary defender against
a stationary attacker as a function of the fraction of the attacker covered
or protected from fire. A hull defilade position is equivalent to a cover
of 80-85%.

Figure 3 depicts the hit probability of a stationary defender against
a moving attacker as a function of attacker velocity. The attacker is
fully exposed and taking evasive action. Clearly, the faster the attacker
is moving the harder he is to hit.

By examining the data plotted in Figures 2 and 3 it is apparent that
a fully exposed vehicle would require a velocity of approximately 2.7 M/S
or more to achieve the same decrease in probability of being hit afforded
a stationary vehicle in hull defilade (80-85% covered).

DYNTACS-X was initially replicated using the FASCAM Scenario, for
two different attacking tactics.

1. Attacking tanks forced to stop-to-fire.

2r Attacking tanks allowed to FOM at an arbitrary velocity of
3.8 M/S or less.

The results of these two cases are shown in Table 1.
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TABLE 1 FOM vs. STOP TO FIRE

WEAPONS LOSS RATIO AMMUNITION BATTLE
DESTROYED EXPENDED TIME
ATTACK | DEFENSE DEF/ATK ATTACK | DEFENSE (SEC)
STOP-TO-
FIRE 19.4 11.2 .62 59.6 106.0 1812
FIRE-ON-
THE~-MOVH 17.0 10.8 .69 55.0 101.8 1791

By use of the Mann-Whitney Test in comparing the results obtained
from DYNTACS-X no significant difference could be demonstrated between
the FOM and the stop-to-fire cases. However, as stated previously, sim-
ulation results should be evaluated in light of the input data and any
assumptions made in collecting the data or constructing the model.

Figure 4 is a plot of the difference between Figures 1 and 3, i.e.
the difference between the attacker's probability of hitting a hull de-
filade stationary defender and the fully exposed attacker's probability
of being hit by a stationary defender. The curve is for various attacker
velocities.

Upon examining the data plotted in Figure 4 it became readily appar-
ent that by reducing the maximum FOM speed for the attacking tanks to 3.2
M/S the difference between their hit probability and their probability of
being hit could be maximized.

Based on this analysis of the input data a third case was run - that
in which the attacking tanks could FOM, however with a reduced maximum
velocity to increase their accuracy, while still maintaining a velocity
high enough to be difficult to hit. The results of this case are given in
Table 2.

TABLE 2  OPTIMIZED FOM

WEAPONS LOSS RATIO AMMUNITION BATTLE
DESTROYED EXPENDED TIME
ATTACK | DEFENSE DEF/ATK | ATTACK | DEFENSE (SEC)
OPTIMIZED
FIRE-ON- 13.4 12.2 .94 53.4 88.4 1766
THE-MOVE

By again using the Mann-Whitney Test the following results could be
inferred with greater than 90% confidence: The attacking force with tanks
capable of FOM suffered fewer losses, destroyed more defender weapons and
achieved a higher loss ratio than the force which was compelled to stop-
to-fire.
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SUMMARY

In summary it should be noted that the use of simulations such as
DYNTACS-X are beneficial in addressing questions such as FOM versus stop-
to-fire. However, care must be taken to interpret the simulation results
in light of the input data and known restrictions of the model. The anal-
ysis presented in this paper indicates that small modifications to the
firing thresholds for FOM can make significant differences in the results.
Thus, a sensitivity analysis of factors related to FOM is required before
the full implications of FOM versus stop-to-fire results can be concluded.

This paper has demonstrated the need for a more complete, in depth
analysis of the FOM question. The data base used was that assembled for
the FASCAM study which was not directly concerned with evaluation of FOM.

A more complete study of FOM would require investigation of the validity
and implications of the FOM and stop-to-fire data which have been presented
here, and an evaluation of the benefits of stabilization in the stop-to-
fire mode with regards to acquisition and lay while moving. :
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TITLE: Significant Difference Technique

AUTHOR: Mr. Robert P. Lewis, Jr.
US Army Logistics Management Center

Weapons effectiveness analysis is one of the most valuable applications
of Operations Research to the US Army. In selecting among various candi-
date weapons systems, the anticipated performance characteristics are of
great importance. Cost and schedule are also vital to the decision process
and are related to the performance features for each system. Thus, when
comparing alternative weapons systems or even different approaches for a
particular system, the decision maker is confronted with a multiple attri-
bute decision situation. The problem is usually confounded by the fact
that effectiveness is measured by several characteristics, such as relia-
bility, availability, vulnerability, accuracy, speed, lethality, or any
combination of these or dozens of uther important weapon attributes. Choos:
ing between various options is obviously a difficult task.

Another complicating factor in this problem is that when the decision
must be made, in many cases, the actual hardware does not yet exist and
the values for the various attributes are, therefore, somewhat uncertain.
Thus, we face a decision in which there are many important system charac-
teristics to consider and some, if not all, of these are estimated. There-
fore, the decision maker must look for significant differences on which to
base his choice between alternatives. That is, he must account for the
possible variability of the values for a particular attribute by requiring
a large difference between the values for two alternatives before he will
say one is better than the other. This is the basis of the Significant
Difference Technique, which was first used in a Decision Risk Analysis
in August, 1971, at the Army Logistics Management Center, by John Cocker-
ham and Harold Stafford. There is a direct analogy between this idea of
"significant differences" and statistical hypothesis testing, where, in
order to minimize the risk of a Type I error, a substantial amount of
variation is allowed before rejecting the null hypothesis. This is done
to allow for possible sampling error. The Significant Difference Technique
encodes decision criteria for each system attribute in terms of what is
required at various levels to discriminate between two alternatives. This
should take into account the variability present due to the method in which
the values are obtained, which in most cases is a risk analysis. This
process reduces the chance of reaching an invalid conclusion that one
attribute value is appreciably better than another when this is not true.
It is possible also to inject into the decision criteria personal value
judgements of the decision maker by increasing the required decision differ-
ence for attributes of less importance. This has the effect of reducing
the influence of these attributes in the decision technique.

The criteria on which conclusions about various alternatives will be
made for a specified attribute may not be constant at all levels. It is
therefore necessary to consider all possible values for the attribute when
encoding this criteria. We may think of the difference which is conclusive
as the "required difference" and this will serve to define whether two al-
ternatives have significantly different values or not. This gives rise to
the concept of decision difference or, as the original authors referred to
them, "indifference" curves. The term "decision difference curves" will
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be used here to dayoid confusion with the economist's indifference curves.
These decision difference curyes may take on a yariety of shapes, depending
on the particular attribute under consideration, They may be classified

as either constant, constant percentage, or variable percentage difference
curyes. HWhere the amount required to make a decision is always constant

for any value of the attribute, the decision difference criteria never
changes and is equal to that required amount. Thus, the decision difference
curve would be termed constant, Displaying this in graphic form (see fig. 1),
both axes would be scaled the same, representing the possible range of
values for the attribute under consideration. The abscissa would repre-
sent the value of the attribute for one alternative (X) and the ordinate

the value for the same attribute for another alternative (Y). A straight
line with a s]oge of plus one passing through the origin would represent

the locus of all points at which the values for X and Y are equal. Another
straight 1ine parallel to this line and a horizontal (and also vertical)
distance (d) to the right of (below) this line would serve to define the
values for X and Y at which a choice can just be made, where d represents
the required difference (see fig. 2). The area to the right or below this
second line represents values for X and Y at which there is a definite
choice, that is, one alternative is significantly better than the other.

The further the point lies from this line, the stronger the choice becomes.
Conversely, the area between the two lines represents values for X and Y

at which no clear selection can be made, since the actual difference be-
tween their values is less than the amount required to make a decision.
Referring again to the area below both lines, the determining factor for
which of the two alternatives is the better is simply whether the attribute
in question is increasing or decreasing in utility. If larger values are
preferred, as in the case of reliability, a point in this region would
indicate that the alternative whose attribute value is plotted on the hori-
zontal axis is significantly better than the alternative whose value is plot-
ted vertically, and vice-versa. Since there is no specific rationale in
assigning one alternative to the vertical or horizontal axis, this situation
exists above the equality line as well, giving rise to a symmetric figure
(see fig. 3). Thus, when the values for two alternatives are plotted as a
point on the graph for this attribute, the point must lie in one of three
regions: on or above the upper line, in which case the alternative on the
vertical axis is clearly the better one if large values are preferred (the
alternative on the horizontal axis if smaller values are preferrable, as in
vulnerability), between the top and bottom line, where no choice can be made
(the non-discriminatory area), or on or below the lower line, indicating the
reverse of the first region discussed.

For attributes which have no practical upper limit, such as time, cost,
speed, etc., the difference required between two values to discriminate
typically is not constant, but depends upon the level of the attribute. In
general, as the level of the attribute increases, the amount of difference
required to make a decision also increases. This may have the effect of sta-
bilizing the ratio of the required difference to the level of consideration.
In other words, although the absolute required difference varies, the required
percentage difference remains relatively constant. This situation is termed
a constant percentage difference criteria. Plotting this as before, the result
would be a diverging set of straight 1lines, symmetric about the equality line,
resulting in an expanding non-discriminatory region (see fig. 4). The inter-
pretation of the three areas would be the same as in the constant difference

case, again dependent upon the attribute in question.
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For attributes which are bounded, however, (reliability, avaiability,
etc.), neither a constant nor a constant percentage difference may be appro-
priate. Especially in those cases in which the decision criteria is used to
encode the decision maker's desires, the decision difference curyes may be
non-linear. The non-discriminatory region may change from large to small
to large again over the range of values for an attribute such as reliability,
with the narrowest width of the region lying in the neighborhood of some
required value (see fig. 5). This type of curved decision difference criteria
is indicative of a strong interest in the attribute for values close to the
required value, and decreased interest in values substantially below or above
the required value. This third type of decision difference curve can also
apply to attributes which are unbounded, but for which a specific required
value exists.

Once a decision difference criteria has been established for a parti-
cular attribute, all alternatives can be compared on a common basis for the
purpose of discriminating between or among them. To comﬁare two particular
alternatives for this attribute, a point is located on the graph of the
decision difference curve. Depending then on which region the point falls
in, it will be said that either Alternative A is significantly better than
Alternative B, B is better than A, or that no choice can be made (no sig-
nificant difference exists for that specific system attribute). The next
logical question that arises is: "If Alternative A is better than Alterna-
tive B, just how much better is it?" This is an important question because
if this technique is to be used to rank more than two alternatives, it will
be necessary to have a measure of the strength of the preference. This
question was addressed somewhat intuitively earlier when it was pointed out
that the further away from the non-discriminatory region a point lies, the
stronger the preference that exists between the two values.

The original authors of this technique addressed this question by comput-
ing what they called "degrees of difference." The degrees of differences
between two values is a measure of the strength of the preference between
them. To compute this measure, the ratio of the actual difference exist¥ing
between the values to the difference required to make a decision is taken.

A ratio of one, then, indicates that the actual difference that exists be-
tween the two values is exactly equal to the required difference on which a
choice can be made. A ratio of less than one would be obtained for a point
at which a selection cannot be made, and a ratio of more than one indicates
more than enough difference on which to base a decision. The greater this
ratio, the stronger the preference between the two values in question. This
ratio is called the degrees of difference. One important feature of the
degrees of difference index is that since it is a ratio of two quantities
which are measured in the same units, the ratio is a dimensionless number.
Further, it was contended in the initial study employing this Significant
Difference Technique, the degrees of difference index puts different attri-
bute measures on a somewhat common scale. This seems intuitively appealing,
but may not be capable of proof, and will be discussed later. At any rate,
the concept of degrees of difference deserves consideration as a method of
comparing multiple alternatives for at least a particular attribute. Several
problems arise in computing degrees of difference and need to be resolved.
One immediate problem that presents itself is: What is the difference re-
quired to make a decision, if the decision difference criteria is not a con-
stant? That is, for a decision difference curve which is either a constant
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percentage (linear, but expanding non-discriminatory region) or non-linear
(curved non-discriminatory region) what should be used as the denominator

in computing degrees of difference? Should the required difference be
measured at the better value being considered, or the worse? The one

which is used could obviously haye a large effect on the resulting ratio,

or degrees of difference. This problem was initially addressed by merely
making a decision to always measure the required difference at the level of
the better of the two values being considered and to be consistent in
applying this rule. Research into this technique indicates that this may
not be sufficient to resolve the problem, however. One approach that shows
promise is, rather than using the required difference at just one level or
the other, sweep the required difference across the entire range of values
from the better to the worse. This gives rise to an integration of the
reciprocal of the required difference function, with the Timits of integra-
tion being the two attribute values for the alternatives being considered.
This approach shows some promise and eliminates most of the problems en-
countered with the other method, namely non-additivity. Additional research
is necessary, however, especially with non-linear decision difference curves.

The next question that arises is: Once the degrees of difference are
computed for each attribute, how can these be combined to give an overall
ranking of the alternatives? As stated earlier, the original contention
was that the process of computing degrees of difference normalizes the
attributes onto a common, dimensionless scale. Thus, the authors stated
that degrees of difference can be simply added for all the attributes under
consideration to achieve an overall index between any two alternatives. If
this is done for all pairs of alternatives, an overall ranking for many
attributes is attained. Whether or not this contention is true is yet to
be completely proved. It is apparent that some weighting of attributes is
inherent in the process of computing degrees of difference, since for less
important attributes a larger relative difference is necessary for discri-
mination, and thus the ratio for the attributes is reduced. Whether or not
this implicit weighting is correct or sufficient is an open question. Again,
additional research is necessary before any firm statements can be made on
either position.

In summary, then, the Significant Difference Technique is a new approach
to a very difficult problem, that of measuring weapons effectiveness and
comparing against cost and schedule factors for the purpose of selecting
among competing systems or alternatives. It has the advantages of simplicity
and directness, being easily related to by decision makers, and the disadvantages
of incomplete development and proof. It is a promising technique, well deserv-
ing of serious inspection and further research by Operations Research Analysts,
as it may prove to be of great value to the US Army.
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A METHOD FOR DETERMINING THF. SURVIVABILITY OF SURFACE-
TO-AIR MISSILFE. (SAM) SYSTEMS DURING AN ATTACK RY
ATRCRAFT CARRYING CONVENTIONAL ORDNANCE

Mr. Ronald A. Halahan
US Army Materiel Systems Analysis Activity

A. INTRODUCTION

The methodologv presented here was generated to investigate
the survivability of surface-to-air missile systems (SAM) when they
are attacked by manned aircraft using conventional ordnance. This is
a complex problem involving the consideration of the capabilities of
the SAM system, the aircraft, the pilot, the ordnance, the weather
and many other parameters. This methodology is an attempt to provide
a means by which the sensitivity of SAM survivability to various param-
eters can be investigated and the survivability of different SAM systems
can be compared. The approach taken is basically that of an expected
value model utilizing the binomial probability distribution to represent
expected probabilities of occurrence.

B. METHODOLOGY
B-1 BASIC MODEL

The survivability calculations for this paper are based on a
determination of all the ways in which a SAM system can interact with
attacking aircraft. Each possible interaction in the program generates
an expected probability of survival for the SAM site. Thus, in general,
the expected probability of site survival is as follows:

N.
i
P = 1 -
q E PiPs(l) B-1
i=1
where
EPS = expected probability of site survival,
N, = the number of ways the SAM site can interact with
i
the attackers,
P = the probability of the i'th interaction occurring, and

Ps(i) = the probability of site survival for the i'th inter-
action.

546




B-1.1 Underlving Assumptions.

The assumptions® listed below were made in this paper in
order to simplify the mathematics while maintaining realism.

B-1.1a Site Assumptions:

1.

2.

There is only one unsupported site.

An interaction occurs if aircraft fly past the site,
regardless of whether an engagement (aircraft by
site or vice versa) occurs.

The site engages aircraft only in sequence, in the
defended zone, i.e., closest one first, because the
scenario makes these the highest threats.

The site fires only one missile per aircraft (due
to the high missile cost and high probability of
kill).

This model assumes that "h" groups of aircraft will
be fully engaged; that they are followed by one
pertially engaged group; and that all following
groups are unengaged.

B-1.1b Aircraft Attack Assumptions:

1.

Any number of groups of aircraft can be employed,
but they must all be the same size. The group size
can vary from one attack to another.

Aircraft cannot attack the site unless they detect
it visually and can successfully convert their
flight path for accurate ordnance delivery. (Detec-
tion without successful conversion does not permit
an attack.)

If one aircraft in a group successfully attacks the
site, all other members of that group can do like-

wise. All succeeding groups are then credited with
this capability because the site location is marked.

No groups preceding the first successful group can
use this information to deliver a successful attack.

*This methodology could be enlarged to 1ift some of the limitations these

assumptions impose upon it. In this presentation, we are concerned
only with the methodology as employed in this study.
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B-1.2 Basic Characterization of Model Interaction.

In enumerating the various interactions which can occur be-
tween the SAM site and the attacking aircraft, there are two major
categories of events that can occur: either the aircraft are able to
attack the site or they are not able to attack the site.

For groups of aircraft that are able to attack the site, there
are three distinct interactions that can occur between the site and the
aircraft.

(1) all aircraft of an attacking group are engaged by the
site;

(2) only some of the aircraft in a group are engaged by
the site;

(3) none of the aircraft in the group are engaged by the site.

The probabilities of site survival for the above interactions
depend upon where the alrcraft first detect and convert within each
situation. By convert it is meant to change the aircraft's flight path
to accomplish an aimed bomb release.

A fourth type of interaction arises from the second category
cited above. This interaction arises from the situation where a group
of aircraft are unable to attack the site but the site is able and does
engage the group of aircraft.

In the mathematical calculation four terms were developed to
describe the four types of interactions between the aircraft and the
site:

First Term: Represents the expected probability of survival
of the site, given that first detection, conversion and attack occur by
a group that is then fully engaged by the site.

Second Term: Represents the expected probability of survival
of the site when only some of the aircraft in the first group to detect,
convert, and attack are engaged by the site.

Third Term: Represents the expected probability of survival
of the site when the first detection, conversion, and attack occur by
a group which the site is unable to engage.

Fourth Term: Represents the probability of survival of the

site in the situation where an interaction does not lead to an attack
on the site.
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Equation B-1 can now be expanded to include these four terms
as follows:

1 2
EPg = P, Pgli)) + Z P; Pgliy)
i=0 1 i=0 °
1 2
N, N,
+ Pi3 Ps(i3) + Z Piu Ps(ih) B-2
13=0 1h=
where
L
- 30w
J=1

B-1.3 Formulation of P, and Ps(i) Terms.

The methodology will employ the use of the binomial distribu-
tion to describe both the probability that interactions occur (Pi) and

the probability that the site survives a giver interaction (Ps(i)).

B-1.3a Binomial Representation of the Probability of Occur-
rences of Interactions.

The binomial distribution for the probability of k aircraft
surviving out of a group of m aircraft, when m missiles are fired at
the group, is:

-k Xk
(2) P B-3

k =0,1,2,...m

549




where

lae]
1}

Probability of the missile killing the aircraft, and

Probability of the missile not killing the aircraft,
(Q = 1-p)

O
n

and

(fﬁ) - T B-k

The probability that a group of k aircraft will survive, detect, and
convert on the target is:

m =k k
(k) PR oy (k) -
k=0,1,2,...m

where

PCD(k) = Probability of detection and conversion by a group

of aircraft.
The expected probability that at least one aircraft survives to detect,
convert, and attack the site is represented by summing this expression
(Equation B-5) over all possible numbers of survivors. Thus it can be
seen that Equation B-5 represents the probability of occurrence (the Pi

of Equation B-1) for the situation of k survivors, and it is this concept
which will be used to describe the more complex situations which will be
developed later.

B-1.3b Binomial Representation of the Probability of Survival.

If one further multiplies Equation B-5 by the probability of
survival of the site, given k aircraft attack, then the summation over
the number of aircraft represents the expected probability of survival
of the site:

EP, = E (i)?m'qu Pop (k) (l'Pssx)k B-6
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where

P = Probability of kill for a single aircraft attacking
SSK X
the site.

It should be noted that Equation B-6 does not include the
event in which no attack occurs. Attacks will not occur when all the
aircraft are destroyed or when the surviving aircraft are unable to
detect and convert. These interactions can be included in Equation B-6,
as follows:

EPg = P" o+ E (i‘) T Pop(k) (1-1>SSK)k + (1-Pp(k)) [ BT
k:

Two interpretations can be made from this equation: (1) there
are m+l interactions, and the P” term represents the interaction where
all the aircraft are destroyed; and (2) the remaining m terms represent
the interaction where some aircraft survive. The probability of survival
in the first case is one; for the second case, it is the sum of the prob-
ability of survival given an attack occurs, plus the probability an
attack will not occur.

B-2 COST OF SUPPRESSION INDEX

When more than one site was under attack by groups of aircraft,
the methodology that was used to determine the results involved simply
scaling up the results of one site being attacked. The probability of
survival was used to determine the expected number of sites killed by
the following equation:

NK = NT (l—EPS) .. B-8
where
NK = number of sites suppressed, and
NT = number of sites attacked.

The number of aircraft killed per site was determined from
the capabilities of each SAM system and the number of engagements
which could be expected. Consideration was also given to the probability
that a S5AM site would survive the aircraft's attacks and engage the
attackers as they depart. The expected number of aircraft killed in
this case would be as follows:
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NAK =N _ x EP. x NEG x P! B-9

T S SsSK
where
NAK = number of aircraft killed,
NEG = number of rear engagements expected per site, and
PéSK = single shot probability of kill (missile against

aircraft).

Adding the expected number of aircraft killed on the inbound attack and
outbound flight determines the SAM capability at self-defense. Dividing
this sum by NK determines the cost of the SAM's extracted for each SAM
suppressed.

If, in addition, the expected number of aircraft killed by
the short range air defense system (SHORADS) is added to the aircraft
killed by the SAM systems and this sum is then divided by NK’ the result

is the cost to the attackers per SAM site suppressed. This result is
defined as the suppression index.

If the sites being suppressed have a limited area of coverage,
these calculations must be performed for each situation, whether the
attack is in or out of the area of coverage. Then a suppression index
is generated for each condition and the indices are averaged to arrive
at the final suppression index.

C. EXAMPLE DATA

The following data are presented to illustrate the flexibility
of this methodology.

Figure C-1 illustrates how sensitive survivability can be to
visual conditions. The poor condition represents a site with a small
visual signature in weather conditions of limited visual range. The
good condition represents a site under conditions of a large visual
signature and long visual detection ranges. The medium condition is a
situation between these extremes.

The sensitivity of survivability to the probability an air-
craft can suppress a site is represented in Figure C-2. It should be
noted that this variable can be affected by defensive measures such as
revetting and sandbagging critical elements of a site.

Figure C-3 illustrates the reverse case, where the site's
ability to kill the aircraft varies. One example of why this parameter
would vary is electronic countermeasures (ECM) employed by the aircraft
to reduce the effectiveness of the site.
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Figure C-l illustrates the situation where the pilot is aided
in his search for the site and can narrow his search area. The single
glimpse probability of detection does not change, but there are more
glimpses to accumulate.

The variation of suppression index is illustrated in Figure
C-5 as a function of site hardness. Since this parameter is a measure
of the number of aircraft required to suppress a site, it is evident
that the large attack is better; although for high values of PS°K the
difference is small. -
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Measures Of Effectiveness For Small Arms
Captain Devid R.E. Hale
Department of Engineering, United States Military Academy

I. PURPCSE

This peper provides a framework for the evaluation of the effective-
ness of small arms systems. Specifically, this is to be accamplished by
first examining the historical development of measures of effectiveness
(MOE) and then by determining appropriate measures to be utilized in
field experiments.

II. HISTORICAL

Historically, one weapon system that has attracted a great deal of
attention within the military and the public domain is the combat sol-
dier's individual weapon. The importance of the proper selection of the
most effective small arm is manifest. Procurement results in the expen-
diture of large sums of money (despite the low unit cost) and the combat
effectiveness of the ground forces is directly related to the choice of
weapon,

For many years, the primary measure of effectiveness used for small
arms experiments and evaluations was accuracy. Accuracy was opera-
tionally defined as the number of rounds landing in a six inch diameter
circle at 200 yards.

Bubsequently, rate of fire was also used as an MOE, When considered
with accuracy, this combination had an interpretation as the rate of
destroying enemy targets. Consequently, the single shot cartridge
replaced the muzrzle loader, the bolt action replaced the single shot, the
carbine (semi-automatic) replaced the bolt action and the automatic
repléted the carbine., For approximately 100 yedrs, accuracy and rate of

. Tfire were the sole determinants of which weapon was to be used,

Beginning in 1960, the number of MOE developed, defined, and used,
expanded considerably. _In fact, a recent literature search produced a
1ist of 166 MOE( Ref. 5] . This proliferation was, in part, produced by
the realization that, in an area such as the Republic of Viet Nam, the
traditional MOE were not appropriate indicators of an effective weapon.

Recently, two major experiments/studies have made significant con-
tributions to the determination of appropriate MOE for small arms systems.
The first of these, the Small Arms Weapons Study (SAWS) is important in
that the methodology for the determination of MOE was founded upon mission
analysis, Consequently, this was the first experiment to utilize a MOE
which is associated with the suppressive effects of a weapon.

The second, the Army Small Arms Requirements Study (ASARS) is unique
in that the term measure of effectiveness is defined as an ideal and then
all known candidate MOE are systematically evaluated in light of the qual-
ities that a MOE should possess, Additionally, this study offers
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acknowledgement of the feact that the MOE selected determine the analytical
and experimental models to be used, not vice versa,

The most current and best available source of information, USACDC

Pamphlet 71-1, The Measurement of Effectiveness, provides a great deal of

_assistance in the selection and use of appropriate measures of effective-
ness to evaluate land combat systems., Emphasis is placed on the meth-
odology to develop measures of effectiveness and on the impact that MCE
can have on modeling, military judgment and the conclusions of a study.
The great value of this pamphlet is that it stresses the crucial role
pleyed by MOE in the decision-making process,

III. MOTIVATION

In a large amount of experimentation the reasons for the choice of the
MOE are absent. Where justification is offered, frequently the rationale
centers upon arguments that reflect a methodology of first enumerating
possible MOE and then deciding if these MOE are related and if they are
obtainable,

Rationally, the methodology for the determination of appropriate MOE
rust rest upon a thorough analysis of the mission., This analysis should
provide conceptual effectiveness criteria which, in turn, can be trans-
formed into specific operational definitions. Although some studies have
applied this philosophy, they have neglected the determination of a
complete 1list of effectiveness concepts and instead have concentrated upon
the determination of the appropriate operational definitions for the few
concepts selected., This lack of attention to the derivation of a complete
liat of effectiveness concepts is largely a result of an incomplete anal-
ysis of the mission of a small arms system,

The selection of inappropriate measures of effectiveness may lead to
meaningless evaluations and to unsatisfactory decisions. 8uch a selec-
tion is tantamount to providing an answer to the wrong question. Thus, it
is imperative that this portion of an analyst's evaluation be impeccable,
Unfortunately, it is precisely this area which is the most elusive and
disputed element of many otherwise well-founded studies, especially for
land combat systems analyses,

IV, PROPOSED MOE'S
A. Approach

Analysis of the mission of a small arms system depends on the
level at which we define the mission. When one considers the large variety
of devastating weapons available to the commander of a bettalion, company
or platoon size unit, the effect individual small arms at these levels
may well be insignificant iRef. 63‘,. Fire support such as artillery,
armed helicopters and tactical air support is often under the direct
control of the unit leader at these levels. On the other hand, below the
platoon level, this type of firepower is seldom available for direct
control, Thus, if one proceeds on a premise of choosing & level at which
the system is of significance by itself, that level must be below the
platoon,
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It is at the squad and individual level that the small arms
system will most often play a significant role, In the case of a rifle
or pistol, the individual is the user/operator of the system and the
psychological importance of the effectiveness of the weapon is over-
whelming. Additionally, the squad is the smallest unit capable of fire
and maneuver - the very essence of land combat, For these reasons, logic
dictates that the mission of the small arms system should be determined
at the squad and individual level,

At this level, the mission of the small arms system is to assist
in the accomplishment of the ground force (small unit) mission, Effective-
ness concepts can be developed by asking the question, "What do we desire
the smal]l arms system to provide in the form of outputs, considering the
spectrum of attack, defense, and meeting engagements?” Note that this
question eliminates the use of inputs, such as the rate of fire and the
maximum range, as MOE. Instead, this approach allows weapons performance
characteristics such as these to interact to produce outputs, Those out-
puts which assist in the accamplishment of the unit mission should be
identifiable in terms of effectiveness concepts that may be further refined
for use by developing suitable operational definitions,

B. Specific MOE
1. Availability

Within this framework, the sine qua non for small arms system
is that it be available to assist in the accomplishment of the unit mis-
sion. Thus the first effectiveness concept is availability. Availability
connotes not only that the weapom is physically present on the battlefield,
but also whether the weapon is functionally capable of assisting in the
accamplishment of the ground force mission, Consequently, availability
csn be conceptually separated into the terms of reliability and maintain-
ability.

In some experiments, reliability is operationally defined as
the number of times that a weapon would not fire, This definition does
not provide a sufficient amount of information to be useful, Specifically,
the information that a weapon failed to fire one time in one attempt is
significantly different from the information that a weapon failed to fire
one time in 100 attempts., Reliability should be operationally defined as
the ratio of the number of fajilures to the mumber of attempted firings.
Statistically, this ratio is an estimator for the parameter p of a prob-
ability distribution, where p represents the probability of a malfunction,

Knowing the reliability alone does not provide sufficient
information concerning availability, For example, consider the case in
which weapon A and weapon B had one failure in ten attempted firings, yet,
in the case of weapon A, the soldier was able to repair the weapon in
three seconds (immediate action drill), and, in the case of weapon B, the
weapon was out of commission for ten minutes, In each case the opera-
tional definition for relisbility provides equal values of 0.1 although
it is apparent that, based upon this one experiment, the availability of
weapon A is greater than that of weapon B.
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A means to differentiate between the two weapons is provided by the
concept of maintainability. Maintainability has been operationally
defined in many different ways. However, a logically consistent defini-
tion is the mean time that a weapon is unable to operate during a mal-
function, Mathematically, this should be estimated by the s tatistical
average of all the inoperative times associated with the malfunctions of
a weapon during an experiment,

The operational definitions of reliability and maintainability can be
combined to form a single operational definition for availability. Assu-
ming independence of the occurrence of a malfunction and the duration of
the time of inoperative status due to a malfunction, the complete process
can be described as a compound stochastic process. This process consists
of a counting process for events and an independently distributed random
variable to indicate the length of the event. Then,

F
A = measure for availability § D,
i=1
where F = the number of failures/malfunctions

Dy = the duration of the 1™ faflure
F ~ general (n,p) vhere n = total attempted firings

D ~v unspecified distribution that indicates the dura-
tion of a fajlure

One may operationally define availability as the expected value of
A, Therefore, E(A) = E(F) - E(D) is the mean time that a weapon is not
avajlable during an experiment. In scame cases, it may be possible to
assess the distribution of D, In many cases, the use of generating
functions and Laplace transformations will provide a great deal of in-
formation concerning the distribution o A and thus the statistical
properties of the statistic used as an estimate for E(A).

2. Capability

The next desideratam is that the weapon be not only available
but also be capable of assisting in the umit mission. The resultant
effectiveness concept of capability is nothing more than the ability to
influence the combat action in a manner which is favorable to the friendly
ground forces, Under the azsumption that the mission of a friendly unit
will conflict with the mission of an enemy unit, a favorable environment
for a friendly force is necessarily an unfavorable environment for the
enemy. Thus, what is it that we want a small arms system to do to the
enemy that will assist us in our mission? The only thing that the s quad
can do with the small arm is shoot at the enemy. The question then
becomes, "What does the squad or individual hope to accomplish by shooting
at the enemy that will assist him in his mission?” The answer to that
question is that he wishes to either produce enemy casualties by hits or,
if the projectile misses, to suppress the hostile force. In either case,
the desired effect is to reduce the enemy'’s capability to perform his
mission or to interfere in the accomplishment of the squad’s mission.
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It i1s desirable that the concept of capability be able to distinguish
between wounding and killing of the enemy. For, if two weapons produced
100 casualties each, but in one case all of the casualties were fatalities
and in the other case there were no fatalities, one might argue that the
enemy's capability was reduced much more in the first case than in the
second, Thus, the effectiveness concept of capability will be further
described in terms of lethality (that part associated with fatalities)
casualty production (that part associated with wounding enemy soldiera$
and suppression (that part associated with missing the enemy soldier but
still adversely affecting his ability to perform his mission).

Capability MOE should express both casualties and suppression in the
form of a percentage of a force as a function of time. In the case of
casualties, the frame of reference should be the percentage of the orig-
inal enemy force and, in the case of suppression, the reference should
be the percentage of the remaining force (non-fatalities) that is suppressed.
The respective frames of reference of the original and the remaining force
are ones that give an indication of the enemy's remaining capability. The
necessity of knowing the respective percentages as & function of time is a
result of the need to distinguish between a case of 50% casualties which
occurred in the first ten minutes of a 60-minute scenario or experiment
and a case of 50% casualties at the conclusion of the same 60-minute exper-
iment. Obviocusly, the soomer you can destroy & certain amount of the en-
emy's capability, the better,

Similarly, the percentage of the remaining force that is suppressed
as a function of time provides information that_a measure such as reduc-
tion in cumlative exposure time cannot | Ref. 4 | . In particular, ten
minutes of cumulative reduced expocure t may be one enemy soldier
suppressed for ten minutes or ten enemy soldiers suppressed for one minute,
Furthermore, all ten minutes may have occurred initially or may have accum-
ulated gradually throughout a 60-minute scenario.

The SAWS defines precisely an occurrence of suppression of a target.
The MOE utilized for the concept of suppression in this study is the per-
centage of the remaining (non-fatalities) targets that are suppressed as
a function of time where & suppressed target is one such that two rounds
pass within two meters of the target during a three second interval,
Similarly, the MOE utilized for the concept of casualty production should
be the percentage of the original number of targets that have been hit one
or wore times as a function of time, This definition encompasses the con-
cept of lethality because a target that is hit one or more times may be a
fatality.’ The exactness of this MOE depends directly upon a suitable
operational definition for lethality.

Dsveloping an acceptable operational definition of lethality has been
a subject of controversy during the past several years. One suggestion
is that a group of medical experts could determine the probability of a
soldier dylng within 30 seconds given that he is hit by a projectile of
a specific weapon. This determination could be accomplished by use of the
Delphi technique when examining the effects of random hits upon human forms,

Armed with such a definition, it would be possible, on a properly

instrumented range, to determine the number of casualties at any partic-
ular time and then multiply by the appropriate fraction to determine the

563




number of fatalities. This information would form the basis for providing
the values of the MCE selected for casualty productiom.

3. Sustainability

Given the availability and capability of a small arms system
the next concern becomes that of sustainability. The effectiveness con-
cept of sustainability is merely a reflection of the desire to continue
the capabilities of the small arms system over time., This desire trans-
lates into consideration of supply shorteages of ammunition. The natural
question (something which unit lzaders are taught to check after every
combat action) is "how much ammmition is remaining?” But comparative
results have no meaning unless the amount of ammunition that the soldier
had at the beginning (the basic load) is known. Thus the operational
definition for sustainability is the percentage of the basic load remaining
at the conclusion of the experiment., This measure can only be interpreted
when the system weight (weapon + ammo) is held at a constant level for all
candidate weapons., Under such conditions, this measure of effectiveness
provides a clear indication of the ability of the weapon to continue to
provide assistance in the accomplishment of a subsequent mission,

The MOE associated with sustainability and the MCE that are
used to describe the concepts of availability and capability possibly
interact. An advantage or favorable outcome with respect to availability
and capability may have a high correlation with a less favorable ocutcome
in the area of sustainability. An extreme, hypothetical example, is the
weapon that always fires and is capable of destroying an entire enemy
battalion, but because of its weight the soldier can carry only one round,
In more realistic cases, our technological intuition indicates that a
weapon that is extremely lethal most likely has a heavier cartridge either
due to a larger projectile ar a greater velocity which requires more
propellant, Similarly, a weapon that produces more casualties and suppres-
sion through an extremely high rate of fire necessarily uses more of the
original basic load. In all of these cases, the indication is of a pos-
sible low ocutput value of the MOE specified for sustainability. Generally,
it seems that this is the area of trade-offs where systems "pay" for advan-
tages enjoyed in other areas,

4, Compatibility

The implicit requirement exists that a small arms system not
only assist in the accamplishment of the mission, but also, that it not
detract or hinder the accomplishment in some other manner, This effective-
ness concept is compatibility and it is reflected to a large degree in
terms of human factors consideration,

Of primary importance within the area of compatibility is the
concept of safety, If a weapon is unsafe, then it ecould hinder the accom-
plishment of the mission by injuring the friendly soldier. An unsafe
weapon is one that does not meet the engineering safety specifications in
the appropriate military publication or that produces problems during
testing that could cause injury.
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Also included within the classification of compatibility are those
factors which could adversely influence the cambat functions of a soldier,
As an example, a flash suppressor that gets caught in the vines and weeds
is a definite restriction upon the mobility and maneuverability of a
soldier, Similarly, a weapon that reflects a great deal of sunlight or
does not have an effective flash suppressor may hinder a soldier's attempt
to conceal himself from the enemy.

Overall, it appears that the two areas of compatibility are safety and
other mission considerations, For each of these MOE one could choose a yes-
no classification or measure., Thus the MCE becomes operationally defined
as answering the question of whether the weapon is gafe according to pub-
lished standards as well as testing results and whether the weapon could
possibly interfere with any combat function of a soldier, In either case,
carefully planned experimentation will be an essential element in the
process of answering each questiom,

V. SUMMARY

In summary, sequential analysis of a broad mission statement for a
small arms system produces the effectiveness concepts of availability,
capability, sustainability and campatibility. For each of these concepts
an operational definition and rationalization exist, These definitions
provide a means and a logical framework for measuring the ocutputs of an
experiment that are of interest in procurement decisions.
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The Gun Air Defense Effectiveness Study

Mr. Jerry Frantz
Mr. William Fulkerson

GEN Thomas J. Rodman Laboratory
Rock Island Arsenal

The Gun Air Defense Effectiveness Study (GADES) was conducted by the
GEN Thomas J. Rodman Laboratory, Rock Island Arsenal, from December 1970
to April 1974. The United States Armament Command, formerly the United
States Army Weapons Command, was responsible for the overall management
of the GADES program. A GADES Review Board of representatives from major
Army Agencles was established to monitor the progress of the GADES Program,
and to advise and offer appropriate guidance.

Prior to GADES, consistant, validated methodologies for evaluation of
gun air defense systems were not available and lack of a detailed under-
standing of the effectiveness of these gun systems was a continuing prob-
lem. The 20mm VULCAN Gun System effectiveness had notbeen determined with
confidence even though the system had peen tested extensively. Areas for
product improvements and their contributions to increased system effec-
tiveness could not be determined with high confidence. The need for a
validated methodology for evaluating gun systems plus the need for factual
information on the VULCAN Air Defense System led to an evaluation of this
system in GADES.

Four major objectives were established for GADES:

1. Develop improved means for gun air defense testing.

Development of sophisticated, long-range air defense gun systems
with high rates of fire and more accurate weapon pointing had emphasized
the need for more accurate and expeditious means of testing. The GADES
program was designed to develop new test procedures and techniques, more
efficient and accurate test instrumentation, and improved data formats
and recording methods.

2. Provide validated methodology for evaluation of present and
future gun air defense sytems.

Sound, consistent methodologies for gun air defense system eval-
uations have notbeen available. Prior evaluations were made on the basis
of system tests in the field or on unsubstantiated computer simulation
results. Analysis and evaluation of these sources of data have often
resulted in confusing and conflicting results. Concern over a lack of a
reliable analysis methodology has led to the formulation of this GADES
objective.

3P Determine VULCAN effectiveness.

VULCAN Air Defense System (VADS) effectiveness had not been
previously determined with confidence (even though the system had been
extensively used). Accurate evaluation of VADS effectiveness was needed
to determine the value of VADS in the field, to evaluate proposed product
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improvements, and to allow comparison with other gun air defense systems.

4, Identify VULCAN improvement areas and analyze product improvements.

Many of the deficiencies of VADS have been recognized and system
improvements have been proposed. These product improvement proposals were
submitted to an objective evaluation in order to select the most cost
effective and beneficial improvements.

The accomplishment of the GADES objectives demonstrates the value of
Operations Research to the U.S. Army. First, the effectiveness of VADS
was assessed as well as the resultant improvement in effectiveness under
the assumption of product improvements. These data have been placed on a
sound basis and have been obtained from a well-planned and well-executed
Operations Research Study. "Hard numbers' of this type are invaluable to
the decision maker.

Secondly, GADES methodology, techniques, and methods are available
for application to future gun air defense programs. GADES personnel con-
tinue to work in air defense gun program at Rodman Laboratory. This
expertise is invaluable in future study and analysis, and in selection of
the Low Altitude Foreward Area Air Defense System (LOFAADS) systems.

A more complete discussion of the accomplishment of the GADES objec-
tives follows:

Objective 1 - Test Instrumentation and Methodology

Planning and conducting of the GADES Tests resulted in the develop-
ment or purchase of instrumentation to enhance and expedite the tests. A
list of the major test equipment used in the GADES test is shown below.

MISS DISTANCE INDICATING RADAR (MIDI)
DATA ACQUISITION SYSTEM (DAS)
HULCHER 70mm GUN CAMERA

N9 16mm THRU SIGHT CAMERA

MUZZLE VELOCITY RADAR (MVR)
FIBERGLASS AERIAL TARGET (FIGAT)
DYNAMIC FIELD EVALUATOR (DFE)

-— MIDI RADAR --

The MIDI Radar was developed to meet GADES test requirements and to
support future gun and missile systems testing. The MIDI replaces the
photographic method of measuring miss distance. It can score a variety of
surface-to-air weapons. Projectiles as small as 0.50 caliber and as large
as modern air defense missiles have been scored. Firing rates of up to
3,600 rounds per minute can be accommodated. Vector miss-distance measure-
ment (both distance and direction to the point of closest approach) is
computed on each individual round scored.

Two radar antenna modes are provided: one for short range, wide field
of view and one for long range, narrow field of view operations. A tele-
vision camera, mounted on the antenna, provides the operators with a visual

display of the target during tracking and aids target acquisition. During
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tracking, the MIDI records target position on magnetic tape and transmits
this information in near real-time to a line printer. The position of

each round detected is computed for calculation of the vector miss-dis-
tance and printed on the line printer. The actual dispersion for each
burst is optically displayed on a CRT for a coarse scoring evaluation.

Miss distance information, which can be available within two hours by
additional processing, includes miss-distance data by burst, scoring
summary by burst, miss-distance summary by burst (centroid and standard
deviation), direction cosines, miss distance per round, and a general burst
summary. )

The major advantages of the MIDI radar are: (1) the accurate and
precise tracking and scoring of small radar targets, (2) the capacity to
score closely spaced (high rate of fire) projectiles, (3) the capacity to
"read" vector miss-distance (projectile to target), (4) the wide spatial
coverage about the target, (5) the capacity to score projectiles when
target drones are used (wide variation in radar cross section), (6) rapid
and accurate automatic calibration, (7) immediate printout of scoring data,
and (8) low cost over previously used photographic techniques.

-- Data Acquisition System (DAS) --

The purpose of the DAS was to record the VULCAN Air Defense System
performance data during testing. The DAS records up to 27 channels of
analog data and up to 32 channels of discrete event data every one-hun-
dredth of a second on a magnetic tape. Range time is also recorded. The
analog data are recorded as voltages, transmitted to the DAS instrumenta-
tion van, and stored on magnetic tape

Major advantages of the DAS are those of immediate, "quick look"
analysis of raw data allowing "timely" acceptance or rejection of target
pass data plus "next day" printout of format data for complete analysis.
This availability of large quantities of data in near real-time reduces the
time and cost of data reduction and analysis when compared with standard
photographic data reduction methods.

-- CAMERAS --

The Hulcher 70mm camera was used to measure gun lead angles. The l6mm
THRU SIGHT camera was used to record the tracking performance history of
the gunner. The camera data were reduced, recorded on magnetic tape, and
compared with DAS data as a check on the validity of the two sets of
instrumentation. :

- MUZZLE VELOCITY RADAR --

The muzzle velocity radar ''computes” the muzzle velocity of each round
for use in ballistic computation. The system has been tested with projec-
tiles ranging in size from 5.56mm to 175mm and velocities from 260 to 1,000
meters per second. Muzzle velocity is computed to an accuracy of to.25%
for projectiles 20mm and larger in diameter.

— TFIBERGLASS AERIAL TARGET —

The FIGAT has been extensively used in alr-to-air gunnery practice
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by both the Air Force and the Navy. It was first used in ground-to-air
gunnery tests by the Army during the GADES project. The FIGAT is dart-
shaped, 30 feet in length, weighs 500 pounds, and has a nominal broadside
area of 105 square feet. The FIGAT has demonstrated tow speeds to Mach
0.9 (approximately 600 knots) and maneuvers to 4.5g's. An F4 Phantom jet
aircraft was the tow craft during the GADES test.

-- DYNAMIC FIELD EVALUATOR --

The Dynamic Field Evaluator (DFE) was developed under contract from
engineering concepts for a VULCAN dynamic tester formulated at Frankford
Arsenal. A variety of simulated aerial threats are presented by the DFE
to the VADS and its operator. The various system parameters can be read-
ily and accurately measured and recorded for analysis. The DFE will gen-
erate data for the target paths, and measure and record up to 48 param-
eters on magnetic tape for further analysis.

Either the self-propelled or the towed version of the VADS can be
used in conjunction with the DFE. Each system requires the mounting of
a sight attachment for display of the synthetic target image, a digital
processor and calligraphic symbol generator, and a radar target simulator.
The DFE Control console comprises a teletype machine, a Nova 1200 mini-
computer, a high-speed paper tape reader and punch, a cathode ray tube,
and a magnetic tape unit.

The three major advantages of this equipment are:

- Synthetic target presentation saves cost of flying real targets on
a test range.

- Accurate digital and analog recordings of all important signals are
possible.

- Any target path may be simulated (no range limitations).

A notable advance has been made in Air Defense Gun Testing. The
MIDI Radar has provided the capability to plot the projectile miss distance
with respect to the target. New weapon system instrumentation has improved
accuracy and increased frequency of response. New camera techniques,
coupled with larger targets, have extended the range of accurate tracking
error measurements. Quick-look capabilities have been improved to pro-
vide better management of testing because of the ability to determine the
quality of data acquired. Atmospheric data acquisition, especially meas-
urements of winds aloft, has been improved. All these improvements make
possible the use of new design of experiment techniques to improve data
evaluation and reduce test cost.

Objective 2 - GADES Tests

The GADES Aerial Firing tests were conducted on the Dona Ana 45 Range
at Ft. Bliss, Texas, from April to September 1973. The tests were con-
ducted with four M163 Self-propelled VADS. Each M163 system comprises an
open-turret mounted M168 20mm Gatling-type cannon on an M741 (modified
M114) tracked vehicle. The 20mm cannon fires at a high rate of 3,000
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shots per minute. The gun and turret are electrically powered from 28
volt NI-CAD batteries charged by the vehicle alternator or an auxiliary
power unit. Ammunition is supplied to the gun through a linkless feed
system from a 1,000 round capacity drum. The fire control consists basi-
cally of the M6l lead computing sight, the AN/VPS-2 Range Only Radar, an
analog computer (Sight Current Generator), control panel, and positioning
servos for the gun.

Figure 1 Instrumented M163 VULCAN Air Defense System

Three distinct tests were conducted. These tests were as follows:

Test I - A nonfiring test to determine the system tracking
performance.
Test II - A firing test to evaluate system sensitivity to

engagement parameters.

Test III- A firing test to establish the effect of dynamic
firing upon tracking performance and to determine
system accuracy.

The test design was structured to test the extreme limit of system
performance. Twenty-nine basic flight paths were chosen. Five repetitions
of each basic flight path were flown in Tests I and III. Each repetition
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is distinguished by the range of the burst. One burst is fired at long
and short range, two bursts are fired at medium range, and one burst is
fired at will. The variation in range of burst causes changes in rates
necessary to describe the extremes of the system.

Test II was designed to test for parameters such as, difference among
gunners, the effect of burst length and the effect of pass direction.

The number of completed test passes for the VADS test is shown in
the table below. A pass was considered completed only if the data satis-
fied the standards of quality desired. Consequently, one completed pass
may have required multiple target passes.

RUNS FLANNED RUNS COMPLETED (%)
Test I - Tracking 145 99
Test II - Gun Parameters 80 87
Test III - Firing 145 93

Seven hundred and fifteen target passes were flown. The data sets
not completed were the result of test site safety restrictions or hard-
ware limitations. In addition, a test of the prototype Automatic Track
VULCAN System (AVADS), a VADS product improvement, was also completed.

Objective 3 - Models and Validation
Three levels of computer simulation models were developed or acquired

during the GADES project to assess the effectiveness of VADS. These models
are as follows:

NAME DESCRIPTION

ISO-PK 1-1, Deterministic, Error Budget Model

FUE 1-1, Stochastic, Engineering Model

TAGWAR M-N, Deterministic, Combat Effectiveness
Model

-- ISO-PK --

The ISO-PK model incorporates a deterministic burst kill algorithm
and a simple contour plot to present isometric burst kill probability
contours at selected altitudes. The burst kill algorithm is a function
of rounds in the burst, vulnerable area of the target, mean and standard
deviation of burst dispersion, and mean and standard deviation of gun
pointing position. The means and standard deviations are computed from
static gun and sensor errors which are input to the model. Model engage-
ment parameters are used in the computation of these algorithm inputs in
order to assess the effect of rate of change of the parameters on the
burst.

The model can be used for extensive parametric sensitivity testing
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of system performance under variation of gun and sensor error sources.
This type of analysis is useful in the deletion of obviously deficient
system comcepts from consideration before they are submitted for more
extensive and expensive analysis.

-- FUE --

The Fire Unit Effectiveness Model (FUE) is a Monte Carlo simulacion
of an engagement between a VADS and a passive, high performance aircraft.
The FUE has two purposes: First, it is the primary analytical tool used
to evaluate VADS effectiveness. Secondly, it is used to explore the ef-
fect of design changes in the VULCAN acquistion and tracking system,
fire control system, and ammunition.

FUE is an engineering orientated model designed specifically for
VADS. Major submodels are (1) Target, (2) Acquisition, (3) Fire Control,
(4) Human Gunner, and (5) Exterior Ballistics. A brief description of
these submodels follows:

(1) Target — The target aircraft is represented as a point in space
flying along a predetermined flight path. Target position and velocity
are inputted from field test data for validation purposes. Target vulner-
ability is modeled by use of the standard parallelopiped or 'shoebox'.

On the basis of target orientation, the same vulnerable area is computed
and a corresponding radius of a circle with the same vulnerable area is
determined. A round is said to have "killed" the target if it passes
within a distance less than or equal to the computed lethal radius.

(2) Acquisition - This submodel comprises a sequence of random and
constant time delays to account for various acquisiton events. Events
considered include a random time delay for visual detection, a random
reaction time to slew the weapon, a random time for radar detection, and
a constant delay time to smooth track.

(3) Fire Control - The VULCAN fire control system is modeled by a
state-space representation of the traverse and the elevation control axes.
A schematic diagram of the traverse axis is shown in Figure 2. The ele-
vation axis is similar. The traverse and the elevation axes function with
the human operator (gunner) closing the control loop formed by the system
hardware.,

The visual display consists of functions which define the tracking
error as observed by the gunner. Inputs to these functions are the gun
angles, lead angles, and target position. The gunner then displaces the
handlebars an appropriate amount on the basis of the observable tracking
position from the reticle. The lead angle computation is determined by
the output of the sight current generator, which is a function of the
present range of the target, the range rate, aad the total lead angle.

(4) Human—-Gunner - This submodel is one in which modern control
and estimation theory are combined with human response theory to obtain
a predictive model of the input-output tracking response of the gunner.
Target states, tracking error, and their rates are presented to the gun-
ner, and handlebar displacement in traverse and in elevation is returned.
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Figure 2  Traverse Axis - VULCAN Fire Control System

(5) Exterior Ballistics - This submodel is a three degree of free-
dom model in which the trajectory of the projectile is described on the
basis of initial conditions at the time of fire. With this routine,
field data from the target passes are inputs, and include such items as
wind data, average projectile muzzle velocities, and their standard
deviations.

The FUE was validated by "tuning' the model with field data selected
at random from 60% of the target passes from each of Test I and Test III.
This procedure assures a sound basis for comparing test and model results.
After tuning, the FUE was replicated to compare model results with the
remaining 40% of the test passes. Performance criteria include gun posi-
tions, lead angles, tracking errors, handlebar positions, the sight sen-
sitivity factor Tn, and miss distance computations.

A typical result for gun position statistic is given in the following
figures. The solid black line depicts the field data while the dashed
line depicts the mean of fifteen replications of the model. The black
dots represent the replication means plus or minus two time the sample
standard deviation. The model results were considered in agreement with
the test results if the test results lay within the envelope formed by
the dots for most of the pass.

A total of eighty-three individual passes were simulated during the
tracking phase of model validation. Approximately 75% of these passes
showed good agreement between model and test. The poor agreement in the
remaining passes can be attributed to observable phenomenon such as poor
tracker performance or erratic target performance. In general, model
agreement with test results could not be categorized by type of pass.

Validation of miss distance was accomplished with the Test III, Firing
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Figure 3 Comparison of Gun Positions for Field Tests Versus Model

Test data. The gun parameters established during the tracking validation
were retained and only parameters in the external ballistics model were
"tuned".

A total of twenty seven individual flight paths were selected from
twenty of the twenty nine basic flight paths. Simultaneous confidence
intervals for the X-Y-Z coordinates of each burst miss distances were
computed. The model and test results were considered in agreement if the
average X-Y-Z components of test miss distance fell within the cube formed
by the simultaneous confidence limits formed from the replicated model
results.

Good agreement between model and test results was obtained on 75% of
the passes. As before in the Tracking validation, agreement between the
two data sources could not be categorized by type of course.

575




The FUE model was compared with the ISO-PK model to ensure that the
two models were compatible. Three 450 knot and three 250 knot GADES
flight paths were used. Two bursts were fired at different engagement
ranges on each pass. Each burst was replicated twenty-five times to
determine the burst probability of kill.

A comparison of the two models was performed with Bayesian tech-
niques. The results indicate agreement for all except four burst. Two
of these bursts are at the high altitude where the FUE effectiveness 1is
higher than ISO-PK. The other two bursts are on the slow courses where
the FUE model has a greater effectiveness than does ISO-PK.

-- TAGWAR --

The Tactical Air-Ground Warfare (TAGWAR) model is a sophisticated,
state-of-the-art computer model by which the air-to-ground battle, the
ground-to-air battle, or a combination of the two for a complete engage-
ment analysis, are simulated. The engagements are conducted in a multi-
ple threat and attack environment.

Detailed mathematical models are included* for the aircraft, avionics
systems, air defense guns, and surface-to-air missiles, aircraft pene-
tration tactics, weapon delivery maneuvers, aqﬁ terrain masking on the
overall effectiveness evaluation of any system' or design change in-the
system.

Because of the late acquisition of this model, TAGWAR was not used
in the evaluation of VADS effectiveness. However, TAGWAR can now be used
in the evaluation of future systems. The ISO-PK kill algorithm has been
incorporated into TAGWAR to make the two models more compatible.

Objective 4 - PIP Evaluation

VADS product improvements were evaluated and their relative merits
were assessed. A parametric sensitivity analysis was conducted on the
FUE model to relate the sensitivity of miss distance and hit probability
to different levels of the independent variables of target position and
gun system errors. The series of experiments were structured into three
groups: Group A - long range or first burst conditions, Group B - short
range or second burst conditions, and Group C - long range with winds and
improved ammunition. Each of the individual experiments is based on a
rotatable composite design in which eleven independent variables can be
examined simultaneously.

Some of the significant conclusions of this analysis follow:
- The results of all experiments were dominated by the independent var-
iables of range, elevation, and angular rates. These results suggest a
general incapability of the VADS fire control to accurately solve the fire
control problem against straight, level, constant speed targets.
= No optimum fire point was revealed by this analysis. This part
arises from the design of the fire control system to be precise at one
target point and speed.
= Hits and kills appear to be more sensitive to sensor errors at long
range and to gun and fire control errors at short ranges and high angular
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rates.

- Hits and kills seem more sensitive to vertical miss distance than to
horizontal miss distance.

- A ranging error of less than 10 meters produces negligible degradation
in hits and kills. However, a ranging error in excess of 20 meters pro-
duces a drastic reduction in the number of hits and kills.

- Hits and kills are relatively insensitive to burst size and gun dis-
persion. This result may be the results of large magnitudes of miss
distance.

In addition to the sensitivity analysils, specific product improvement
proposals were evaluated. The ISO-PK model was used in this analysis to
ensure a level of comparability between VADS and AVADS evaluation. Pro-
duct improvements recommended for implementaion were:

1. The XM10 VULCAN Gunner Tracking Evaluator (VIGE) - Increases
gunner tracking capability through improved gunner evaluation and training.

2. The Sight Current Generator (SCG) Improvement - Provides more
accurate ballistic computations.

3. The Range Only Radar (ROR) Test Set - Provides improved diag-
nostic and radar calibration, resulting in more accurate target range in-
puts for fire control computations.

Other product improvements evaluated, but not recommended for immed-
late implementation were:

1. Optimum Muzzle Clamp - No significant advantage

2, Optimum Firing Light Circult - Analysis against expected number
of hits and kill probability of each burst indicates an inconsistent
relationship with the measurable engagement parameters of range and angular
rates.

8. Redesigned Full Bore Ammunition - Cost versus effectiveness
ratio, too high.

4, Subcaliber Penetrator Ammunition - Cost versus effectiveness
ratio, too high.

5. AVADS - Continue to improve the system, include the system in
LOFAADS selection.

SUMMARY AND CONCLUSIONS

The value of Operations Research to the Army is in the production of
viable, quantitative data and alternatives to the executive decision maker.
The value of any particular operations research study is enhanced when the
study produces a definitive methodology or body of techniques that can be
applied to similar problems. With the development of such methodology,
consistent information can be provided to the executive.

The GADES study has provided definitive data and methodology in the
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study of gun air defense. The quantitative results and recommendations
of the GADES study have been reviewed in this paper. A review of the
activities of GADES personnel shows the additional benefit of the GADES
project to current Army programs. This expertise was not available to
the Army before the initiation of GADES.

GADES personnel have been actively involved in various air defense
study efforts during and after the GADES study effort. These studies
include the following:

~ Divisional Air Defense Study (DIVADS)

- Evaluation of Foreign Guns (EFG)

- Exploitation of Foreign Guns

~  Hit Evaluatien Program (HITVAL)

- Gun Low Altitude Air Defense System (GLAADS)

A more complete discussion of the GLAADS project will show the benefit
of GADES expertise. The GLAADS experimental prototype program is the test-
bed evaluation of the latest technology for gun air defemse. It is to be
accomplished by the design, fabrication, and testing of an experimental
prototype system mounted on a MICV-65 carrier vehicle. System performance
evaluation will include nonfiring tracking tests against high performance
aircraft and firing tests against air defense targets.

GADES personnel are responsible for the GLAADS test design. They are
also modeling the system using GADES validated methodology. The GADES
expertise will provide the Army with experienced, objective means of
evaluating this test bed system.
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USING TERRAIN DATA TO ESTIMATE ABORT RATES FOR WIREGUIDED MISSILES

1. Introduction. Intervisibility between antitank weapon and target has
long been recognized as a key factor in determining the attrition rates of
attackers and defenders. For the wire-guided missile there is another aspect
in addition to the primary one of having to see the target in order to fire.
This other aspect concerns the missile abort which occurs when the target
goes out of view during the flight time of the missile. Available data,
although meager thus far, permit some farily clean estimates of abort rates
to be made.

2. Discussion

a. The TETAM Study (done by the Combat Developments Command, Reference 1)
gives cumulative probability distributions of intervisibility path lengths
for test areas on the North German Plain and in the Fulda Gap vicinity of
Germany. (Some limited data from terrain at Fort Lewis, Washington, and
Hunter-Liggett Military Reservation are also given.) This cumulative distri-
bution is defined to be the probability that an approaching tank will be
continuously visible to a ground-situated fixed defender weapon while it
traverses a path of length L or greater, given that it is at least momentarily
visible. Notice that this definition says nothing about the probability of
intervisibility itself (although the TETAM Study addresses this question,
too) but merely arranges the observed intervisibility lengths into a distri-
bution — e.g., 100 percent of the time the path was greater than zero,
90 percent of the time the path was greater than 200 meters, etc. The
distributions, plotted as functions of intervisibility segment length,
begin at 1.0 for the shortest lengths and decrease monotonically as the
length segments get longer.

b. The plots of intervisibility segment length distribution in the
TETAM report were replotted on semilog paper to bring out their exponential
character. An example is shown on Figure 1. From the plots, a constant a
was determined for each area (Fulda, N. German Plain, etc.) and range to
the attacker. This constant produces a fit of the data to a function of
the form

P = A exp(-1/a)

where P is the probability that the path segment length exceeds 4 and A

is a constant whose value depends upon the lower cutoff value of & (i.e.,
the shortest length that is included in the distribution). The value of

a is the segment length which will be exceeded only 1l/e of the time (about
1/3 of the time) when the distribution is truly exponential in form. (This
a value also turns out to be the average segment length.)
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c. To calculate the terrain-induced abort rate, one assumes that a
path length increment al 1s traversed by the attacker during the
time-of-flight of the missile (Figure 2). The abort rate due to inter-
visibility considerations alone is then given by:

probability of having a path

Abort rate = 1 - long enough for impact
probability of having a path

long enough for firing

= 1 - probability of segment length>(f+af)
probability of segment length)>(f)

= 1- Aexp (-(1+al)/a)
A exp (-#/a)

= 1- exp (-af/a)

@©2/a) - 1/2(4‘/8)2 + higher order terms

The terms beyond the first can be ignored for values of (af/a) less than 1/4.
The quantityA! is calculated from the missile velocity (v ), the range to
the target (R), and the attacker velocity (vt) as followsT

bR = Ve (R/vm)
Thus the terrain-induced abort rate becomes, to first order,

Abort rate = (vt/vm) (R/a)

d. The abort rate as calculated here does not depend upon the path
length necessary for acquiring the target and firing the missile. This
is strictly true only if the distribution of intervisibility segment
lengths has the pure exponential form given. When the distribution departs
from the pure exponential, as it often does, one can still consider the
distribution to be a pure exponential near the segment length necessary for
firing and use the corresponding value of a to figure the abort rate. This
means taking the slope of a line on the semilog plot which is tangent to the
curve at the appropriate segment length. The complication here is in de-
termining this appropriate length, since it brings in numerous factors like
training, speed of the target, intensity of combat, and target visual con-
trast. It is probably not worthwhile to carry the analysis that far when
starting with data as variable as one has for terrain. Thus the analysis
here simply treats all of the intervisibility segment distributions as if
they were pure exponential in form.
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e. The quantity a is easily read off the straight line plots by
measuring down a distance corresponding to a factor (1/e) and then scaling
off along the abscissa the length interval that will give a reduction of
that amount. (It 1s repeated here that a 1s the average segment length
for a pure exponential distribution.) All of the data do not make equally
good straight line plots on the semilog plots—nor would this be expected
from terrain data. Some fits are surprisingly good, however, and in some
cases a double exponential phenomenon seems to be present. By that, it
is meant that one end of the distribution fits a different straight line
than the other. The 2000 to 2500 meter range band data from the North
German Plain (Figure 3) show this effect to an extreme degree. Notice the
steeply sloping line out to a segment length of about 300 meters and the
much more gradual slope beyond. The steeply sloping portion accounts for
90 percent of the available segments so its value of a (95 meters) is used
to calculate the abort rate. The tall of the distribution has a much
longer a value (780 meters). The Plain is characterized by level terrain
with much vegetation. It is interesting to speculate that the long a
value might correspond to the land relief itself while the short value of
a might be determined by what is on the land (vegetation and structures).

f. The TFHAM report clearly states the opinion of the experimenters
that the wide variability of the intervisibility data prevents classifi-
cation of areas according to their intervisibility characteristics. The
data are said to be extremely 'site dependent, " which means that one cannot
predict what will happen at a particular site. The present work tends to
support the view that some classification is possible, particularly 1f it
can be demonstrated that vegetation or cultural features can be separated
from the land relief. One could postulate a three-number classification —-
an a value for the land, and a value for the covering over the land, and a
percentage to show the relative contribution of the two.

g. The results of applying a values from the T HAM study to the
calculation of abort rates for the TOW and DRAGON missiles are given in a
CAA report on the subject (Reference 2) which 1is classified CONFIDIN T IAL.

h. Some analysts are concerned with the problem of seeing several tanks
from one weapon location or of seeing several weapon locations from one
approaching tank. This introduces the concept of correlation length; tanks
or weapons clustered within a dimension smaller than the correlation length
have a high probability for all members of the cluster being simultaneously
visible or masked. Members spaced out at distances large compared to the
correlation length will be independent, with the probability of two simul-
taneously in sight being the product of the two individual probabilities.
One would expect the correlation length to be roughly comparable to the
quantity a discussed throughout this paper. The T ITAM data tend to
support this, although they did not attempt to measure correlation lengths.
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i. Present training apparently emphasizes concentration on a single
target and ignoring the rest of what is in the optical field of view--
especially the missile itself. However, the field of view for the TOW
(for example) will cover a 200 meter width at 2000 meters range. This is
enough to provide a good probability that there will be several targets in
view during a strong attack. A gunner will know of other targets in view
before he fires, because he will be spending a few seconds each time selecting
the best one. The natural inclination of a good gunner to do what he can to
keep from wasting his round will motivate him to swing the missile to a
new target when the object of his concentration disappears. Some training
in target switching would surely help him.

J. Another partial remedy for a high abort rate might be to wait for
the original target to possibly come into view again. The following dis-
cussion will investigate the reduction in the abort rate which could be
expected when the gunner keeps the missile guided toward the approximate
location of the target while waiting for it to reappear. Another type of
data i{s needed for this discussion. This is the mean distance between
initiations of intervisibility segments. This quantity is found in field
measurements by counting up the number of times a target comes into view,
as it traverses a given path, and then dividing the total path by the
number of separate appearances of the target. The TETAM reports contain
such information. The symbol used for this mean distance will be b. (The
value of b must be greater than a.)

(1) The probability of an impact in the second segment (P, as
distinguished from P, for the first segment) is the integrated product of
several probabilities: (1) the probability that there was no impact in
the first segment, (2) the probability that a second segment begins, and
(3) the probability that the second segment is long enough to achieve
impact at the target. These latter two probabilities depend upon the time
along the flight path of the missile at which the first segment ended.
If too little time is left before the missile reaches the range of the
target, the chance of beginning a new intervisibility segment will be
small. If too much time is left, the chance of running out of visibility
on the second segment will be large. The probability of impact at the
target in the second segment can be calculated by integrating over time,
as will be shown.

(2) The probability that intervisibility will be lost in the first

segment in a time increment dtl at time tl is found by differentiating the
abort rate. 1t becomes

L (vt/a)exp(—(vt/a)tl) dt1
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(3) The probability that a second intervisibility segment will
begin at some time t, later than t, can be calculated by using the quantity
b, the average spacing between segment beginnings. The probability for a
second segment to begin in a short time increment dt, at time t2 is

P, =[ve/ (b - a)) exp((-v /(b - a))(t, - t;)) dt,

(4) TFinally what is needed is the probability that a second segment
which begins at time t, will be maintained until impact at time R/vm. This
is simply

P, = exp((-v./a) ((R/vy) - t;5))

which 1s identical to the probability of a successful impact in the first
segment, except for a shift to a new starting time, tz.

(5) The product of the three probabilities P,, P,, and P, is the
probability that a target will be lost in time increment dt; at time ty,
that it will be regained in time increment dt, at time t,, and that it
will remain on the second segment long enough for impact to occur. A double
integral over t) and tp will yield P2, the probability of achieving impact
on a second intervisibility segment. After some rearrangement of the
factors

Py =[vg/a(b - aiexp(—vtR/avm).

R/vm
/exp(—vt(b - Za)tlla(b - a)) -
t, = O
! R/vm
/exp(vt(b - ?.a)tz/a(b - a)) clt:2 dty
t2 - tl

Integrating this out leads to

P2 = (a(b - a)/(b - 23)2) exp(—vtR/avm).

[Exp(vtR(b - Za)/avm(b - a)) - {J

- (vtR/(b - Za)vm) exp(—vtR/avm)
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This function is well behaved when b = 2a in spite of the factors (b - 2a)

in the denominators. The limit of Pé as b approaches 2a is

(1/2)(v, R/av_)%exp(-v R/av )

For the condition of b = 2a, it will usually be preferable to use this limit;
otherwise one could choose b slightly off from the 2a value and compute with
the general expression for P}.

(6) It is of interest to observe what happens to P_ at the two
extreme limits of b to verify that ordinmary logic is not vidlated. As b ap-
proaches infinity, P, goes to zero. This is what one would expect, since
the intervisibility segments are becoming rare. As b approaches its lower
limit, a , the value of P2 goes to

(vtR/avm) exp(-vtR/avm) or (vtR/avm)Fi

where Ia is the probability for successful impact in the first segment.

This expression would hold for the situation in which the breaks in visi-
bility are short, as when produced by tree trunks. Here P, may actually

exceed P, when the bracketed quantity is large enough. This is what one

would expect if the target has a good chance of passing a small obstacle

before the missile has gone very far. Then some intervisibility segments
after the first would give higher prubabilities than the first.

(7) Sample calculations of P, , Ph, and their sum are presented on the

table below in order to gain an appreciation of how much reduction in the
abort rate might be expected from including intervisibility segments beyond
the first. The average spacing between segment beginnings and the range

to the target were varied, while everything else was held fixed. The values
assigned to the fixed quantities were the following:

ve = 10 meters/sec (target speed)
Vp = 200 meters/sec (missile speed)
a = 300 meters (average segment length)
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PROBABILITIES OF ACHIEVING IMPAGT AT THE TARGET

b - meters R - meters _El P2 P1 + P2
450 1000 0.846 0.021 0.867
2000 0.717 0.072 0.789

3000 . 0.607 0.130 0.737

600 1000 0.846 0.012 0.858
2000 0.717 0.040 0.757

3000 0.607 0.075 0.682

750 1000 0.846 0.008 0.854
2000 0.717 0.028 0.745

3000 0.607 0.054 0.661

(8) Neglected in this discussion has been one obvious consideration.

When the obstruction in the line-of-sight comes behind the missile (after
the missile has already passed the range of the obstruction) the missile
will be lost by the tracker unless the obstruction is of short time duration.
The gunner is able to control this type of missile abort to some extent by
raising the flight path of the missile and then lowering it again when the
target reappears. If it is desired to calculate P2 assuming all tracking
losses to result in missile aborts, an additional factor can be included

in the integral. This factor is (1 - (vmtI/R)), the probability that an
obstruction, which is equally likely anywhere along the flight path, has
appeared at range greater than Vatl and hence has not affected the line-
~of-sight to the missile. The integration with this factor included is
straightforward, but it leads to a complicated expression for P, which will
not be given here. The expression given takes in only factors which are
beyond the control of the gunner, namely the terrain and the speed and

range of the target.

3. Conclusions

a. From a comparison of the probability of achieving impact in a
second intervisibility segment with the probability for achiewving impact
in the first segment, it is seen that only a slight improvement can normally
be expected by having the gunner wait for reappearance of the target. When
there are multiple targets, switching to a new target would be preferable
if it can be done.

b. For the special condition in which breaks in line-of-slight are
short, it becomes advantagenus to wait for reappearance of the target. The
formulas given in this paper enable one to calculate the reduction in the
abort rate which follows from using the second intervisibility segment.
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c. The method presented can be extended to any number of intervisibility
segments, but diminishing returns are reached so rapidly that it does not
seem worthwhile to go beyond the second.
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VISUAL AND OPTICALLY AIDED VISUAL TERRAIN SEARCH

RATES AS

DERIVED FROM LAND MINE

DETECTION AND TANK VS AT WEAPONS TESTS

by

Mr. Floyd I. Hill
General Research Corporation

ABSTRACT

The predictability of probability of detection within time t,
Pd(t), for visual and optically aided visual detection presented in AORS

XII by the hypothesis:

Pd(t) = l-exp[-N(ryx/Ax)A¢(t)/a,] (1)
where N = number of observers
g = rate of search for a target of presented
area, Ay
rx/Ay = constant = 430 sec ' for resolvable targets
in daylight in open terrain
Ay = area of target presented to observer
a, = area of uncertainty being searched

is shown to be good for several scatterable mine tests and the USACDEC
TETAM tests. The weak dependence of ry/Ay on target clutter, background
shape, color, activity, camouflage and use of magnifying optics suggests
that it is a constant associated with the human's rate of information
processing rather than variations in visibility under a wide range of
daylight conditions. This work is an extension of that presented in
AORS XII which showed that the results of helicopter pop-up detection
experiments could be predicted by a similar expression. Implications of
those findings on the design of surveillance and target acquisition sys-

tems are described.
INTRODUCTION

The author presented

a paperl at the XII AORS that showed that the

measured detection time of a tank size target by helicopter crewmen of
the USACDEC 43.6 Phase IV Experimentszcould be predicted by the expression

Pd(t) = l-exp[-N(ry/A)A; tfay)

where N(rx/Ax)At was found to be 17,500 m?/sec for two
crewmen searching for a 20.4 n? target (tank pre-
sented area) in uncluttered terrain during daylight.
a, was determined from the CEP of the crew's know-

ledge of

the target's location with respect to its

own location.
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In a cluttered background the term N(rx/Ax)A¢ was found to be 13,700
m?/sec. The prediction was independent of range from 2000 to 5000 meters.
The results were independent of whether magnifying optics were used or
not. The scaling rule for target size was demonstrated for low-light
level conditions from the data of the Warren Grove SEANITEOPS® tests

for the unaided eye and binoculars. This paper reports on the applica-
tions of this hypothesis to other unclassified data concerned with the
detection of advancing tanks and APCs by the ground defense from the
USACDEC TETAM" Experiment and other tests of the detection of surface

land mines by personnel advancing into a simulated scatterable minefield >’
Not reported herein are other tests of the hypothesis applied to air-to-
ground detection from fixed-wing aircraft® and helicopters using FLIR®
because the data are classified. Emphasis is placed on the analysis TETAM
experiment in this paper because this work has not been published, as yet,
elsewhere. The information on mines is in an unclassified appendix to a
SECRET document. '

TEST OF HYPOTHESIS AGAINST TETAM EXPERIMENT, Phases TA and IB1

*TETAM Phase TA measured intervisibility between 36 defensive posi-
tions ‘and 10 tank trails simulating a rapid advance toward the area occu-
pied by the defensive positions for two partially overlapping sites (Site
A and Site B) at Hunter Liggett Military reservation. The sites differed
in that the average height of the defensive positions above the tank trials
was 18 meters for Site A and 9 meters for Site B and the maximum separation
of the ten tank trials on Site B (approximately 1000 m) was less than on
Site A (approximately 1500 m). Line of sight was measured at 25 meter
intervals along each of the tank trails for various heights of the defen-
sive positions and target vehicle heights above the terrain. Three
statistics were derived: Pyppg, the probability of line of sight averaged
for the 36 positions to the 10 tank trails over range brackets 0-1000,
1000-1500, 1500-2000, 2000-2500, 2500-3000 and >3000 meters; N the number
of initiations of line of sight similarly averaged; and P(L' <L) the con-
ditional probability, given line of sight, that the trail stayed in view
L meters or more, also similarly averaged. Note that P(25<L) =1. With
only one exception, (N, 0-1000 m) each of these statistics was systemati-
cally greater over all brackets for Site A than Site B. Ppgg and N gen-
erally decreased as range increased and P(LESL) stayed approximately
constant. ’

TETAM Phase 1Bl measured the time from initiation of 1line of sight
until a detection occurred for 36 single observers in the same defensive
positions on Sites A and B in four successive trials in which a varying
selection of 6 of the 10 tank trails were used by armored vehicles advanc-
ing toward the defensive positions at a median speed of approximately 8
miles per hour. The number of opportunities to detect were derived from
the LOS measurements, and the detection time was determined from direct
wmeasurement of the armored vehicle location at the time of detection. The
resulting data were provided in the form of the conditional probability
of detection within time t or less, given a detection occurred, Pd(tﬂgtld)
Table 1 shows that the detection probability as a function of range brack-
et was approximately constant, and that both the number of detections and
the detection probability was substantially higher on Site B than on Site A.
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Table 1
COMPARISON OF SITE A AND SITE B DETECTION PROBABILITY*

7' ("High-Blue").

Range N No. of opp. No. of det. Det. prob.
bracket ny** ng Pd (AR)
0¥ Site A| Site B| Site A |Site B| Site A} SiteB | Site A | Site B
0-1.0 1.3833] 4.6389| 1195 4008 178 814 .149 .203
1.0-1.5 | 1.0566 | 1.0361 912 895 130 273 .143 .305
1.5-2.0 | 1.5167 .3667 | 1310 317 170 96 .130 .303
2.0-2.5 | 1.1111 .4222 960 365 147 72 .153 .197
"2,5-3.0 | 1.0556 | .1361 912 118 130 11 .143 .093
>3.0 2.0861 .0111 | 1802 10 160 3 .089 .300
Overall | 8.2083) 6.6111 | 7091 5713 915 1269 .129 .222
*For defensive position height of 7'8" and target height of

*#%n, =N x 36 defensive positions X 6 trails x 4 trials = 864N

The expected number of detections for each observer was 915/864 = 1.06

for Site A and 1269/864 = 1.45 for Site B.

Table 2 shows the area of

uncertainty estimated for the two sites based on the idea that only the
open areas were searched and that the observers searched a width 150
meters to either side of the extreme tank trails, vhere au==§[(wb-¥300)

Pros,b Ry -
Table 2
ESTIMATION OF a, FOR SITES A AND B FROM TEST AREA PARAMETERS
Range Prosb Trail span _ 2
bracket & Ry + 300 m ay - 1000 =
1000 m oA T site B | 1907 [Sitea | site B | Site A | Site B
0-1.0 | .5089 | .3935 1.0 1900 | 1500 967 590
1.0-1.5 | .4602 | .0952 .5 1800 | 1300 414 62
1.5-2.0 | .4111 | .0525 .5 1800 | 1300 370 34
2.0-2.5 | .4076 | .0530 .5 1400 | 1200 285 32
2.5-3.0 | .3306 | .0162 .5 1200 | 1000 198 8
>3.0 .1006 | .0016 1.0 900 | 1100 45 2
Total 2,279 728

If it is assumed that the searchers randomly searched the entire
area of uncertainty then the probability of detection given an exposure
time t isbfrom expression (1)»

Pd(t) =1-exp(430% 20.4 t/ay) for both sites
Pd(t) could also be derived directly from the published data package.
Pd(%% = ng(AL)/ng(AL) = l—exp(-fo/auV)

where

nd(AL)==the number of detections occurring when the

exposure distance fell between L, and L4
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ng (AL) = the number of detection opportunities on the
interval AL

AL =the average exposure distance on the interval
Lp and Lpt)
\% =median velocity of the target

Figure 1 compares the two exponents calculated in the two different
ways. For Site B there is good agreement. For Site A there is a poorer
fit. It is strongly suspected that on both sites the searchers used a
strategy of searching a band of about 350 meters in front of where the
open areas began. This would explain the constant value of Pd %; over
the times from 100 to 250 seconds for Site A. It would have very little
effect on Site B since there was only a small number of occasions when the
exposure time exceeded 100 seconds. This strategy of search resulted in
Pd(ttﬁtld) for Site A being greater for short exposure times than would be
predicted by the hypothesis of a random search of the area of uncertainty
but did not improve the overall detection probability. This is illus-
trated in Figure 2 where the calculated values of Pd(t[ﬁtId) were derived
from

P(L < & 1! v 1
Pd(t' <t|d) = Z: (L._?) d{1-exp (-rL /a,V)]/dL | 2)
L E‘ {p(L <L) d[1-exp(-rL' /a,V)]/aL'}
where r = 8750 m?/sec
4 = 2,279,000 m? Site A

u 728,000 m? Site B
3.576 m/sec (8 mph)

The denominator of this expression is just Pd(R) the overall detec-
tion probability and the numerator is the probability of a detection on
the exposure lenFth L times the probability that the length L or greater
occurs. SinceP(L <L) was readily available only out to 3000 meters, the
observed and calculated values are shown out to 3000 meters. The agree-
ment between the calculated and observed values of Pd(tEitId) for Site B
is very close, as would be suspected. Great care was taken in these
calculations to account for the fact that all data were taken on 25 meter
intervals. Thus P(25<L) is an average of exposure distances for 0 <L'
<50 meters, and detection times recorded as negative were on the interval
0<£L'<25 meters.

This result allows the prediction of the detection probability
wherever Pigs and P(L' <L) data are estimated for a defensive position
and a search strategy is defined. Lasken’ has already used it to show
that the correlation of tank engagement ranges of WWII with the distance
between obscurring objects first shown by Peterson’ was the result of a
strategy of minimizing the time to detect by primarily searching the first
interruption of the line of sight.

In Phase IIA of TETAM, measurements were made of the ability of

stationary aggressor tanks to detect defender vehicles placed on the HLMR
defensive positions, where line of sight existed between 907 of the
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defender vehicle-target tank pairs. The results of the experiment are
predictable by the hypothesis of assuming random search over the area

of uncertainty (the area containing the defender positions). If it is
assumed that the median duration of flash, smoke, and dust (not measured)
was 9 seconds, then the proportion of detections of firing defender vehi-
cles due to noise, flash and smoke (407%) vis a vis random sighting (607%)
is also predictable on the hypothesis that the searcher's eye fell on
the vehicle while the firing effects endured.

TEST OF HYPOTHESIS AGAINST DETECTION OF SURFACE
SCATTERED MINES

All the tests of surface scattered mines consisted of measuring
the detection probability over an effective path width, We, by one or
more searchers, N, moving at varying speeds, V, into a field of scattered
objects of differing areas, At» colors and shapes lying on the terrain.
This expression (1) can be written ’

Pd(t) =rg/ng = l-exp(N430A¢t/a,) = 1-exp(N430A./WeV) (3)

where a; = Wel
t = time spent in minefield = L/V
L = length of path through the minefield
Pd(t) =Pd(L/V) = fraction of mines detected

In the Camp Drum Tests,’ detection probability of S5-inch diameter
by 2-inch disks was measured. Twenty-one tank crews were instructed to
traverse three 20 meter wide by 265 meter long lanes having regions of
20, 15, and 10 mines successively in strips of 50, 75, and 100 meters
respectively and attempt to determine when they had entered and departed
the region of mines along these lanes. Three crew members actively
searched from each unbuttoned tank. The average speed in traversing the
lanes (although not necessarily the mined regions) was 1.406 m/sec. Solu-
tion of equation (3) for N=3, We=20, A, = .0127 m? is Pd(t) = .441. This
compares to the ratio of detections to opportunities to detect, nd/ng =
405/21 x 45 = .428.

In the AMSAA tests® detection probability of replicas of the XM-34
AT mine with a presented area of 9.75x%7.62 inches = .057 m? was indirectly
measured. In these tests, the objective of the crew was to avoid passing
over the surface scattered mines laid with a density of one mine per 45
square meters in lanes 18 by 90 meters. The number of mines encountered
(passed over an 8-inch mine with a 143-inch wide tank = 3.83 m) was mea-
sured. The test was conducted with two crew members in each tank with
hatches open in two trial sets and hatches closed in one trial set. An
objective was to determine if the number of encounters was affected by the
color of the mines consisting of olive drab, sand and a blue and red mix.
No significant effect of color was found. However, equation (3) can be
applied to the test assuming that mine size was the only effect. The
data are summaried in Table 3. Since the crews were only attempting to
avoid the mines, the test of predictability is in the constancy of the
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value of Wy, the effective width of search by the tank crews. The result
is both highly systematic and plausible for a tank negotiating an 18 meter
wide lane.

Table 3
SUMMARY OF AMSAA TESTS

Open hatch Closed hatch
Phase 1 Phase I1 Phase I1

Number of trials 30 ‘ 20 20
Traverse time - sec 79.9 76.8 63.2
Eff. no. of

searchers - N 2 2 1
Det. opp. - ng* 230.4 153.6 153.6
Encounters 7 5 41
Detections - ng 223.4 148.6 112.6
no/ng .970 .967 .733
V - m/sec 1.126 1.172 1.424
Ap - m? .057 .057 .057
We - m 12.4 12.3 13.0

*ny, = (Trials) (Tkimine width) (Lane length) (Mines/m®)=
(Trials) (7.68).

In Reference 7 no differences in the visual detectability of small
geometrical objects scattered on the ground was found between the plain
metal object and the same object coated with adhesive and rolled in the
indigenous ground litter. No shape effects were observed. However a
size effect was observed, with the detectability being roughly proportional
to the size of the object. These test results, while not readily trans-
formable to the form of a search equation, tend to confirm its underlying
hypotheses.

MILITARY APPLICATION

Application to military problems of this search rate hypothesis has
been made already in addressing the question of engagement ranges in ground
warfare, the accuracy requirements for helicopter navigation in the target
handoff process from an aerial or ground scout, and range of air-to-ground
missile lock-on. In addition, it has been applied to the evaluation of
scatterable mines and the determination of the best place for emplacing
them relative to a defensive position. Its potential applications are
even wider, in that the effect of ground mobility in the engagement can
now be estimated. It will be noted that the results of the TETAM test of
detection time are critically dependent upon the target time in view
(hence speed of movement) the assigned search sector and search strategy
in addition to the number of observers, the Pypg and the distribution of
segment lengths. The findings of this analysis also are important in de-
fining what detection ofa target, provided it can be resolved sufficiently
for recognition by the unaided human eye, is only weakly dependent on.
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These are magnification, clutter, camouflage, range to target and target
motion, per se. This is not to suggest that targets are not more often
detected while moving, since targets in the open, whenthey can be detected,
are usually moving toward concealment. It usually takes longer to detect’
targets at longer ranges because the area of uncertainty is larger, but
both USACDEC 43.6 and 11.8 show that this is not true when the area of
uncertainty remains the same.

THEORETICAL IMPLICATIONS

The idea that a search rate can be defined by a rate term of 430
target areas .per second suggests that the detection problem is one of
establishing the existence or non-existence of a target in the area being
searched at the rate of 430 times per second. Since it appears weakly
dependent upon those factors known to influence visual performance such
as contrast ratio, angular resolution, etc., the possibility exists that
this is a rate of mental processing of visual information. Since the
process of search is essentially a binary process, it is suspected that
the bit rate of the observers information processing system is 430 times
the number of bits required for shape discrimination.* This opens a new
area to seek correlative information that the author has not yet explored.
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GLENNE'FANT

& Projests
Commanders and staff officers on future battlefields will ﬂ&&&gym‘

greater variety of complex tools to manage, and less time in which to
manage them, than any commander since the beginning of warfare. During
the past several decades, technology has placed a large arsenal of
sophisticated weaponry at the disposal of the combat leader---at every
echelon of command. Commander mobility has been significantly improved
by new generations of ground combat vehicles and aircraft; his ability
to communicate, gain information and give orders, far exceeds that of
his predecessors. Logically, arsenals will become even more complex;
transportation will become more rapid; and communications will be more
efficient in the future. Consequently, the knowledge and skill required
to manage these new systems will increase.

In March of 1969, a brigade commander in Vietnam wrote to the
Infantry School suggesting the idea of a command and control simulator.
Extracts from his letter follow:

“Last night,.. I... once again had the experience of monitoring and
managing a new battalion commander in one of his first exposures

to commanding from the air. He is a good man but like all new bat-
talion commanders he was going through a totally new experience and
he did a bad job of it. It was clear that he was simply unprepared
to command in an airmobile environment...."

''we need a simulator for training our battalion commanders. The
Air Force has simulators...in which student pilots can fly entire
missions from takeoff through cross country to landing. Bvery-
thing, including time, is real enough to be meaningful. This is
not exactly what we need, but it is along the right line."

"We should put a student battalion commander in...a simulator for
the Huey Command and Control Ship. The student should plan an
insertion and extraction. He should go ‘airborne' and coordinate
the air and artillery preparations, the gunship preparation, the
insertion and the extraction. He should have a hot LZ at some
point (these are a real shock, as you know, and require lots of
cool to handle properly). He should maneuver troops in contact
from the air, work light fire teams and hunter killer teams, con-
trol orbit positions for aircraft, run artillery blocking fires,
run dustoffs, run resupply, contend with a brigade and division
commander, decide when to put himself onto the ground to command...'
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" ..Quick-minded men with good background exposure to tactical
matters learn the airmobile trade fast, but such men are fewer than
one might think. We need to bridge the gap between theoretical

and actual application of airmobility and reduce the price of
learming the hard way. I believe that the Infantry School should
lead the way."

This letter identified a critical training need which extended
both in time and importance beyond the immediate circumstances in which
it gained formal recognition. Recognizing the importance of this train-
ing need, the Infantry School developed, through a progressive iterative
process, training vehicles which depicted airmobile operations and
utilized a model board approach to four terrain areas: desert, gently
rolling, mountainous, and jungle. These training vehicles are manually
operated by instructor personnel, and while they effectively illustrated
the value of environmental stress factors, they lack the capacity to
provide realistic real time information sufficient to conduct a full
scale simulated tactical combat operation. Consequently, the Infantry
School prepared a draft proposed training device requirement for a sim-
ulator which embodied the demonstrated stress factors and also included
the capacity of providing sufficient information in real time to con-
duct realistic combat operations.

The Combined Arms Tactical Training Simulator (CATTS) is being
developed to provide a variety of simulated combat situations
for the training of future commanders and staff officers. The CATTS,
through simulation, will impose typical stress conditions and problems
that will allow decision making experience which can now be obtained
only by actual participation in combat operations. Primarily, the sim-
ulator will realistically approximate the placement of a commander and
his staff in either of two simulated combat options; a ground command
post enviromment for conduct of tactical ground operations, or a com-
mand and control helicopter environment for conduct of airmobile
tactical operations. The CATTS will be capable of conducting simulated
combat operations in any one of five typical terrain areas: desert,
gently rolling, mountainous, jungle or Arctic. To assure that feasi-
bility and training effectiveness are economically demonstrated, the
program has been divided into two phases. During Phase I, the ground
command post will be simulated utilizing two of the five terrain areas
with leased computer hardware.

The US Ammy Training Device Agency has been assigned development
responsibility for CATTS. Utilizing the facilities of the Naval Train-
ing Equipment Center, a contract for the Phase I system was awarded to
TRW, Systems Group, Redondo Beach, California on 1 June 1973. An over-
view of the system developed by this contract as it will be installed
at Fort Benning, Georgia, is shown in figure 1.

The players area consists of three simulated M577 vehicles in the

standard mechanized Infantry "T" configuration and the commander's
simulated M113 vehicles. The players are the battalion commander and
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his staff - fire support coordinator, operations officer, intelligence
officer and any other personnel indigenous to the training exercise
being conducted. The players will have available to them the toolt
normally found in a Tactical Operation Center (T0OC), i.e., standard map
products, simulated radio and telephone commnication systems. The
players area will also include sound effects such as incoming and out-
going artillery, battle sounds and motor generator noise. During the
conduct of an exercise the players utilize their simulated communication
equipment to obtain information or give orders to: subordinate,
adjacent, or higher unit commanders.

The controllers area has been designed to accommodate three con-
trollers, one of which will be designated the principal controller, and
six aides. The controllers and aides play the roles of subordinate,
ad jacent and higher unit commanders by communicating with the players
and translating their requests for information or orders to the compu-
ter. The computer maintains the status of all units and equipment,
both friendly (blue) and enemy (red) from an initial starting point and
configuration. The controllers direct the play of game in response to
the battalion commander's orders and receive information at significant
points to relay to the battalion commander either as new status or in
response to requests. The red forces are also directed by a controller
and can be controlled in a manner which will shape the training exer-

cise.

The umpire's area has been designed to allow two groups of four
people to monitor the exercise. All eight people can monitor all simu-
lated communications and each group of four can monitor any one of the
controller's graphic displays.

CATTS SUBSYSTEMS

C—————] 1noIcaTes caTTs sissysTen

REAL_WORLD LATTS
ORDERS ACTIVITY AxD [CowmmicATION SUBSYSTEM]

EVENT REPORTS

e =)

OPERATION
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A simplified comparison of the real world versus CATTS simulation
is presented in figure 2. It should be noted that a one to one corres-
pondence exists, The Battalion TOC and the players station are very
similar and their respective communication systems have the same appar-
ent capability., The controllers in the CATTS controller station play
the part of unit commanders. Through the use of command and control the
controllers can direct the computer and its resident math model which
simulates the Red versus Blue tactical situation. The alert message,
map video and graphic display subsystems provide information about the
tactical situation which can in turn be relayed back to the players

station.

The Communications Subsystem is the basic link between the players
and the controllers. Realism is achieved in the player's area by mod-
ifying surveyed GFE radios and using operational telephones. The
radios are configured to permit eight nets, each with a primary and
secondary frequency, or sixteen selectable frequencies. Each frequency
has a clear or secure mode of operation. The communications systems at
the controller's stations and aid's stations have been developed con-
sidering case of operation and versatility. Each controller and aid
can monitor any number of radio frequencies but can transmit over only
one frequency in either clear or secure. The principal controller's
station has the capability of injecting variable amplitude static and/or
jamming on any of the frequencies. The telephones in the TOC are con=-
nected to an aid position which will act as a switchboard and route the
call to the appropriate controller or aid. Additionally, any controller
or aid can answer an incoming call and, in a somewhat limited manner,
transfer the call. An intercom system has been provided to assure
efficient coordination between controllers and aids.

The Map Video Subsystem provides the three controllers with a work-
ing view of the area of operations. In the desert scenario, this area
is approximately 30 x 100 kilometers and is displayed on a 1:50,000
scale map which has been specizlly prepared for clarity in a closed
circuit television application. Three color TV cameras,each connected
to a controller console, view three of the special maps mounted on
cylindrical mapboards. Each controller can select the area of operation
that he is interested in by panning, tilting, or zooming his TV camera.
The gimbal mounted cameras are servo driven by the computer under the
direction of the controllers. Positive positional feedback to the com-
puter is assured by 13-bit digital shaft encoders on each axis of move-
ment. At minimum zoom, the controller's monitor will display an area
40 x 50 kilometers; at maximum zoom, the area is reduced to 4 x 5 kilo-

meters.

The Graphics Display Subsystem superimposes the tactical situation
over the area of operation. The controllers can independently select,
for blue or red forces, any combination of the following displays: unit
location and area occupied, direction of movement, location of and area
covered by obstacles and minefields, sensor activations--location and
area covered, control measures, front-line traces, weapon fire direction,
impacting fires, and preplanned targets. The displays are presented in
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three colors--blue, red, and white. When the camera is panned, tilted,
or zoomed, the display is updated to correspond to the new location at
the completion of the movement or is automatically updated every minute.
The display symbols are in standard Army format with alphanumeric
legends where appropriate.

One of the major challenges presented by CATTS was the requirement
to allow personnel not specifically oriented to ADP to de able to inter-
face or input data into the computer conveniently, rapidly, and accurate-
ly with a minimum of training. The Command and Control Subsystem is the
result of this requirement. The simulated battle is started by specify-
ing an initial set of conditions which define in detail the location,
area covered, organization including men and equipment, and the initial
direction and rate of movement of every unit defined for the problem.

As the game progresses, the controllers may change at their option or
at the direction of the battalion commanders, any of the following:

task organization, unit location, control lines and points, rate and
type of fire, air missions and air defense, route of march, and weather.
The selection of any of these options will result in a menu appearing
on the bottom one-third of the graphic display monitor. The menus are
consistent in makeup; on the extreme left will appear a time at which
the change should occur, either the present or a day-hour-minute time
group which relates to the game clock. Selection is accomplished by
the use of an acoustic analog tablet which controls a cursor displayed
on the monitor. Placing the cursor over the desired option and press-
ing completes the selection. Next will come the unit affected, then
the manner in which the unit is affected. Finally, a choice appears;
i.e., REPEAT-IGNORE-DONE. If more than one unit is to be changed,
REPEAT will be selected. If an error has been made, IGNORE is selected.
If the change is complete, selection of DONE will implement it. Since
the selection of the appropriate command and control function is
straightforward, and since the menus are displayed in a recognizably
accepted language, data input to the computer can be accomplished with
miniomum training.

The computer simulates the tactical situation. The machine selected
i8 a Xerox Sigma 9 Model 3 with two 45 megabyte disk packs, dual tape
drives, line printer, card reader and keyboard. As illustrated in
figure three, the software is divided into two major categories, fore-
ground and background both under the control of the Xerox RBM operating
system. The foreground software is basically concerned with providing
the where-with-all to input data to and output data from the math model.
The command and control 8ection allows selection, generation and inter-
pretation of the command and control menus which the controllers use to
direct changes in the tactical situation. The graphic section is an
output which results in a display of the tactical situation. The video
section assures registration of the map used by the controllers over the
terrain data base within the math model. The alert section provides an
output which will be discussed later.

The math model functions around the terrain data base which is a
precise representation of the map viewed by the controller and contains
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elevation relief at 25.4 meter intervals, 16 classes of vegetation, 8
classes of soil and cultural features. The data base is necessary for
line of sight calculations which in turn are necessary for target acqui-
sition by any of several means: visual (including aided and unaided),
aural and various detectors. The data base also affects ground move-
ment rates of personnel and vehicles (tracked and wheeled) from the
aspects of slope, vegetation, and soil type, Weather interacts with
terrain, ground movement and detection modules. The math model also
assesses casualties (personnel and equipment), resulting from a variety
of direct and indirect fire weapons. Fire rate and casualty calcula-
tions take into consideration factors such as deployment, terrain, and
supression. Provisions have been made for aircraft in both recon-
naisance and ordnance delivery roles, and air defense weapons such as
REDEYE, VULCAN and CHAPARRAL are also included. The model maintains a
record of fuel and ammunition used and remaining.

As a result of the initial conditions or subsequent command and
control actions, the status of the personnel and equipment assigned to
units changes. Since there can be 99 units and 80 equipment types in
the war game, it is necessary to apprise the controller of any change
in their status. Consequently, an alert will be displayed in alpha-
numeric form on a CRT monitor when a significant change occurs in move-
ment rate or readiness condition. Alerts are also generated when: an
engagement or detection takes place, fuel or ammunition is depleted
below a specified level, a control measure is crossed, a unit is taking
fire or casuvalties are incurred. The controllers will evaluate these
alerts and determine which situations require battalion level attention.

The subsystem description presented above with the schematic repre-
sentation, as illustrated in figure four, providesa brief overview of
the CATTS system. However, the purpose of this paper is not to extoll
the virtues of the CATIS system for two reasons. First, this config-
uration of CATTS is a concept feasibility model and as such is far from
the ultimate system; its utility, cost and training effectiveness are
yet to be determined during user testing. Secondly, the intent of this
paper is to identify the areas where operations research (OR) techniques
were effectively used in the development of CATTS.

It is apparent that OR was used extensively in the development of
the software, particularly in the math model. JIdentification of all of
the parameters, especially where there are complex interactions, requires
the discipline of OR techniques. The successful use of OR in the devel-
opment of software has been demonstrated many times and as such is a
well accepted approach. It is of interest, however, to consider extend-
ing OR techniques into other development areas.

If OR techniques are applied to the definition of requirements, the
initial objective function for CATTS would be the training of a battalion
commander and his staff. The variables contributing to this function
are information and environment. Each of these parameters is then
examined through an fterative process at succeeding smaller increments
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to determine the controllable and uncontrollable inputs. With this
approach in mind it is not difficult to envision how the present CATTS

system evolved.

Continuing into the development of hardware, the map video system
presented a unique challenge. The controllers must view the same type
of material that the player is using to allow effective communication.
This is a standard 1:50,000 map. This requirement defines the initial
objective function. The parameters which influence this function are:
accuracy, ease of use, and cost. Several possible means of providing
the desired presentation were examined, i.e., hollograms, slides, and
closed circuit TV. The system selected provided the best tradeoffs
in cost, accuracy and ease of use. An iterative process was followed
for each level within the map video system. The same techniques were
used in the selection of: the TV camera, the monitor, the maps and map
boards.

It may be of interest to point out an area where cost savings may
have resulted if the same techniques had been applied more rigorously.
A low speed line printer was selected on the basis of cost only since
it appeared to fulfill the basic requirement. However, as computer use
increased it now appears that the difference in cost would have been
realized in wait time alone. In other words, a harder look at all of
the parameters which influence the objective functions must be accom-
plished.

In closing, OR, like CATTS, is not a panacea. CATTS will not
solve all training problems andOR will not solve all development
problems. But, both properly used in appropriate applications have
value to the Army.
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OPTIMIZATION OF RESERVE COMPONENT MOBILIZATION STATIONING

Thomas A. Wilson II, MAJ, USA
Headquarters, United States Army Forces Command

INTRODUCTION

The Army and the Defense establishment have, for some time, espoused
the principle of "One Army" and the "Total Force." With the conclusion
of American involvement in Vietnam, the subsequent draw down of the
Active Army, and in light of our world-wide military commitments and the
need to maintain a responsive military force capable of reacting to a
wide range of contingency plans, these terms have assumed greater im-
portance. Accordingly, there has been an increased emphasis and reliance
on the Reserve Components of the Army.

This increased reliance on the Reserve Components has been manifested
in an extensive testing program to discover ways to upgrade Reserve
Component training readiness and in several small studies aimed at re-
ducing Reserve Component deployment time. It is the latter area to
which this paper is addressed -- specifically, to the reduction of time
by optimizing the Reserve Component mobilization stationing plans.

BACKGROUND

In September 1973, the Chief of Staff of the Army directed FORSCOM
to undertake a review of the existing planning times for deployment of
the Reserve Components and to recommend changes to effect reductions.

As a part of this review, a critical look was taken at the Reserve Com-
ponent mobilization stationing plan, the method by which it was developed,
and the need for periodic revisions. Concurrent with this study effort,
the Affiliation Program was being developed. This program resulted in
numerous requirements for changes to the stationing plan. In addition,

a desire to adjust the DA Master Priority List (DAMPL) and the Postmob-
ilization Deployment List (PMDL) to reflect changes in the readiness
status- of Reserve Component units promised to further complicate prepara-
tion of stationing plans.

In view of these requirements and possible changes, it was felt that
some means of optimizing stationing to minimize deployment time was re-
quired. It was understood that the method developed for this purpose
had to be responsive to frequent and sometimes radical changes, and that
the response time to these changes had to be brief.

SCOPE

This is a practical, real-world problem which needs to be solved
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and which lends itself to solution by a systems analysis approach using
operations research techniques. This paper describes the conduct of an
initial systems analysis. It addresses the basic form of the problem,
the complicating factors involved, possible approaches to the solution
of the problem, the general form of these approaches, and some simplify-
ing assumptions that can be made to aid in the solution of the problem.
Because it is an on-going action, the definition and formulation of the
problem are stressed.

DISCUSSION

The basic problem is that there exist several thousand Reserve Com—
ponent units which, upon mobilization and before movement to a port,
must be moved to a mobilization station to complete their training and
preparation for movement to a theater of combat. Each of these units has
a priority for deployment established by the DAMPL or PMDL.

The initial reaction was to formulate the problem as a simple assign-

ment or transportation problem. These are both special cases of the
general linear programming (LP) problem and have relatively simple and
efficient solution techniques associated with them. The transportation
problem may be stated as follows:

Find xij (i= 1,2,...,m; j = 1,2,...,n) to minimize

= 8
[od X

subject to

gl

xij = a for i = 1,2,...,m

(SN
[]
(=]

[~

xij = bj’ for j = 1,2,...,n

[y
"
}—l

x1j >0 for all 1 and j
where

m = the sources

n = the destinations

a, = the units available from source 1

b, = capacity of destination jJ

cij = cost (time) to move a unit from source i to
destination j.

The assignment problem is a special case of the transportation problem
where m = n, a, = 1 for all i, and bj =1 for all j.
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Further examination of the transportation problem, however, showed
that the model has feasible solutions only if

m n
Lot Loy
= j=1

and the stationing problem is such that this requirement is not satis-
fied; i.e., the supply of units exceeds the station capacity. The
constraints, therefore would have to be formulated as inequalities.

' xij g‘ai, for i =1,2,...,m

J

n

[

m
igl xij Sbj, for j = 1,2,...,n,

and the stationing problem must be formulated as a general linear pro-
gramming problem.

System Analysis

Although the basic problem could be formulated as a general LP
problem, it was not surprising to discover that the detailed problem had
parameters that could not be ignored and which frequently did not con-~
form to assumptions of linearity. Some of these are listed below.’

- Incompatibility of some units and stationms.

Time-phased availability of installations.

Limited outloading facilities and transportation.

[

Required delivery date overseas.

@arying station capacities.

Constraints imposed by ésmputer capacities.

~ Fragmented units with numerous home stations.

Multiple mobilization stations required for some units.

Some of these could be handled routinely with standard techniques
of LP. For example, the incompatibility of units and stations can be
addressed by the assignment of an extremely high cost (time) for move-
ment from the unit location te the particular station(s) with which it
ig»incompatible. Varying station capacities merely require that the
capacity for each stationfor possible mixes of units and equipment be
identified in advance and deffred zc tha right hand side of the constraint
equations. ;
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Other problems may be eliminated by making simplifying assumptions.
Since the basic problem only assumes importance in the event of full
mobilization (and, one supposes, extreme national emergency) it can be
assumed that most available transportation assets would be used for the
movement of military units and equipment. The number of units requiring
multiple mobilization stations because of specialized equipment and train-
ing requirementsis small and the probable effect on the solution appears
0o be minimal, so it may be assumed that units require only a single
nobilization station.

The majority of the parameters listed, however, affect the choice
of 2 solution procedure and could require redefinition and/or reformula-
tion of some elements of the problem. These merit some additional
explanation.

The complete set of mobilization stations includes many inactive
and semi-active installations. These installations require establish~-
ment or expansion of the garrison force necessary to accept mobilized
units and administer a post. The time required to gather this garrison
together, refurbish facilities, and prepare the installation for occupa-
ziorn. by a mobilized unit introduces time phasing, a dynamic aspect, into
+he problen.

Not all units possess the same degree of importance to_the aécomplish-
ment of a combat mission. Accordingly, priorities for Introduction of
units into the theater of operations have been developed. In effect,
these priorities impart a weighted value to each cf the units. Thia
20uld require that the problem be reformulated in terms of a measure of
criticality to the success of combat operations. The problex then would
be to maximize the index of success. This greatly expands the scope of
the original problem and includes a great many unknown and undefined
faztors. )

Many of the units in the Reserve Components are fragmgated into
numerous detachments and sub-units which are located at widely separated
locations. Complete identification of movement times from each of these
locations could make the problem so large that it could not be solved on
mnost computers. Thus some method of grouping units by location is
~equired. Related to this problem 1s the variety of equipment
assigned to units. These different types of equipment and units require
i:Ul2rent movement techniques and thus have different movement times
agscciated with them  Again, the possible combinations involved could
rendex solution of the problem impossible, so another grouping or
categorization may be needed for unit/equipment types. The extent and
naturc ¢S the groupings may te Zictated by the capabilities of the compu-
ter tc be used. so the analvsis must include a study of the computer
facizities.

Problem Solving Techniques

Zaving thue analyzed che aystem, some additional consideration must
he tiver ro the techniques for =¢i~i’g the problem. These additiecnal
techrizues should be examined with regard to the system pagumeters jupt
2dg. =22 and che e2ffect these -acameters have on the basic problem of
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optimizing the mobilization stationing of Resrve Component units to mini-
mize deployment time.

One very apf;"aling approach is to consider only a sub-set of the
units and to develop an optimal stationing plan for this sub-gset using
LP. Because of the emphasis on the Affiliation Program, directed mutual
support programs, and other "high priority" packages of units, a key
sub-set of units could be easily identified. This-would significantly
reduce the size of the problem, stationing could be limited to active
installations, and some of the relatively more important units would
receive priority.

Another possible approach is the use of LP to optimize the station~-
ing of a sub-set of units sufficiently large to-use the assets of the
immediately available (i.e., active) stations. Additional LP problems
could be solved by adding installations as the inactive and semi-active
installations became ready to receive units. This approach would require
the solution of a LP problem each time an additional station became
available for use and each time a unit completed training and cleared a
mobilization station. This is obviously a suboptimal approach to the
problem. It could result in _;an unacceptable delay in moving some
larger units to a mobilization]by filling vacancies with émaller units
or, conversely, could extend times by maintaining vacancies at a station
until enough space became available to move the larger units,

Techniques other than LP may also be considered. The most likely
candidates are simulation and dynamic programming. Simulation, using
standard techniques such as GPSS, GASP, and SIMSCRIPT depending on-the
available ~omputer programs, seems particularly well suited to the prob-
lem. - While it would not guarantee an optimal solution, it could prow
vide a near optimal one. Simulation i8 particularly well suited to
handle the dynamics associated with completion of training and addition
of stations, and the problem could readily be expanded to include the
movement of units from the mobilization station to a port.

Dynamic programming has many of the same advantages as simulation;
it alilows the introduction of the dynamics and the solution of the two-
stage problem (i.e., the movement of units to the mobilization station
and thence to a port). Further, it could provide an optimal solution.

I1f the stationing list is to te formulated in advance of mobiliza-
tion and used as a planning document, both the simulation and dynamic
programming approaches would require estimates of the amount of time
required at the mobilization station by each unit. Estimates of this
time which are currently available are subject to frequent change and are
not considered to be highly accurate.

It is also reasible to use combinations of these problem solving
techniques. For example, an optimal stationing plan for a critical
sub-set of units could be developed usinz a LP approach, and the remainder
of the stetioning plar could be developed using simulation or dynamic
programming. Or, LP may be used to optimize the stationing for a sub-set
of units and all actlve -instaliatlons; simulation or dynamic programming
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would then be employed to develop the rest of the plan.

Of those techniques considered, it 1is the last one discussed (the
combination of an optimal solution for the largest possible sub-set of
units and stations and the use of simulation or dynamic programming)
which seems to offer the greatest promise.

The Chosen Approach

Let us”then look again at the problem and address its solution in
terms of the selected problem solving technique.

The original problem was to develop an optimal mobilization station-~
ingplan such that it minimized the deployment time of units.. The method-
ology for developing this stationing plan was to be responsive to frequent
and sometimes drastic revisions and the time required to effect the re-
visions was to be as short as possible.

To reduce the problem to manageable proportions, several simplify-
ing assumptions were made:

- Transportation and outloading facilities would Be available for
immediate movement of units to mobilization stations.

- Units require only one mobilization station.

Also, some grouping or categorization of the problem elements is required
to preclude exceeding the computer capacities.

Groupings of units would be made based on two characteristics —
size and classes of equipment requiring different movement techniques.
Sizes would be grouped according to the number of personnel (e.g.,
brigade, battalion, section), and equipment could be described as 'light,
air-transportable equipment,” '"light equipment requiring special handling
techniques,” " heavy equipment not transportable by air," etc. Each
mobilization entity (subentity in some cases) would then be described
by two coded identifiers specifying size and type of equipment.

To further reduce the size of the problem, key transshipment centers
must be identified and associated with a speci<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>