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I. INTRODUCTION AND GUTLINE

1.1 HISTORICAL BACKGROUND

The seventies has ushered in the era of computer communication networks that are essentially networks
of computers interce nnected for the purpose of resource sharing. The concept of reso - e sharing, wherein
users can access the vast software and computer hardware on a global basis is a fitting ex'2nsion of the time-
sharing systems of the sixties. The unrelenting pursuit of more powerful, faster and versa:ile computer capa-
bility has resulted in the union of time-shared systems sharing each other’s resources by interconnecting them
over a network to effect a compurer communication network.

Time-shared systems are not in the process of being phased out, but rather are being expanded depending
on users need. Computer systems for airline reservations, hotel reservations, military fire control, credit check-
ing, on-line banking and savings, etc., are in effect groups of remote terminals feeding a central processor, where
cach CPU is dedicased to 2 particular problem. The quest for bigger, faster, and more relisble computers is
asvmptotically bousded by the speed of an election thru a conducton: hence, CPU access times or cycle times
n nano-seconds is the upper iunit and physical size of the computer becomes somewhat 1000t.

Space technology paved the way for miniaturization and high reliability by virtue of micro logic. The
direct consequence of micro logic in the computer field was the mini-computer; this increased considerably
the volume of computers along with their associated users and subsequently increased the demand for software.
The demand for mere sophisticated software, taxed the capability of the mini-computer; hence another bound-
ary was being approached, that being a given computer complex ¢co 'd only be efficient for certain classes of
problems, whether the complex was made up of mini or maxi computers or a combination of both. The prob-
lem o1 effecting a compuier facility with maximum throughput, minimum cost, high relizbility, remote acces-
sing, computatioral versatility, computational efficiency, ete , was rapidly approaching an impasse. Dr. L. G.
Roberts [RO67] was initiating the concept that existing computer systems could be better utitized when inter-
connected in a network so that the resources (harware, software, and data) could be shared.

The construction of a computer network enabled each computer system oriented to some specialized
effort to be interconnected on a network, but each system maintains its autonomy. The result of this inter-
connecting of computer systams saves duplication of effort and hopefully minimizes cost to the user, while
maximizing his computational efficiency.

The computer commuiiication network while heralding in the era of resource sharing brings with it many
new problems associated with computer networks. Computer network problems reducc essentially to the prob-
lem of moving messag s from sovrce S to destinatior /) in a minimum time frame (error frec) and is very simi-

far t- & transportation or tiaveling salesman problem.
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The computer network should Jook transparent to the individual computer system and provide the
necessary message handling capability required to transmit and insure rapid delivery of error free messages
from souree o destination, Since computer networks are not fully connerted for economic consideration,
there exists i requitement for storing and forwarding of messages between relay nodes within the network
and as o consequence g routing strategy for rapid delivery of messages that can adapt 1o network traffic Joads
or blockage must be established. Thus, the problem, simply stated but not simply solved, is the storing and
forwarding of messages (packets) along some given network configuration,

A historieal teview of the evolution of computer networks is contained in the work by Fult, [FU72)
and NBS bibliography [NBS73), 1t will suffice for the present to use the definition by Cole [CO71] for g
Seompiter network™: A computer network is a set of interconnected processors which can be utilized joint-
IV inca productive nanmer, but whicl notmally are controlled by separate operating systems, and can perform
- autonomous manner,” /

The amlytic testment of stochastic flow of message traffic in connected networks of communication
centers was studied by Kleimock [KLOG), Kileintock considered retworks that were channel-capacity timited,
i Diis measure of perfornunce was tahen to be the average delay encountered by a message in passing through
the net. He addressed questions pertaimng 1o the assirnment of channel capacities, effect of priority discipline,
choice of routing procedure, and desipn of topolagical stiuetre, Although Kleinrock’s initial efforts preceded
present day computer networks, bis concepts are the basis for most analytic studies in this area. The system to
which he directed his techniques were assocrated with the automatic telegraph switching system of Western
Union for Air Foree militny waltic | VERSK].

Kicintock used the disciphne of the carly mvestivitors of queaeing processes, Johannsen,! Erlang [BRO4K)
and numerous other contributons to the early development of queneing theory (Moling IMO22,27] and O'Dell
[0°D20.27]) ) and incorporated these disciplines along with modern day researchers (see Kleinrock [KL64] for
further Tisting) 1o study communication nets, His efforts are notable in establishing some of the mathematical
tationale ased in eviluating communication networks,

The work of the Rand Corporation in a series of memoandy titled **On Distributed Communications to
a Low-Data-Rate Military Command and Control System® was primarity the work of Baran |[BAG4A-6411! .
Other contributors in the Rand study were Bochm [BO64 | and Smith [SM64] and the Inftiation of store.
and-forwand messape switched digital networks, This series of memoranda brought out Baran's definition
ol packet™ mong with his *hot potato™ routing algorithm,

The Rand sevies was primarily interested ie the survival of communications after an attack on the sys.
tem, Fhe series concerned itsel with stochastic adaptive routing techniques tiat used informtion from mes-

spes vassing through the network to adjust routing tables: deterministic techniques, which use dynamic

I, Reterence to Johanisen’s work can be tound in [Brurklll\‘_\'\'r 48] .



programming or graph-theoretic algorithms to recalculate changes in the tables from observed changes in the
network.,

Tke groundwork set down in the Rand series led to the development of computer communication net-
works, the most ambitious effort underiaken io da.e being the Advanced Research Projects Agency (ARPA)
Computer Network, or more simply the ARPA NET. The evolution of this network is rather extensive aru
a very good bitiiography on the ARPA NET is given by Wolt [WO73], who also gives an excellent overview of
the ARPA network.

The prime mover behind the creation, growth, and development of the ARPA computer system is cred-
ited to Roberts [RO67]. He indicated that existing computer systems could be more rffectively utilized by
interconnecting them in a network so that their r=30urces couid be shared. The idea uf rescurce sharing was
not entirely a new concept, but ins 2ad a natural outgrowth of carlier interconnected systeins, such as the
Semi-Automatic Ground Environment /SAGE) air defense system of the fifties [Everett 57].

There were numerous computer-connected systems that existed prior to ARPA and are historically re-
vieved by Fuitz [FU72]. One of the early svstems was the: American Airlines SABRE Reservation System
[PL61,, thatled to the present systems used by otlier airlines, hotels, etc. The need for improved military
data communications led to the Automatic Digital Network (AUTOD'N) Communications System in 1963
[Miltar 681. This sy~tcm depended on both line and message switching facilitics with added constraits of sur-
vivabhity and vulnerability.

In addidon o comaputer systems listed by Fultz, there is a tutorial wri 2-up of four currcatly operating
computer-communication networks |Schiwartz 72|. They include the TYMNET network, the G.E. Informat.on
Services Network, the NASDAQ over-the-counter stock-quotation syster v, and the Computer Seiences Infonet.
These systems all contain some mixturz of computers and networks and possess to various degrees the need for
store-a+ “forward capability. This store-and-forward technique of sending and retrieving data as opposed to
dedicated connections while hane .ng data is the unigueres 7 co mputer-communications. It should be noted
that in the TYMNLET network, they prefer to describe the function of their network as virtual line switching
as opposed to message switching.

Computer networks, while solving possible cost effectiveness of computer systems by bringing massive
hardware and software resources to users with moderate investments, also brought massive problems of network
structure, nandling and transmission of message ronting procedures, and CPU protocols. This then is the chal-
lenge of the seventics, to extend to more users the vast computer resources on a globat hasis, with minimum
cost, high reliability, remote accessing, maximum throughput, all with a minimum of e!fort and time for the

user.




1.2 PROBLEM CONSIDERED

The intent of this research effort is to establish a tractable adaptive routing procedure applicable to
store-and-forward computer-communication networks. The routing assiznment wil! be un a node-to-node
basis and will essentially be an extension of Baran’s [BOEHM and BARAN 64] “hot potato” routing tech-
nique with priority assign:ments. The concepts of adaptive routing are not new, but are lacking in true adapt-
ability due to network topology changes (new links or blocked links), or the *deadly embrace” of “looping™
as well as “p'mg—ponging".' It is unlikely that there can be an all encompassing optimal routing technique for
all netw=rk designs and all system constraints, The definition of optimal is open to debate, since it couid be
conditioned on cost, time-delay, guarantced delivery, minimum path, maximum throughput, etc.

The definition of optimality that will be adopted here will be in the context given under dynamniic pro-
gramming principles s applied to optimum paths and states:

The optim=zi path from X to A has the property that, for any node Y along the path, the remainder of
the path is the optimal path from Y to A. If we define M(X) as the set of neighbors of X connected to X by

links, we have

D(X) = Min [d(X,Y) + D(Y)]. (1.1)
YeM(X)

The procedure will be to simulate some routing strategy for a given network topology or general class of
s *works and measure the effective adaptahility of the routing, when it is compared against various perfor-
mance measures. Performance will be measure ! on the basis of average message delay, throughput, and per-
cent of undelivered messages. When dealing with an operational network, a measurement of average message
delay includes such items as: queucing delays, line and node blockages, node processing delays, and message
retransmission due to channel errors.

The measure of performance will generally be obtained from cemputer simulation, since mathematical
models do not lend themselves to analysis of network performance. This absence of a mathematical model
to effectively evaluate a network in closed form, means one has to represent the system patametricaily, simu-
late the system, analyze the results, and ascertain what changes should be made.

The major emphasis in this research will be to demonstrate how some relatively simple add-ons to already
existing adaptive routing techniques can decrease the average message delay and correspondingly increase mes-
sage throughput ir: the network. A further objective of this study will be to assess the effects of priori v assign-
ment to messages that have reached some specified aging threshold while in the network and note the effects

of such priority assignment on netwerk performance. The technique will involve working on a node-io-node

* “Looping" is when a message repeatedly travels the same set of nodes. “Ping-punging” is where a message goes back
and forth between the same two nodes.




basis within some specific neiwork topology and rptimize the routing while attempting to minimize the hard-

ware and software requirements at the nodes.

1 3 OUTLINE OF THE DISSERTATION

Chapter 11 is an overview of routing strategies and routing classifications. Chapter Il ireats priority
assignment strategies and optimization of a defined measurement parameter, throughpat factcr, ¢(t k) and
Low it relates to the priority threshold setting k. A closed form solution for ¢(t,k) is obtained on a 3-node
network assuminy, infinite buffers and fixed routing. The problem of analytically modzling a store-and-forward
system with adaptive routipg is also addressed in Chapter 111.

Chapter [V an_d V are simulation studies on an 8-node and 19-node network respectively. The simula-
tions are a means of verifying the performance of some selected algorithms with the modifications suggested
in this study. The adaptability of the routing algorithms were tested on undamaged and damaged networks
of the class mentioned above. Chapter VI is a comparison of the numerical throughput factor tc the simulated
one for the 19-node ARPA network.

This work is summarized in Chapter VII alorg with final conclusions and recommendations for future

work,




1I. ROUTING STRATFGIES

An excellent overview of the basic routing problem, routiag requirements, and routing classification is
given by Fultz [FU72] and a brief summary of his eiforts are worth reiterating here.

The basics of the deterministic routing problem have been formulated mathematically and some general
techniques exist for solutions to some specific classes of problems which have been cited by Ford and Fulker-
son |FGA2]. Their soiutions are associated with maximum flow problems, the Hitchcock transportation, pro-
ject planning, and the shoitest route protlern,

The standard switched circuit communication netv.ork has a routing problem associated with finding
free communication links that maintain a fixed path for the duration of the message flow. On the other hand,
in a message switching computer comminication network, the riessages must be routed under a different
strategy. Message rcuting involves queucing delays due to .ne store-and-forward aspects of 10uting strategies.
This class of nets utilizes m :ssage delay estimates as a .ncans of measuring neiwork performance; hence, rout-
ing strategies arc of prniie concern,

General requirements for message rouang can he listed in ihree categories. One, the routing technique
should adapt to changes in network topology resulting from nede or line failures. Second, routing stiategy
should adapt to varying source-destination traffic loads to insure minimal message delays. Third, centingency
plans should exist for dropping of undeliverable messages: i.e.. messages should be dropped after some pre-set
time lapse.

Store-and-forward routing is in the same context as packet-switched networks. In either vernacular, the
hasic unit of information exchange is the *“packet™ and varies from 1008 to 1024 bits depending on whether
the header is included. The ARPA system accepts messages up to 8095 bits in length and divides these into

1008 bit packets.

2.1 ROUTING CLASSIFICATION

Before analyzing some of the popular routing algorithms, particularly those pertaining to adaptive tech-
niques, it would be instructive to list the reuting classification.

It was stated previous.y that there were three major categories for classifying routing techniques and
they were given by Fultz, Boehm and Mobley [BN66], along with a quick summary. Fultz’s list augmented
with the RAND series are as follows:

A.  Deterministic Routing

1. Floéding
a.  All links

b.  Selective links



to

Fixed routmg
a.  Table look-up
3. Spht traffic
4. Optimum bifuzcated
b.  Suboptimumn bifurcated
4. 1deal observer (scheduling problem)
a.  Present

b. Future

o

Ideal routing table and shortest path
6.  Dynamic programming (solutica of the shortest path)
7. Butrimenko's method (of updating shortest paths)
5. Stochastic Routug
: Random routing
2. Lolated
A Local delay estimates
b, Shortesc queue + bias

3. Distributed

a. Periodic updating (nearest neighbor)
b, Asyuclironous updating (Percolation)
4. Baran's “hot potato”
s B wards lewmmnmg
6. Negative reinforcement

7. Bradapuve
8. Superposttion
€. Flow Control Rounmny
1. ksarithmic network
2. Bultes storage sllocation schemes
3. Specual route assignment algonthms
Any attempt to go into any sigmiicant detail of all the possible routing schemes in the vanious categories
would be too much of an undertaking and would deteact from the wsuc at hand and can be found in the cited
references. The histing is to he p keep ohomiques an their proper perspective and a given routing scheme will be
claborated on when deemed approgiiaic tor a given discussion.
A brief resurie of some of the routing techniques will be given next.: details can be found in Fultz [FU72),

Bochm and Maobley [BO66, 69}, or Fultz and Kleintock [FUTT.




2.2 DETERMINISTIC ROUTING
Deterministic routing is where the routes are selected from the network structure, based upon the mini-

mum time delay to reach a destination under ideal, loop-free conditions.

2.2.1  Flooding
Each node recviving or originating a message transmits it ove: every outgoing link, after checking to see
that it has not previously transmitted this same nsessage, or that 1t is nou the destinatio.. of the message. In-

efficiency is the price paid for this technique.

2.2.2  Sclective Flooding

Each station will transmit only over links heading in the genera} direction of the destination. Storage of
tables at cach node for the best outgoing hink is the price paid by this method. In addition, if nodes and links
are disabled, some sources and destinatiens would be connected only by round-about paths excluded from

consideration by the selective flooding technique.

2.2.3  Fixed Ronting
Fixed routing specifies a unique path over a selected sct of links m(N,, ...J'V".) for a given source node N,
and destination node \l This 15 accomplished by a table look-up from a routing table containcd at each node.

Fixed routing reouires completely reliable nodes and nnks.

2,24 Splr Traftic

This techiique has been reposted by Fultz [FU72], and as opposed to fixed routing, allows traffic to
flow over more than one set of paths between a given source-destination node pair. This splitting of traffic is
called traffic bifurcation. The suboptimal bifurcation is used since it’s more simple in structure and requires

less computation time than the optimal.

2.2.5  Ideal Observer

This technique is essentiafly a scheduling problem. Each new packet entering the systera has its mini-
mum route computed for the given source-destiration pair. This newly computed route is based upor the
complete present information about the packets already in the network and their known routes. If ihe ideal
observer has information about future cvents, this is also utilized in computing the route. This technique is

more theoretical than practical, but serves as a basis for comparing other routing techniques.

2.2.6  Ideal Routing Table and Shortest Path

Let X, Y, and A denote arbitrary niodes in a network, and let J/ X, Y ) denote transit time along the link.




If node A 15 the destinatron, the ideal routing table entry gives the shortest distance from node A o
node Astarting along Imk XY, and may be represented as a function R(X.Y) of X and Y alone. If one defines

D(Y)as the distance along the shortest path from ¥ to 4, it follows that
R(X,Y)=d(X.Y) + D(Y), for node A. (2.1)
Hence, if D(Y) 15 determined for all nodes Y, then one can compute the table entries R(X,Y) of the ideal

routing table nnom equation (2.1). The report by Boehm and Mobley [BO66] elaborates ont many of thess

rontmg procedures.

227 Dynamic Progranmimg
The dynamie programming principle of optimality states.
The optimal path from X to A has the property that, tor any node ¥ along the path, the remain-
der of the path is the spumal path froms ¥ to 4. 1 we detine N(X) as the set oi nerghbors of X' connected to

X by Iinks, then

DY) = Min [d(X.Y) + D0Y5) (.2)
YNLD)

Dy nantic programnung requures stormg routine tables at each node as well as a map of the network. Any
clanges in the net are sensed by newhbonng nodes that can communreate these changes to all other nodes. Dy-

namic programnung s teatedin B Haman and Dreytus [BELO 2]

2.2.8  Butnimenko's Method

Butnimenho's [BU64] method of updatng the shortest path uses perturbation techniques that acjust to
simultancous, or near simultancous, tailures or additions ot nodes and Links.
Th2 Butrimenko method checks tor possible link or node falures in the network by verifying at cach

node N atong g messape™s route whether or notit s stll the numimum route to take.

2.3 STOCHASTIC ROUTING
Stochastic routing operates on g probabilistic set of decision rules. Routes are based on the actual state
of the network or estimates of the present state. Stochastic routig as well as deterministic routing were ini-

tially suggested by Boclim [BO6O |




2.3.1  Random Routing

Random routing uses a decision mle for next node to visit based on some probability distribution over
the set of neighbor nodes. The set of nodes can be all or some selective set that are in the general direction of
thie message’s destination,

Prosser [PR52} and Kleinrock [KL64] investigated some of these random routing techniques. They con-
cluded that although such routing may be relatively unaffected by small changes in the net structure, they were

highly inefficient in terms of message delay.

2.3.2  Isolated

The source of information availabie for developing the delay tabie estimates determines whether the
routing technique belongs to the isolated or distributed class. It the only information availsble to a node comes
via packets flowing through it. ther the procedure is designated as isolated, or a local delay estimate.

Shortest queue + buas is a techimque where a packet's route is selected by placing it in the shortest output
channel queue. This technique is used in the ARPA system |Heart 70} and is extensively dealt with in Fultz’s

{EU72) work. This procedure will be further developed i section (2.6.2).

2.3.3  Distributed
Operates in the same basie way as the isolated technigue. In this routing *ecinique, neighboring nodes
2xchange status information as regards to delay and routing information. This information exchange is accom-

phished by special information packets: hence, routing data percolates throughout the network.

23,5 Baran's “hot potato™

In a marner analogous to selective flooding theie is a technique whereby the table ac each node has not
only the best outgoing link for each destination, but also the second best through nth best, enumerating all n
outgoing links. Thus an incoming message can be immediately routed out on the best available link at any
given instant. This selection of outgoing hinks is culled “*hot potato™ routing, and was extensively investigated

by Paul Baran in the RAND Memoranda series [BA64A-641 .

2.3.5  Backwards Learning

In the report by Boehni and Mobley [BO66]. the value of the hand-over number (//N) contained in a
message received along the incoming link (1.7) estimated the shortest time currently necessary to go from the
source S to the present node X. The backwards learning « :chnique (Used by Baran [BA64] in the “On Distrib-
uted Communications” series) utilizes the fact that /{V also ~stimates the shortest time T (S.L/) currently nec-
essary to go from X to §, using L1 as the outgoing link (£.0). The value T (5.L1)q |,y of the routing table at X

is then updated by a simple averaging process.




2.3.6  Negative Reinforcenient

Negative reinforcement is a class of techniques that penalizes various routing table entries by various
amounts whenever the delsy coming into a rode is ¢quil o the delay going out from said node via the same
link. It adds some constant delav value to its old routing table values whenever this equainy occurs. The in-

tent of this operation is to reduce the “ping-pong” efiect.

2.3.7  Bi-adaptive
Bi-adaptive is still a further synthesis of backwards learning and negative reinforcement, where table en-

tries ¢an only be increased by negauve reinfurcement and decreased by backward learning,

2 5.8  Superposition

Superposition is the linear combination of backwards learning and negative reinforcem at.

24 FLOWCONTROL ROGUTING
Flow control routing involves techriiques to coordinate the network message routing algorithm and the
activitics of the software at source and destination nodes regarding sequencing of messages, network connec-

tivity, buffer storage allocation, ete. Flow contiol routing was studied and classified by Fultz [FU72].

2.4.1 Isarithmic Network

Davies [DA71] proposed the isarithmic network as a solution to the network congestion problem. He
observed that the level of roffic within the network could be expressed by the number of packets in transit.
His solution was to prevent congestion by olacing a limit on the total number of packets in the network. Thus,
he defined an “isarithmie™ setwork as one where the total number of packets is held conswo vt The idea was
hasically to have a fixed nomber of packets in the system either empty or carying data, When data is iemoved

from a packet an empty one is available 0 scquire rew data.

2.4.2  Buffer Storage Allocation Schemnes

Puffer storage sllocat.on is the technigque of coordmating network routing with that of congestion con-
trol aigorithms to climinate bottienecks at the butfer queues. Effective buffer storage schemes enable high
throughput levels for the net as well as acceptable average message delays. Bufter techniques are discussed by

Zeigler [ZET1 ]

2.4.3  Special Route Assignment Algorithing

Route assignment algorithms are the attempts to avoid establishing instantancous alternate routes in

response to fapid chauges in trattic flow within the network. They control the rate at which traffic is allowed




to increase on paths in a net and the interval before additional alternate routes are established. Tlis subject

has been investigated by Fultz [FU72}, Kahr snd Crowther [KA71} and Frank, et al [FR72].

2.5 ADAPTIVE ROUTING
The present day concept of adaptive routing can probably be attributed to the RAND memorandum by
Bochm and Mobley [BO67]. Their objcctive was to reroute messages in a military communication system where
tne hnes of communication had been damaged or destreyed. They were investigating an effective adaptive
routing technique that would adjust the routing tables of the message-switching control system to a changing
network topelogy. Present day computer communication networks need to employ the same adaptive rout-
ing strategies, not for safeguarding against attack, but for keeping data from getting blocked at overloaded
nodes.
Summuarizing the previous sections we can say that adaptive routing techniques fail into two basic classes:
1) Stochastic techniques that estimnate the time required to reach a destination from observa.ions of messages
passing through nodes. and 2* deterministic techniques that compute the time required to reach a destination
vnder ideal condiions hased on network structure. Fu.tz iis's a third technique, called flow control routing
that incorporates butler storage silocation schemes and special route assignment algorithms.
Routing requirements for packet switched networks can be listed briefly as follows:
1. Message routing should insure rapid and error-free delivery of messages.
2. The routing strategy should adapt to changes in the network topology resulting from node
and communication Lnk failures.
3. The routing technique shoutd adapt to varying source-destination traffic loads.
4. Packets should be routed around nodes that are congested or temporarily blocked due to full
storage.,
5. Packets should be routed to their destinations via the fewest intermediate nodes,
6. A techuique for detecting “loops and ping-ponging™ should be incorporated in the routing
strategy.
7. The routing technique should be as simple as possible to minimize hardware and software

requirements at cach node.

2.6 ROUTING SCENARIOS COMPARED 114 THIS RESEARCH

The following algorithms are briefly outlined along with their associated acronyms. The ou tlines are
intentionally brief, since there are ample references cited in this and previous sections.

Routing tables are initially calculated by computing the rinimum path matrix on an empty network.
Floyd's algorithm [FLOG2] is generally used to solve the shortest paths for setting up the node delay tables.

[Frank 71} has developed a computationally more efficient routing matrix that the author claims would yield
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a near optimal routing strategy.* These initinhizing algorithms weuld be essentially optimum if the network
either did not become too congested and there were no changes in net topology due to link or node failures.
In all cases of iouting the following specifications should serve as a guide,
1. Route selection should be independently performed at each node, based on nearest neighbor
information and traffic patter in the immediate area.
2. Individual routing should be :lobally sensible.
3. Updating should be conaitioned un queue size at the next best nodes: i.c., update if traffic
(messages) start to overflow at a given queue.

4. Paths with fewest nodes to destination should be considered first,

2.6.1  ARPA Routing Strategy

The ARPA network utilizes Inter Message Processors (IMP’s) that are autonomous to the system. Each
IMP maintains its own routing table that it updates every half second using nearest neighbor estirates of delay
10 cach destination. ARPA routing is adaptive, although it is not optimal. There is also an instability in the
ARPA system caused by such things as node A routes messages to node £ via node # and B beheves the best
path to Cis via node A. This instability in routing is generally calied ping-pong effect and in th.. example would
be ping-ponging between nodes 4 and B.

The routing algorithm directs each packet to its destination along i path for which the total estimated
transit time is minimum [Heart 70]. This path is not determined in advance: instead, cach IMP individually
decides which of its output lines should transmit a packet addressed to another destination. The selection is
made by a relatively fast and simple tookap procedure, whete. for each possible destination, an entry in tire
table designates the appropriate next leg. These entries retleet line or IMP trouble, traftic congestion, and cur-
rent subnet connectivity. This routing table is updated every half second as follows:

Each IMP estimates the delay 1t expects a packet to encounter in reaching every possible destination over
all of its output lines. The mimmum delay estimate is sefecied for each destination and periodicaily (about
twice a second) passes these estimates to its immediate neighbors. Fach IMP then constructs its own routing
table by combining its neighhors” estimates with its own estimates of delay to that neighbor. The estimated
delay to each neighbor is hased on both queue lengths and recent performance of the connecting commaunica-
tion network. For each destination, the table is then made to specity that selected output line Tor which the
sum of the estimated delay to the neighbor plus the neighbor’s sinallest delay is a minimum for a given
destination.

The routing table is consistently and dynamically updated to adjust for changing condittons in the net-

work. This essentially makes the system adaptive to flectuations of line traffic, IMPS, and congestion. 1t is

. Optimal routing s used in this study imphes roeting that mnmizes the avergpe message delay.




14

not necessary for an IMP to krow the topology of the network. Indeed, an IMP need not know the identity
of its immediate neighbors. This enables the leased circuits to be reconfigured to 2 new topology without
requiring any changes to the 1MP's,

In the ARPA network the basic unit of information passed between any pair of nodes is called a *packet”
with maximum size of approximately 1000 bits. Messages that originate at a HOST computer (any number of
large computers serving the ARPA net are called HUST; have a maximum length of approximately 8000 bits.
The IMP breaks these large message packets into 1000-bit segments or packets. These packets are then handled
by the network as independent entities until they reack their destination node. Packets of a multi-packet mes-
sage have headers associated wirlt them for error cnecking, how many packets in a message and their ordering,
and what their destination node is. When packets reach their destination node, they are reassembled before
transferring to the destivation HOST. Single packet messages are given higher priority thap multipachet mes-

sages so that the network can support interactive users.

2.6.2 Shortest Queue + Bias + Periodic Updating (SQ + B + PUD)

The ARPA system uses an algorithm for routing called shortest queue + bias + periodic updating
(SQ + B+ PUD). This scheme uses mmimum delay vectors to propagate from node to node any changes in
the system. The routing strategy uses a combination of the present table entries and queue lengths at the node
to choose the “best™ outgoing link, and its scenario is as follows:
For eacli point in time, calculate mimimum time delay (vector) to go from say node / to node J: ic.,
Min (Z.J)(Fig. 2.1).

Node / will ask 4il of tts neighboring nodes Ki what is their min. delay vector:i.e., (I\".,J).

All K'. 's are connected directly to

1, but not necessarily to J.

Fig 2.1 5 Node network

Take minimum of all neighboring nodes K, 1nd this establishes the following:

Min (£.J) = Min{(K, J) + WLK) + QU KD} - (2.3)
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where

(KJ) = path length from node K; to node J,

R(/,K;) = link time from node / to node K,

QU K;} = queue length at node / on output link to node I\"..'
and

X, = a neighboring node of /.
Nev: routing table now uses the new delay values
A= (KD + k) (2.4)

Hence, the new routing table becomes:

I‘Kl K, K,
(2.5)
J ' Ay A!2 - At
The next node KQ is chosen such that
QUK+ a1y = Min {Q LK) + A1}, (2.6)
!
Hence
Min (1, J) = 5Q + B + PUD. (2.7)

2.6.3  Preaszned Links (PAL)

Preassigned links (PAL) is a technique where outgoing links for incoming messa:zes (vitlier external or
internal) are assigned as soon as messages get on the queue: i.e., butfer storage. Qutgoing links are chosen
from the routing tables: hence, for no updating, link assignment if fixed routing. When updating is em-

ployed, link assignments change according to what constitutes the new minimal path.
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It would take considerably more programming to check messages in queue and to recalculate
optimum path, than it takes to check avzilable outgoing links against those messages that have that link

assignment.

2.6.4 Backwards Learning (BL)
In the report by Boehm and Mobley [BO66], the value of the hand-over number (HN) contained in

a message received along the incoming Iix‘xk (LI) estimated the shortest time currently necessary to go from
the source S to the present node X. The backwards learning techmque (used by Baran in the “On Distrib-
uted Communications” series) utilizes the fact that HN also estii.ates the shortest time T(S, L/) currently
necessary to go from X to §, using L/ as th~ autgoing link (LO), The<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>