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INVITED PAPERS

SPACE SHUTTLE DYNAMICS

Mr. Robert Thompson
Lyndon B. Johnson Space Center
Houston, Texas

I woculd like to outline the Shuttle as we
see it at this time, and to point out to you
some of the features amd the characteristics
of the shuttle vehicle that will be of parti-
cular interest to you in your speciality area.
As Dr. Faget pointed out in his welcoming re-
marks, we feel that the Shuttle is fairly
fertile ground for those interestxzd in shock
and vibration.

In looking through some of your literature
it was my understanding that one of the principal
formats for the opening session was to have the
host agency describe some of its current program
activities, and to point out where in those
program activities interest in the field of
shock and vibration might be found. We are
at a very ctitical time in the design and
development phase of the Space Shuttle program.
This program has been underway for nearly four
years, The first few years were spent in
developing the basic concept of the Shuttle and
advancing some of the technology required to be
applied to the shuttle. For the last two years,
we have been very active in moving into prelimi-
nary design, The configuration that is described
18 fairly stable and sufficiently mature to the
point where it can be expected to endure. The
detailed type of shock and vibration considerat-
ions that I point out will be the real problems
that wve will be working with in the next few
years.

Figure 1 provides background for thoge who
aren't particularly familiar with the Shuttle,
and it gives you an uvverview of what we are
tryirg to achieve with the Shuttle system. As
the country came through ite first 10 or 15
years of space flight activity, as depicted
on the bottom part of Figure 1, we developed
a family of launch vehicles unique for the
various missions in both our manned and umnmanned
programs. In the late sixties it became apparent
to all that the Apollo objectives were to be
achieved, and the Skylab program, which is
currently flying, would effectively utilize the
remainder of Apollo hardware. Thus it became
necessary for the country to decide what it
would like to do ‘n space in order to have a
space capability in the 1980 time period. So
after many studies it was generally felt that
the development of a general purpose launch

system, or a general purpose space trznsport-
ation system, was the correct next step. We
looked at many alternates, such as continuing
exploration of the planets, large space station
programs, and many other things all of which
were attractive aud had a great deal of future
potential, We felt that the most important
priority was the development of an economic
space transportation system, and in so doing

we had to balance the development cost againat
the operation cost. We were very conscious of
the development funding that would be required
over a period of four or five years to bring
the Shuttle system into being, and we were
particularly eager to assure that the developed
system could operate to and from earth orbit in
an economical manner, This dictated a number
of characteristics, and we looked at many H
configurations. We have settled on the one
depicted in Figure 2, and we are well underway
in our design and development activities for it.

It T

s

Some of the physical features and charac- ;
teristics of the Shuttle are depicted in an
artist's concept of the vehicle in its launch
configuration; there are three major elements,
the Orbiter element which is the delta-wing-
airplane-like module, the External Tank-the
large body in the center which carries the
1iquid hydrogen and liquid oxygen for the rocket
engines in the base of the orbiter, and on either
side of the tank the Solid Rocket Boosters. So
these are the bodies, the masses, the springs,
and the rocket propulsion forces that we will
be dealing with in the system in the launch
environment.,

Figure 3 shows some of the overall system
sizes and characteristics. The overall system
weight is slightly in excess of 4 million lbs
at lift off. We ace able to carfy 8 maximum
cf 65,000 1bs payload if we wcre flying a due
east orbit, and the payload would be as low as
32,000 1lbs for a retrograde orbit. The delta
wing in the urbiter configuration has a span
under 80 ft. The payload bay 1s 15 ft in
diameter and 60 ft in overall length, and is
located in the central part of the vehicle.
The deita wing is sized to give a capability
of flying approximately 1100 miles cross track
during reentry and then achieving an acceptable
landing velocity for a tangential landing on

i
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the runway in an airpisne type mode. The Orbiter
haa three liquid-propellant rocket engines
located in the base and each engine has about
470,000 1bs of thrust in vacvum., We have
approximately 1,200,00 1bs of thrust pushing

on the back end of the Orbiter.

The other propulsion systems in the Orbiter
are the two orbital maneuvering system engines;
each of these 6,000-1bs thrust engines are
ignited in the late launch part of the trajectory
that pushes the Orbiter into orbit. These
engines are used *o attain orbit because the main
engines are cut off just prior to going into
orbit. They are also used for maneuvers while
in orbit and for the retrograde meneuver prior
to reentry into the atwmosphere. We have a large
number of RCS {reaction control systems) engines
located in pods on either side of the orbital
maneuvering system, on the aft part of the
vehicle, and located in the nose of the vehicle.
These RCS engines are used for altitude control
while on orbit and during the early part of
reentry. Although the weight of the Orbiter ia
150,000 1bs dry, it would weight in excess of
160,000 ibs at landing and could weight as
much as 250,000 1bs for a full 65,000 lbs pay-
load liftoff configuration., The total mass of
the Orbiter 1is approximately 200,000 lbs.

The External Tank is 27 ft in diameter and
165 ft in overall length; it weighs 1,610,000
1bs at launch. Approximately 907 of that weight
is in the liquid oxygen which is located in a
tank in the forward end of the overall external
tank. This mass is concentrated at the front
end of the tank in consideration of the overall
vehicle canter of gravity relative to the thrusc
location on the Orbiter and the thrust vector of
the combined vehicle. The Solid Rocket Boosters
are attached 20 ft out from the centerline of
the tank, and the principle axis of the Orbiter
is 25 ft above the tank., Thus one can begin to
visualize some of the forces, the masses, and
the spring constants that are involved in this
system. The main load path for the Orbiter to
External Tank is through the aft-attachmer.t
where the Orbiter is sttached to the tank through
the three landing gear locations, The main
2,500,000 1bs thrust from each Solid Rocket
Booster is taken out of the forward end of the
tank and it feeds into the inner tank structure
of the liquid hydrogen and liquid oxygen tanks.

Figure 4 shows the overall mission profile.
The lower center part of the composite picture
shows the vehicle in the vertical mode on the
mobile launcher as it leaves the vehicle assembly
building, We are using many of the ground
support features of Saturn Apollo System; the
vehicle on the pad would be supported by the
two Solid Rocket Boosters, the External Tank
would be supported between these two boosters
and the Orbiter would be cantilevered on back
of the External Tank. This view shows the
vehicle on the launch pad nearby the service
tower where we have the capability of onloading
the payload while on the pad. After igniting
the three engines at the aft end of the Orbiter

initially, we hold down the system while we
build up the thrust on the Orbiter, and then we
ignite the Solid Rocket Motors and releass the
hold downs of the Solid Rocket Motors so that
all engines are burning in parallel at liftoff.
We have thrust vector controls on both the solid
and the Orbiter rocket engires. Thz vehicle
lifts off in its parallel burn mode and the
Solid Rocket Boosters burn for nearly two
minutes (Fig. 4a). After the two minute burn,
the rolids have performed their mission, they
burn out and are separated from the External
Tank., During this separation maneuver the r-:kets
on the Orbiter are still prepelling; the Orbiter
snd the External Tank continue along the flight
trajectory to just short of orbit., We shut down
Orbi:er engines 150 fret per second or so below
orbital velocity and separate the External Tank
from the Orbiter at that point. This puts the
External Tank in a ballistic trajectory that
will cause it to reenter and be destroyed by
aerodynamic heating in the remote ocean region
some 10,000 miles down range of the lsunch site.

We then ignite the orbital maneuvering
engines and accelerate the Orbiter to orbital
velocity where we can conduct a very wide range
of missions. After a mission is completed, we
ignite the orbital mancuvering engines again to
slow the vehicle down to put it on a path to
reenter the earth's atmosphere. We fly the
vehicle through the early part of reentry at a
relatively high angle of attack of approximately
35 degrees where we roll the vehicle about the
11ft vector in order to achieve the crossrange
maneuvering. Once we get down to intermediate
supersonic mach numbers, we transition the
vehicle down to a more conventional angle of
attack, in the 12 to 15 degree range, in order
to come down through the atmosphsre and
maneuver into position to land tangentially
on the runway. We expect to touch down on the
runway somewhere in the range of 190 knots,
depending on the conditions and payload.
Incidentally we have runway touchdown and runout
problems in the shock and vibration area.

We are building the vehicle such that once
the system matures, we will be able to turn the
Orbiter around two weeks from the time it
finishes one mission until it 18 ready to fly
another one. We recover the spent Solid Rocket
Booster cases from the ocean by parachute and
recycle, reload, and reuse the spent cases,

A great deal of the economy of the system

comes from reusing the Orbiter and the Solid
Rocket Boosters., It is important to focus on
the various types of operations that we plan

to conduct with the Orbiter. 1In the upper right
of Figure 5 we have shown a artist's drawing
depicting the placement, service, and the repair
of satellites, The Orbiter is designed to
operate in what might be called low earth orbit,
or altitudes up to 600 nautical miles. One of
the principal uses that we would expect of the
vehicle is the implanting of satellites in
various orbits from relatively low inclined
orbits to the equator and polar or retrograde
orbits. We would also expert to take propulsion
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stages and satellites for higher energy orbits
into the 1ow earth orbit initially; they would
be carried in the payload bay into lower earth
orbit., Then the manipulator arm would move the
payload and its "tug", or upper stage, out into
the trajectory where the "tug" would be fired to
transfer the satellite on into a higher energy
orbit. People and experiments could be loaded
in the payload bay of the Orbiter and go into
orbit. The entire vehicle could be kept in
orbit for periods of up to 30 days for various
type of missions, either looking down at the
earth or looking outward f:iom earth in the
astronomy type mode; various types of research
activities, such as medical or manufucturing,
where one would like to take advantage of the
space environment.

The Orbiter is a natural for any future
space at.tion programs where one might want to
take space station modules into orbi: in a
modular form. Ore can take modules anywhere
up to the 15 ft hy 60 ft size limitation and
couple those mcdules together to build a large
permanent space station. The Orbiter is also
a natural for taking people to and from that
space station. Furthermore, once the program
has matured and we have as many as two Orbiters
on hand, we will have a rescue capability,

Figures 6 and 7 depict the status of the
program. We have been under way for just under
4 years, but for thc :ast 2 to 2% years we have
had most of our industry people on board working
on a final design. The first element of the
syster that we put under contract was the
Orbiter engine; this contract was awarded in
August of 1971 to the Rocketdyne Division of
Rockwell International. The second element that
we placed undex contract was that for development
of the Orbiter and for support of the govermment
in an overall systems engineering role; that
contract was let in July 1972 to the Martin
Ma:@ietta Corporation. Then the last major
element to go under contract was the Solid
Rocket Motor, which was awarded tc the Thiokol
Chemical Corporation in November of 1973. Thus
we have formed our major ccntractor team; they
have been on board, some of them for as miuch as
over 2 years, Figure 8§ shows our cverall program
target schedule, The first horizontal flight of
the system 1s expected to take place in 1976,
our first vertical development flight is expected
to occur in late 1978, and we would then plan to
have the system in operation by the early 1980
time period. We have been through 2 number of
our major early program milestones; our prelimi-
nary requirements reviews, our system requirement
reviews and our preliminary design reviews. The
critical design reviews are expected to take
place in the 1975 time period.

Let us examine the vehicle to postulate
and speculate on where we might encounter some
of our concerns relative to shock and vibration,
Figure 9. The vehicle has a number of fairly
large masses, and we have to be able to separate
these masses while in dynamic flight. Therefore,
separation planes have to be carefully engineered

-

8o that the masses will separate vhen we want
them to and so that they will not separate when
we don't want them to. One can afford to invest
only a certain amount of stiffness in the inter-
faces between the major masses. We have many
forces pushing on the vehicle as it flies; we
have the thrust of the rocket engines, the
thrust of both the Orbiter engines and the

Solid Rocket Boosters, the gimballing loads,

and the thruat vectors in flight. Accordingly,
many disturbing forces and moments are inherent
in the vehicle are present as well as the
external disturbing forces brought about by the
disturbances of the atmosphere and the dynamic
separation, Thus a fertile field exists to
keep us on our toes in thig overall area, and
the overall structura! dynsmic characteristics
of the vehicle has been one of the major concerna.

The artist's concept in Pigure 10 depicts
the vehicle sitting on the launch pad and the
vehicle 18 supported by the two Solid Rocket
Boosters. While on the launch paZ we have to
worry about the horizontal wind, the vortex
shedding from nearby structures or from the
vehicle itself. This vehicle, unlike some of
our previous vehicles has wings on it so that
the old bug-a-boo of "stop-sign" flutter and
things of that nature will have to be considered
while in the prelaunch configuration. Once we
are ready to leave the launch pad, we ignite the
rockets on the Orbiter initially; there is an
upsetting moment because of the cantilever effect
of the Orbiter. We hold the vehicle down while
we build up thrust on the Orbiter. We have
the capaoility, if we had £y problem with the
main propulsion systen >n the Orbiter coming
up to thrust, of shutting down the engines &nd
holding the vehicle i that configuration.

Once the two Solid Rocket Boosters are
ignited, we are commi:ted to launch, so we
would leave the pad shortly after the ignition
of these motors. We have dynamics involved in
igniting the engines on the Orbiter and on the
booster; after lift off and at the start of
flight, there are the transient wind conditions
that must be considered as sources of excitation.
There are many sources of multipled body res-
prnseo, from the masses involved the elastic
coupling between the Solid Rocket Booster and
the tank and between the tank and the Orbiter;
the disturbing forces and moments on the wing
and on the vertical tail of the Orbiter are
such sources, as well as sources for axial-
lateral coupling. The asymmetry of the Shuttle
configuration has been one of the things that
has concerned us as compared with our previous
vehicle (Saturn). The Titan, which has a
similar arrangement of two solid rocket motors
on either side of the tank, began to approach
sore of the asymmetry of the shuttle configu-
ration, but we went one step further than the
Titan by cantilevering the Orbiter on the back
of the External Tank,

In addition the axial-lateral coupling
potential of this vehicle is of some concern
to us, and we are going to watch this very
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carefully. Once we move into the higher
speed region of flight, our maximum dynamic
pressure is expected to be approximately 650
1bs/ft2. This value is not extremely high ;or
flight vehicles; many of our supersornic air-
planes experience values that are considerat ;
higher than that. However, we have to be
careful in spending our weights and musses in
this vehicle, so we can't afford to put too
much stiffness in the structure and we have
deliberately tried to hold the ¢ down to 650
in concept and design of the vehicle., At that
dynamic pressure we have the classical gust
turbulence problems, and dynamic pressure will
occur at transonic speeds producing both tke
aerodynamic interference and the mixed flow
conditions inherent in tramsomic flignt.

We expect fairly large lateral accelera-
tions because we have wings and a vertical tail
on the vehicle. The sxial-lateral coupling
manifest itself here strongly. During staging
we are at a8 Mach number of approximately 6,
and we are faced with the shutdown transients
on the Solid Rocket Boosters. There is no way
to shut down a solid rocket motor gracefully
since it tails off fairly rapidly. Also it is
necessary to consider the asymmetry in shut
down and tail off of the solid rockets.

All through this flight we have the control
system-coupling concern, the gimballing of the
rockets on the Orbiter as well as the Solid
Rocket Boosters to fly the vehicle. We shut
down the two Solid Rocket Boosters and separate
those while tie Orbiter continues to thrust,

We have shown in Figure 9 that the q, when
separating thaz External Tank from the Orbiter
just prior to going into orbit, would be quite
low. We don’t expect any design load conditions
in that area, hut we muet be prepared for the
transients involved in shutting down the main
engines on the Orbiter, separating the External
Tank, and igniting the Orbiter maneuvering
engines just prior to going into orbit.
Following retrograde firing or entering the
earth's atmogphere, the vehicle flies a Mach
number spectrum of 25 down to 0, and fortunately
we are through a good portion of the Mach number
region before the dynamic pressure gets very
high. The dynamic pressure of reentry never
exceeds more than 225, and that is roughly 407
of what it is during launch. On landing we are
planning to bring the Orbiter back unpowered,
glide down through a fairly steep approach angle
tc¢ the runway, and, as mentioned earlier, we
will actually touch down on the runway at 190
knots. Touch-down dynamics on our runway runout
area 1s certainly one of the concerns.

Figure 11 shows the vehicle in the launch
configuration with the thrust of the rocket
engines and the bodies involved. Figure 12 shows
the vehicle configuration at max q. Figure 13
depicts staging where we separate the two Solid
Rocket Boosters after their burn out and their
transient shut down while the External Tank and
the Orbiter are continuing on into orbit.

Figure 14 shows the vehicle during :ihe early

heating part of reentry, where it is at a high
angle of attack, followed by a transition of a
low angle of attack prior tc¢ landing. Figure
15 shows the vehicle in a fairly steep approach
path to the runway for the airplane-type
landing.

Figure 16 lists some of the unique features
of potential instabiiities of this configuration,
Ficst there is the classical coupling of the
structure and the propulsion systems or "POGO".
We bring the oxygen from the small tank located
on the front of the External Tank down along
the External Tank in 17-inch-diameter lines,
about 100 ft long; then we have to turn that
liquid cxygen and run laterally a few feet
over into the aft end of the Orbiter where
we feed the three rocket engines., There long
liquid lines can have some closely spaced
natural frequencies, and we are concerned
about the overall coupling of the propulsion
and structural systems., The lateral segment
of this propellant line also enhances the
axial-lateral coupling possibilities. There
are some characteristics of the rocket engine
that are different from previous designs. We
are operating at a chamber pressure of 3000
psi; the chamber pressure on these hydrogen-
oxygen engines is three times that of the
engines in the upper stages of the Saturn
launch vehicle. That means that the chamber
pressure upstream in some of our ducts will
get as high as 7000 1bs per square inch, In
order to get our propellants up to those
pressures, we have two different pumps, a low
stage pump and a higher stage pump. As a
result we have to be very concerned about the
coupling in between these two pumps ln our
feed system.

We are also concerned about any possi-
bility of coupling the propulsion-structural
disturbing forces with our flight control
forces. In fact, we are gimballing our rocket
engines close to the aft end of the Orbiter
and the aft end of the Solid Rocket Booeter.

We are concerned about normal classical
1ifting surface flutter although we have fairly
stubby delta wings, and these are good structur-
al configurations. However, we are fighting
weight as we always do in any program, so we
cannot afford to put excessive stiffness in
our .ifting surfaces. These wings are only
useful during reentry and landing phase. We
can’t afford to carry too large a wing or too
heavy a wing since it becomes too much a
penalty on the overall system to be too gener-
ous in wing area or wing stiffness. There-~
fore, we have to be careful about classical
wing-elevon flutter with such concerns as
single degree of freedom flutter of the elevon.

In any rocket vehicle system, the possi-
bility of control system induced instabilities
must be considered. The large masses, the
spring characteristics, the very high modal
density of this vehicle makes it necessary that
we be extremely careful in engineering and
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designing our control system. Such care is
needed in order that we can properly detune the
system and not excite too many vibration modes

in our flight control system. Inherent to the
understanding of the overall structural dynanics
of any vehicle is the understanding of the vibra-
tion modes and frequencies and the recognition of
some of the potential problems that face us on
the Shuttle, Figure 17 outlines a very ag-
gressive program for understanding the vibration
modes and frequencies of the vehicle from the
very rtart, We have paid a great deal of
attention to getting underway a broad base of a
very comprehensive analytical activity where we
use the best tools that are available to us to-
day. The approach is to break the vehicle up
into many many different elements and try to
then understand the behavior of those elements.
Concurrently with this analytical a-~tivity, as
soon as we can mature various segments of the
vehicle and once components have become avail-
able, we plan to schedule testing of those
componeuts. These would include static influence
coefficient tests for each of the components, and
we will also shake each component to understand
its isolated vibration modes and frequencies,
Once we have moved on to where we have combined
these components into elements, such as the
Orbiter the External Tank, the Solid Rocket
Booster, we will individually test those elements,
and we will feed back the results of these
element tests into our analytical activity.

We are also starting very early to build a
% scale dynamic replica model. We deliberately
chose a % scale in order to get ourselves a
sufficiently large vehicle that we felt could
replicate the structure fairly accurately., We
will bring this model along as soon as the design
has matured to the point where the model can be
built, We would use this model as a check
against our analytical activity and our fuli
scale activity as it matures,

Then as a sort of a graduation erercise,
we currently have plamned in the program some
limited testing of the "all up" full scale
Shuttle vehicle complete with a flight Orbiter
once that element has become available, That is
the building block approach we have underway to
understand the vibration modes and frequencies
that we are faced with in the overall configu-
ration. The replica model, Figure 18, wi'l repli-
cate the Orbiter, the Solid Rucket Boosters, and
the External Tank, and we will test sevaral
different fuel loadings in both the Solid Rocket
Boosters and the Fxternal Tank. It will give us
early confirmation of our analytical and full
scale test activity work, and we will be able
to perforn parametric investigations of the
effects of various propellant payloads, After
we have finished oui basic design phase, we want

‘to use this model to study various effects of

payload on the overall configurations; we can
carry payloads of up to 65,000 1bs, and these
payloads in themselves have their own set of
dynamic characteristics. We have to be very
concerned about the influence of the payload on
the overall system in the dynamic Jaunch

environment, We will use this model on into the
operational phase cf the progrim to check out
the interactions between the model and the
vehicle that ere appropriate prior to committing
the vehicle payload.

Figure 19 depicts the shuttle acoustic
sources, Like any good launch vehicle, we
have our share of problems facing us in this
ares, and we have several good noise generators.
We have the liquid oxygen rockets in the aft
end of the Orbiter at their high frequencies,
and we expect energy content over a fairly
h“igh range of frequencies; coupled to that is
the spectrum of the 89lid Rocket Boosters which
probably will fill out that part of the spectrum
that the liquid rockets wissed., Thus we might
expect acoustic energy over a pretty broad
range of frequencies. We have the reflection
problems from the pad and nearby structure
locations, so we expect to face fairly high
acoustic levels over the aft end of the
vehicle. The shuttle Orbiter is protected from
the heat of reentry by a reuseable external
insulation, This might be classified as
building a basic aluminum airplane and putting
a light weight fire brick all over the surface
of the airplane., We are concerned about the
structural integrity of this light weight
firebrick that we use for external insulation
from the effacts of the high acoustic environ-
ment that we face during the liftoff, launch,
and reentry phases of flight.

During launch we also face the transonic
and supersonic flow conditions, and we will also
face the hypersonic flow regions that we will
pick up during reentry. We are currently base
lined to have the capability of adding air
breathing engines to the orbiter for ferry
missions, and these would be another acoustic
source., We are concerned about the acoustic
levels and their effects on the structure;
specifically, these effects include the sonic
fatigue of the structure, the thermal protection
system integrity, and the environmental vibration
in the payload. We intend to keep the environ-
ment in the payload acceptable to the payload
people by adding reasonable attenuation to
reduce the overall sound levels in the payload
bay and in the cabin.

Figure 20 lists the dynamic environments
and some of these have been enumerated in a
discussion uvf the various mission phases. Some
of the sources of the low frequency range of
vibration are the lift off transients and
staging (or separation) transients where large
loads are suddenly rel:ased or where large
structural forces in the rocket engine are shut
down. Also there are the relatively low-
frequency thrust oscillations that exist in any
rocket engine., Aerodvaamic buffet, landing,
roll out, and taxi are all areas where shock
and vibration specialities will be brought to
bear in the design of the vehicle. The higher
frequency vibration energy sources are the lift
off noise, rough burning in the rocket engine,
and aerodynamic noise. Some of the shock sources

R PN 31, VNSl R

‘el d I



il

Py

L 4"!.! Rt Rt

include separation and staging sinca we hava a
number of pyros located on the vehicle, and
currently most of our separation mechanisms are
pyro oriantad. We have small solid rocket
motors for separating the Solid Rockat Boosters
from the External Tank. Tha shock and vibration
asgociated with igniting those rockets is
contained in the exhaust that impingas on part
of the structura and it imparte dynamic enargy
to tha vehicle. We also hava the landing shock
as mentioned previously.

I don't want to sound too negativa., I
thought thut oze of che reasons paopla like to
come to these type of meatings is to undarstand
vhara others have problems., We fully expact
to have some problems in this araa, and we
certainly didn't pick this particular vahicla
configuration to make our vibration and struct-
ural dynamics job aasiar. Wa plcked this shapa
of vahicle primarily for othar considarations,
such as low cost, rausaability, overall siza,
and complexity of development. Wa reali:e we
face a number of challenging areas in structural
dynamics, but wa don't see any show stoppers.

I1f the tools that peopla such as yourselves have
brought along through the years are applied
intelligently, effactiva tests are conducted on
the components, caraful attantion is paid to
how we use cur flight control systam so that we
use it in such a way that it helps to detune the
vahicle rather than tune up the vehicle, then we
can build a space Shuttle vehicle that can be
flown safely and accurately. However, we have

a lot of work ahaad of us.
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VIKING DYNAMICS - AN OVERVIEW (U)

Richarc E. Snyder
NASA Langley Research Center
Hampton, Virginia

(U) The Viking mission encompasses nearly all of the dynamic
environments encountered in any NASA mission. These dynamic
loading events include laanch and boost, interplanetary cruise,
orb t, entry, and landing. Design loads for these events are

ger 2raied using transient loads analyses of modally coupled
finite element models. Test programs are conducted to verify
mathematical models and confirm loads analysis techniques.

INTRODUCTION

The Viking Project is a current NASA
effort to explore Mars using two unmanned
spacecraft during the 1975-1976 opportunity.
The project is managed by the Viking Project
Office at NASA's Langley Research Center.
The objective of this project is to obtain

¢ scientific data which will sigrificantly advance
f the imowledge of the planet Mars by direct

] measuremeits in the aimosphere and on the
surface. Particuiar emphasis will -2 placed
on obtaining inform:ation concerning biologicai,
! chemical, and environmental factors relevant
E- to the existence of life on the planet. A

detailed description of the Viking vchicle,

E mission, and scientific instruments is pre-
sented in Ref.[1].

v The Viking mission encompasses nearly
‘ § all of the dynamic environments encountered

3 in any NASA mission. These dynamic loading
- events include launch and boost, interplanetary
3 cruise, orbit, entry, and landing.

In this paper, the Viking Space Vehicle
will be described and the structural configura-
tion of the Viking spacecraft will be discussed.
The significant dynamic events associated with
the various mission phases will be identified.

. An overview of the analysis and test program

; which are used to determine loads and dynamic
environments will be presented. This paper is
part of a three-paper overview of the Viking
dynamics. References [ 2,3] present details of
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the Orbiter and Lander dynamics, respectively.

VIKING SPACE VEHICLE

The lamnch vehicle for the Vikirg mis-
sion is the Titan Il E/Centanr. Figure 1
shows the Viking Space Vehicle configuration.
The spacecraft is mounted on top of the
Centaur and enclosed in the ney Centaur
Standard Shroud. While both the Titan and the
Centaur have been used in previous space mis-
sicns, they have not previously been used in
combination.

The Titan Il E consists of two solid
propellant rocket mators strapped <n to liquid
propellant core stages. The Centaur, which
utilizes liquid oxygen and liquid hydrogen as
propellants, is the high energy uppci stage.
The space vchicle weight at ignition is approxi-
mately 1.5 million pounds. The maximum
thrust is approximately 2.3 million pounds.
The spacecraft weighs 7,600 pounds.

VIKING SPACECRAFT

The Viking spacecraft in the crvise mode
is shown in Fig. 2. The Orbiter and the Lander
are the two basic elemenis. A bioshield to
prevent recontamination after sterilization
surrounds the Lander. The Lander is attached
to the Orbiter "bus' by means of a three-point
to four-point adapter.

VIKING ORBITER

The design of the Viking Orbiter is an
extension of the Mariner '7l. However, the

Preceding page blank




design is greatly influenced by the 3,500-pound
propulsion subsystem which is attached to the
'bus."” The propulsion scbsystem is a nic2ule
consisting of two propellant tanks, a pres ~irant
tank, and the engine. Much of the Orbiter
Science is contained in the scan platform.

VIKING LANDER

Figure 3 shows an exploded view of the
Viking Lander capsule. The Lander capsule
consists of a bioshield cap and base; the base
cover, including the mortar and parachute
system; the aeroshell; and the Iander. The
lander, aeroshell, and basecover are sterilized
in order to prevent contamination of Mars with
Earth organisms. The bioshield serves to
prevent recontamination after sterilization.
The basecover vent system controls the pres-
sure equalization during the launch and entry
phases of the mission. The disk-gap-band
parachute is deployed by firing a mortar. The
aeroshell is used for the initial aerodynamic
deceleration and is covered with a lightweight
ablator material.

The Lander in the landed configuration is
shown in Fig. 4. The science and other opera-
tional subsystems are mounted to the Lander
equipment mounting plate and side beams. The
Lander is hexagonal in plan form and is fabri-
cated primarily of aluminum and titanium. It
is 58.8 inches wide and 18 inches deep. The
land:ng gear consists of three inverted tripods.
Each tripod consists of a main strut, an A-
frame, and a foot pad. The landing gear
absorbs most of the energy at impact by means
of crushable aluminum honeycomb contained ir
the main strut. The A-frame is attached to
the Lander body through short cantilevered
beams which limit the loads by plastic deforma-
tion. In tnis configuration, the Lander weighs
approximately 1,270 pounds.

SIGNIFICANT DYNAMIC EVENTS
Launch Phase

Figure 5 shows the space vehicle launch
phase flight profile. The transient loading
events associated with this mission phase
govern the design of the Orbiter primary
stracture and a few areas of the Lander struc-
ture. The solid rocket motors burn for about
2 minutes and are jettisoned. Slightly before
solid rocket motor burnout, the first stage
engines are ignited. After separation, the
second stage burns for 3-1/2 minutes. The
Centaur Standard Shroud is separated during
this burn. There are two Centaur burns prior
to spacecraft separation.

Transient loads analyses of all of these
events are accomplished using a modally
coupled finite element mathematical model.
Each cognizant organization is responsible
ior the development of a model of the struc-
ture for which they are responsible. These
separate models are coupled modally to form
the appropriate space vehicle configuration
and transient response analyses are per-
formed. Force time histories in spacecraft
structural members are a part of analysis
output.

Stage zero ignition, stage one shutdown,
and the Centaur second engine cutoff are the
controlling loading events for the spacecraft.
The loads associated with stage zero ignition
are generated using 21 pairs of flight-measured
solid rocket motor thrust time histories. The
resulting spacecraft internal member loads
are each combined statistically to determine
a "mean plus three sigma' load. Stage one
shutdown is accomplished in a simiiar manner,
using 27 flight-mcasured forcing functions.

The Centaur second engine cutoff loads analysis
uses a worse case shutdown profile.

The loads generated by these means are
used to size structural members. Hence, this
involves an iterative procedure. The advan-
tage of this method of obtaining design loads
is that it leads to minimum structural weight.
The disadvantage is that it does require itera-
tions which would result in redesign
requirements.

Entry and Landing Phase

The entry and landing profile for a
typical mission is shown in Fig. 6. This mis-
sion sequence produces the gcverning design
loads for the Lander. The Lander enters the
atmosphere at about 800,000 feet between 2
and 5 hours after separation from the Orbiter.
The drag on the aeroshell produces the initial
deceleration. The peak deceleration, which
occurs between 80 - 100,000 feet, produces
the highest steady state loading condition to
which the Lander is subjected. The aeroshell
and much of the Lander body are designed to
meet this loading condition.

The mortar which deploys the parachute
is fired at an altitude of about 21,000 feet above
the surface. Shortly after the deployment of
the parachute, the aeroshell is separated. This
mission event is the designing condition for the
mortar truss. The mortar fire also produces
a high level dynamic environment for the
components.

P



A S T RS IR 13wy

R g

SRR s

i, i

A o 7o

23

At 4,100 feet, the terminal propulsion
engines are ignited and the parach . and base-
cover are separated. The engines continue to
fire until one of the legs contact the surface.
The velocity at impact with the surface is
approximately 8 feet per second.

The landing event produces loads which
govern che design of the landing gear, portions
of the Lander body side beams, the the equip-
ment mounting plate. A significant dynamic
environment is also generated al component
locations. The method of analysis used for
the landing event is conceptually the same as
that used for the stage zero ignition and stage
one shutdown loading events. That is, transient
loading analyses are conducted for a large
number of randomly selected initial conditions,
and statistical member and component loadings
are generated. The frejuency content of the
responses at component iocations are generated
by shock spectra methods.

The stability of the Lander for the landing
event is of critical importance. Stability analy-
ses were cirried out again using randomly
selected in tial conditions to determine the
probability of a stable landing.

DYNAMIC TESTING
Modal surveys of both the Orbiter and

Lander have been conducted to verify and cor-
rect the finite element math models which are

used for the analysis of transient loading events.

The final loads iteration for the launch phase of
the mission is dune wsing math motels which
have been confirmed by modal survey.

Component dynamic environments associ-
ated with the launch phase are derived from
measurements made on full-scale dynamic
models of the Orbiter and Lander during
acoustic and sine wave tests. The sine wave
and acoustic test levels were derived from
expected flight environments. During the sine
wave tests, the inputs are notched to prevent
loads in primary structure from exceeding
those computed for the launch phase of the
mission.

Pyrotechnic shock levels for components
have been estal:lished by measurements made
on dynamic test models when actudl pyro-
technics, including the mortar, were fired.

il &

VIKING DYNAMIC SIMULATOR

Figure 7 shows the Viking Dynamic
Simulator mounted on the Centaur. This space-
craft will be the payload on the proof flight of
the Titan IIl E/Centaur. The purpose of this
spacecraft is to acquire data which can be used
to verify loads and loads analysis techuiques
associated with the launch phase of the Viking
mission. The Viking Dynamic Simulator has
mass, inertia, and center-of-gravity character-
istics similar to those of the Viking spacecraft.
It also has primary structural modal properties,
below approximately 20 Hz, similar to the
Viking spacecraft.

The Viking Dynamic Simulator consists
of a rigid mass representing the Viking Lander,
two rigid masses connected by a spring to
represent the Viking Orbiter, a four-point to
three-point adapter joining the Orbiter and
Lander simulators, ar 1 a twelve-point to
four-point adapter which joins the Orbiter
simulator to the Centaur. The Viking Dynamic
Simulator is instrumented with strain gages
and accelerometers which will measure the
structural responses associated with all tran-
sient loading events which occur during the
launch phase of the mission. Acoustic meas-
urements and spacecraft/shroud relative motion
measurements will also be made. Post-flight
loads analyses will be performed using the
thrust time histories measured on the stage one
engines during the shutdown of those engines.
The computed load/time histories will be com-
pared to those measured in flighc. This will
provide a quantative evaluation of the degree
of accuracy with which transient loads analyses
can be accomplished. The math model of the
spacecraft used in the loads analysis is in good
agreement with a modal survey of the
spacecraft.

CONCLUSION

This paper is part of a three-paper over-
view of the Viking dynamics. References [2,3]
present details of the Orbiter and Lander
dynamics, respectively.

The analysis and test programs which
have been identified herein provide assurance
that the Viking mission can be accomplished
successtully with o tightwelght stiuctare.
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VIKING ORBITER - DYNAMICS OVERVIEW

Ben K. Wada
Jet Propulsion Laboratory
Pasadena, California

most NASA programs.

The Viking Spacecraft will be launched on a Titan II1 E/Centaur D-1T
in August 1975 to conduct scientific studies of Mars. The Viking
Orbiter part of the Viking spacecraft will conduct the experiments as
it orbits Mars. An overview of the dynamics program of the Viking
Orbiter is presented with emphasis on those aspects that differ from

INTRODUCTION

The Jet Propulsion Laboratory is respon-
sible for the Viking Orbiter System (VOQS),
which is part of the overall Viking Project
managed by the Viking Project Office at Langley
Research Center for NASA. Two Viking space-
craft (V-S/C) will be individually launched on
a new Titan IIIE/Centaur D-1T launch vehicle
in August 1975,

This paper is an overview of the activities
related to dynamics in the design, analysis,
development tests and qualification tests of the
Viking Orbiter System (VOS). This is one part
of a series of three papers providing the dyna-
mics overview of the Viking spacecraft. The
other two papers are:

{1) Viking Spacecraft — Dynamics Overview
[1] by Dr. R. E. Snyder, Viking Pro-
ject Office, Langley Research Center,
and

(2) Viking Lander Capsule — Dynamics
Overview [2] by J. Pohlen, Martin
Marictta Aerospace/Viking

The dynamics program was directly
influenced by various Viking Project constraints
and available data. The significant factors
were:

(1) Requirement for a lightweight structure

(2) High reliability for a two V-5/C mis
sion

(3) A new launch vehicle consisting of a
Titan IIIE and Centaur D-1T with a
new Centaur standard shrouvd (CSS)

(4) Availability of launch vehicle engine
forcing function data from previous
flights of Titan and Centaur

DESCRIPTION
General

Figures 1 and 2 illustrate the Viking
Orbiter System which is the respcnsibility of
the Jet Propulsion Laboratory (JPL). The
Viking Lander Capsule (VLC) built by the
Martin Marietta Aerospace/Viking (MMA/V)
combined with the VOS is the V-S/C that is
attached to the Titan/Centaur launch vehicle.
Figure 3 illustrates the Viking space vehicle
and identifies the involved organizations. The
total activity related to loads on the Viking
space vehicle was coordinated by a Viking Load
Working Subgroup chaired by Lewis Research
Center. The items identified by an underline
on Fig. 3 were designed and integrated as the
VOS was developed.

The anticipated flight loads aad environ-
ments for the structure are summarized in
Fig. 4. Each environment was considered prior
to the establishment of the appropriate design
and qualification, loads, and tests.

The weights of the major substructure of
the VOS are shown in Table 1, and the sub-
structures are shown in Fig. 2.

*This paper presents the results of one phase of research carried out at the Jet Propulsion
Laboratory, California Institute of Technology, under Contract No. NAS 7-100, sponsored by

the National Aeronautics and Space Administration
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TABLE 1
Viklng Orbiter System Weight

Summary
Weight

Substructure (1b)

Bus
Bus with low-gain antenaa 948
VLCA 30
V-S/C-A 131
Scan platform 201
Hlgh-gain antenna 47
Solar panel with relay antenna 67
3 Solar panels 177
Cable trough 49
Propulsion module (Misgion B) 3650
Estimated total 5300

Schedule

The overall schedule for events discussed
in the paper is shown in Fig. 5.

SCREDRE

DESCRIPTION &1 19 | i | w72 1 1973 | 1974 1975

ajeh2]aja]s[2]sla]1]2]aelr]2]sla}s[2]s] o] 1 ]2]s

GENERAL PLANS

MATH MODEL AND 'y | A7}
DESIGN LOAD LPDATE

SUBSTRUCTURE TESTS
ODIM MODAL TEST
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ANALYSIS TO TEST

FINAL MATH MODEL
BASEO ON MO DAL TES?

DAMPING BASED OF.
TEST

FLIGHT LOADS 7.0
QUALIFY STRY. TURE

STATIC QUA (FICATION L)
Test

LAUNCH OF PROOF
FLIGHT SPACECRAFT

LAUNCH OF 2 VIKING rl

SPACECRAFT

Fig. 5 - Schedule of structures and
dynamic development program

CTA isa 54-in.-high truss-type .dapter between
the V-S/C and the Centaur. Flgure 6 illustrates
the damplng of the VOS with a rlgld mass slmu-
lation of the VLC based upon modal test data.
The solid line is the orlginal estimate of the
damping at the initiation of the program,. Tne
designation and descrilption of hardware is

given in Table 4.

CLASSIFICATION OF LOADS AND TESTS

The source of the loads on the VOS and the
related tests to qualify the structure were
evzluated for the load profile as shown in
Fig. 4. The loads and the assoclated qualifi-
cation test programs were subdivided into three
categories. The categories were defined by
frequency ranges illustrated in Fig. 7. The
associated test program is shown in Table 5.

LOW-FREQUENCY RANGE

Definition of Loads

l. Origin of Loads

The loads in the low-frequency range are a
result of quasi-static loads superimposed with
various transient loads anticipated during the
launch phase of the VOS. In thls frequency
range, the forces in the structural members
calculated by analysis 1s the basic parameter.
The low-frequency range was defined to be
between 0 Hz and a range between 20 and 40 Hz,
The upper limit is directly dependent on the
ability to accurately calculate VOS member
forces. The upper-frequency limit will be
selected after the VOS and Viking Landers Cap-
suie (VLC) modal tests to establish the ade-
quacy of the mathematical models. The analy-
sis process to obtain member forces is
referred to as load analysis.

2. Load Analysis

Load aralysis is an analysis process used
to define design loads and flight loads to qualify
the structure. Design loads are obtained using
mathematical models of the V-S/C not verified
by test. Flight loads are obtained using mathe-
matical models of the new hardware that are
verified by a test program.

During the VOS program, five load analysis
cycles are performed as shown in Table 6.

The load analysis effort for each load cycle
varied and a few were not appllcable to the

evaluation of VOS loads. The objective was to
Dynamlcs minimize the quantity of analysis by the use of
conservative bounds on the launch vehicle forcing
functions considered to result in small VOS
member forces. The conservatism was
decreased for the more severe forcing functions
by increasing the quantity of analyses.

The dynami. characteristic of the VOS was
a consideration in the selected approach. The
low resonant frequencies and the high density
of low frequencies of the VOS and the V-S/C
are summarized in Tables 2 and 3. The reso-
nant ‘requencies are of the V-S/C combined
with the Viking Truss Adapter (VTA) and Cen-
taur Transition Adapter (CTA). The VTA and

The design and qualification member forces
were obtained by statistically combining the N
member forces resulting from N forcing
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TABLE 2
Frequency of Viking Ozbiter Spacecraft With Rigid Lander

| Fre
quency Frequency Frequency
Mode No. (Hz) Mode No. (Hz) Mode No. (Hz)
1 4,42 12 17,67 50 56.76
2 4,44 14 20,53 55 59,12
3 7.52 16 23,08 60 65. 01
4 7.95 18 23.69
5 10,22 20 24,37
6 11,93 25 27.88
7 12,28 30 34,55
8 13.19 35 35,82
9 13,26 40 43,53
10 14,96 45 52.29
TABLE 3
Frequency of Viking Spacecraft
Mode No Frequency Mode No Frequency Mode No, Frequency
) (Hz) ‘ {Hz) 4 (Hz)
1 4.33 12 13,41 50 34.71
2 4.41 14 14.87 55 35,89
3 6,93 16 15,87 60 38, 51
4 7.03 18 16, 46 65 40.78
5 9.05 20 17.63 70 43,35
6 9.67 25 22,22 75 45, 64
7 10, 34 30 25,22 80 50,10
8 10,71 35 27,57 85 53.16
9 12,05 40 29.75 90 56.18
10 13.05 45 32.54 95 57.55
TABLE 4 i
Identification of Hardware ‘
Hardware Description
0.“ T L) L ¥ ' 1 OT Ll LS L
N Orbiter Flight-type primary structure
! Yol " OMCINULETMATE @™ b Development that sim)\'fl,atzs the dynamic
o © CEDEMENEY (ke Test Model characteristics of the Flight
< rie 1 |cDTM) Orbiter up to 50 Hz !
‘ 1
3 2 Proof Test Similar to the Flight Orbiter i
5 § ool 1 [|Orbiter (PTO) | used for qualification testing
: Flight Orbiter | The flight spacecraft that are
: 0 " L | L - Y (FO) subjected to a limited set of
i O & g O Uik B RO a environments, The environ-
! FREQUENCY, Hz mental levels are those anti-
cipated in flight

Fig. 6 - Damping of VOS with rigid VLC
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Fig. 7 - Frequency ranges by category
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TABLE 5

Summary of Tests

F Type Approval Tests Test Margin Tlight Acceptance Tests
Yequency | Qualification or Margin Test Between Qualification Acceptance Test
8
Range (Hz) and Acceptance Levels
Type of Test Hardware pta Type of Test {Hardware
Low Static ODTM 1.25 Static ODTM
20
(o B 40)
Middle Slne test PTO 1.50 Sine test FO
{20 )
40 ° 200
High Acoustic PTO 6 dB (overall) Acoustic FO
(>200) level
Pyrotechnic PTO 1.00% Pyrotechnic| FO
firing firing
2A statistical probability of a hlgher level of the PTO exists since the PTC is subjected to three
firings and the FO to only one,

TABLE 6
Load Cycles Description
Approximate
Load Cycle Date of VOS Model Description
Delivery

1 6/69 to 11/69 Analysis with « preliminary VOS configuration
to establlsh rlesign loads

2 7/70 Analysis with a final VOS configuration to update
design loads

3 11/71 Analysis with a VOS model based on a firm
design prior to hardware fabrication to confirm
design loads

4 7/73 Analysis of VOS model based on modal test
data to establish flight loads for structural
qualification tests

5 2/74 Analysis of Proof Flight Spacecraft to verify
the load analysis process

functions obtained from past launch vehicle
flights for a staging event, The summary of

the analyses performed for various events are

shown in Table 7.

The schedule required between the genera-

tion of a VOS mathematical model and the

results of load analysis could not entirely sup-

port the VOS design process, Consequently,

a method (internal to JPL) to obtain loads was

initiated, The process is referred to as the
internal loads analysis. The internal loads
analysis assumes that the six acceleration-
time histories at the base of Titan Stage II

(See Fig. 3) are invariant to small changes in

the V-S/C dynamic characteristics.

Thus JPL applied the six acceleration-
time histories at the base of Titan Stage Il as
the VOS mathematical model was varled to
obtain estimated design loads,

3, VOS Mathematlcal Model

A detailed finite element dynamic mathe-
matical model is required to obtain the VOS
member forcea. The size of the mathematical
model ircreased with the load cycle number of
Table 6, The size of the VOS model itself
required the use of modal coupling teciniques
to allow its solution with current compu‘er pro-
grams, Additionally, modal coupling proved
to be economical, since each substructure was
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TABLE 7 The resonant frequescies of the VOS model
Load Analysis of Various Events with and without the fiexible VLC are listed in
Tables 2 and 3,

No. of Forcing

rr—— o

.

2 The size of the Viking space vehicle {(VSV)
ENSEe of?:‘:)‘;\tc;?t‘i‘;m mathematical model required each organization
to scnd the modal characteristics rather than a
: finite element model. The VOS modal charac-
«
SIS G 6 teristica were sent to Martin Marietta
Stage 0 ignition 21 Aerospace/Launch Vehicle who combined the
Airloads 5 modal characteristics of the models from five
other organizations. The data flow is shown in
Stage 0 max. acceleration 1 Fig. 8. Careful modal truncation of each
o model was necessary to solve the VSV cigen-
Stage 1 ignition 12 value problem with the available computer pro-
SRM separation 1 gram while retaining the accuracy of the model
Stage 1 burnout 29 to its highest frequency.
Stage I ignition 3 4, Load Analysis Factor
SR L e 19 To account for potential increases in mem-
Centaur main engine start I 1 ber forces between load cycles {or as the VOS
(MES I) design progressed), a load analysis factor was
Centaur main engine 1 deﬁnedt. fTh.e load analysis factor (LAF)
cutoff 1 (MECO I) SESountel o
. . |
Centaur main engine start Il 1 (1) VLC mathematical model variation
S::;tfafuﬁ‘ :!;&aéncanlgll)ne L (2) VOS mathematical model variation
4 (3) Launch Vehicle mathematical
independently modeled, checked, and tested. ERCL PO %
The substructure selection was carefully (4) Centaur standard shroud mathematical i
i selected, based upon availability of hardware, model variation
interfaces internal to JPL, and interfaces NP .
external to JPL. The substructure selected &) 2;‘;;?;:;“ of the forcing
for the VOS and the jize of the mathematical
] model are shown in Table 8. (6) Load analysis process
TABLE 8
Size of VOS Mathematical Model
F Structure Elastic Dynamic Interface Normal ]
Degrees of Frr.edom | Degrees of Freedom | Degrees of Freedom | Modes
Bus 1720 153 75 0
CTA/VTA 42 0 36 0
1 Bay super element 392 0 32 0
) 4 Solar panel 3444 452 28 20
Scan platform 580 84 14 3
Cable trough 192 153 20 0
. Propulsion module 695 78 16 12
2 -Hole Tab® 20000 0 192 0
Mickey Mouse Tab? 3400 0 24 0
Siamese Tab® 1760 0 22 0
3Part of propulsion module
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Fig. 8 - Data flow for loads analysis
The LAF was deflned as followvs,

(Deslgn loads or flight loads) =

LAF « (loads from load analysis)
The L.AF 1s a number allowed to change during
the VYOS Program as more accurate informatlon
is acqulred, The initial value for LAF was
1,30 and was reduced to 1, 00 for load cycle 4,

5. Prlmary Structure vs Secondary Structure

Early in the program, specific hardware
items were established to be designed by load
analysls, The hardware items were selected
using engineerlng judgement to select the hard-
ware with design loads In the LF range. To be
speciflc, the primary structure hardware is
listed in Table 9. All the other structure is
deslgned by the loads in the middle-frequency
(MF) and high-frequency (HF) range and is
referred to as secondary structure,

Development Test Program

1. General Plan

An objective of the development test pro-
gram was to obtain early confidence in the
hardware integrity. Another objective was to
verify the resonant frequencles, mode shapes,
modal damping, load transformation, dis-
placement functlons as well as other character-
latics of the mathematical model, The static
and dynamlc tests were closely coordinated,

3t

s M i o

TAELE 9
Primary Structure Members

Viking Spacecraft adapter
Viking lander capsule adapter
Upper plane truss

Propulsion module structure
Scan platform outriggers

Top and bottom bus rings
Main longerons

Solar panel outriggers

Solar panel spars

2. Substructure Test P'rogram

The various substructure test programs
are summarlzed In Table 10, In many cases
the straln gauges installed and calibrated on
the substructures will be retained through the
development and ultimate statlc test of the
ODTM.

The substructure mathematical models
were updated from the tests, As an example,
the propulsion module modal test (Fig. 9)
and propellant effective weight test (Fig. 10)
are presented. Figure 1l illustrates the effec-
tive mnoment of inertia of the fuel from the
propellant effective weight test, and Table 11
shows changes in the propulsion module dyna-
mic model based upon both tests,

3, VOS Modal Test

Figure 12 shows the ODTM modal test
configuration used to verify the VOS mathe-
matical model, The correlation of the results
of the ODTM modal test and the mathematical
model was excellent. The frequency compari-
son is shown ln Table 12 and the orthogonality
of mode shapes is shown In Table 13, Other
test data acqulred and compared with analyses
are:

(1) Strain energy comparison
(2) Modal force comparison

(3) Effective welght comparison
(4) Kinetic energy comparlson
(5) High-level damping data

(6) Linearlty check

The results of the test are in Ref, 3 and the
analysis/test comparison are in Ref. 4.
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TABLE 10
Substructure Tests

Parameters Verified

Tests

V-S/C Mission B mass matrix
Model of bus with CTA/VTA
Displacement functions of
propulsion module
Displacement functions of

scan platform

Displacement functions of cable
trougn

Displacement functions of
solar panel with relay antenna

Displacement functions of

solar panel

Damping matrix for V-S/C
Mission B coafiguration

Stiffness matrix for V-S/C
Mission B configuration

Load transformations

All the 1modal tests and the propellant effective weight tests

Static test on ODTM bus and ODTM modal test. The CTA/VTA is
only included in the ODTM modal teet

Modal and static test of propulsion module and ODTM modal test
with referee fluid

Modal test of scan platiorm and CDTM modal test without joint
slippage. The joint slippage was included for load analysis, since
higher forces would result in joint slippage

Cable trough modal test and ODTM modal test

Modal and static tests of solar panel with a relay antenna

Based upon a2 mathematical model of the solar panel with a relay
antenna. The relay antenna was removed from the mathematical
model for this configuration

Data based upon modal tests were available. The damping matrix
was diagonalized at each transformation. The kinetic energy
evaluation of the modes was used as a guide to estimate Camping.
Solar panel viscous dampers were not included but estimated as a
modal damping

ODTM substructure and system modal and static tests

ODTM substructure and system modal and static tests

Based upon the modal test data, a special
committee established for the model review
recommended a LAF = 1,0, The good correla-
tion of the mathematical model is directly
attributed to the substructure development

tests.,

4, Proof Launch Spacecraft

A good dynamic simulatton of the V-S/C

Qualification Test Program

The VOS primary structure will be quali-
fied by a static test on the ODTM. Thc objec-
tive is to apply a set of external loads to load
each primary structure member type to its
qualification force, The qualification force will
include in addition to flight loads:

(1) Thermal loads

referred to as the Viking Dynamic Simulator

will be launched in January 1974, A thorough
modal survey of the proof launch spacecraft in
addition to a good set of flight instrumentation
should provide data to check the load analysis
process. The flight instrumentation includes
axial forces of the six VLCA members' and
six accelerometers that will provide the six
ccmponents of acceleration across an interface,
A comparison of data from a load analysis
using the actual proof flight forcing function
and the flight data should provide a measure

of conservatism.

(2) Manufacturing loads

A development static test using loads from
load cycle 3 demonstrated the feasibility of
loading each primary structure type within 5%
of the required load. The desired test applied
member loads is multiplied by the test factor
to account for the test tolerances.

The structure was originally decigned to a
5% higher load, The development static test
on the ODTM is shown in Fig, 13.

YThe two Viking Flight> will include the six VLCA members strain gauge output as part of the
flight telemetry data,
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Fig. 10 - Propellant effective weight test
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Fig. 11 - Effectiv. moment-of-inertia rat:io
TABLE 11
Propulsion Module Dynamic Model
Model Identification
Mode
a a a Modal b
B Fb Fc Test YC3R
Frequency (Hz)
|
1 7.69 ¢ 12.56 | 12.11} 12.95 [ 12.95
2 9.19 | 15.86 | 14.90| 17.66 | 16.63
3 12.26 | 19.39 | 19.24] 20.80 | 19.83
4 16.06 | 20.72 | 22.43
5 19.90 ! 26.83 | 25.76 | 28.97 | 26.70
6 27.70{ 27.99 | 27.50| 28.33 | 28.30
7 29.81 ( 44.79 | 35.57
8 45.77 | 60.75 | 28.67| 32.76 | 34.25
9 42.80 | 45.75
10 49.52 | 66.80 | 41.63 | 50.67 | 49.69
11 51.32 | 69.68 | 42.11 | 50.40 | 54.69
1
3Mathematical model before propulsion model
modal test
bMathematical model after propulsion model
modal test




Fig. 12 « ODTM modal test configuration

MIDDLE FREQUENCY RANGE

Definition of Lioads

1. Origin of Loads

Since the environment or loads in the
middle frequency (MF') between a frequency
range of 20 to 40 Hz and 200 Hz cannot be esti-
mated by analysis, estimates of accelerations
were made based on flights of other launch
vehicles, Since the environment was an esti-
mate, it was selected to be compatible with
existing test equipment.

2, Primary Structure

Since the MF range overlaps with the LF
range, the MF test is constrained to limit the
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TABLE 12
Comparison of Modal Frequencies —
VOS Mathematical Model Versus
Modal Test Results

Mode Frequency (Hz)
Analysis Test Error (%
1 4.35 4.51 3.5
2 4,40 4,63 5.0
3 7.48 7. 87 €.n
4 7.83 8.30 5.7
5 10,92 11.51 5.1 {
6 13,36 14,09 5.2
7 14, 64 15,35 4,6
8 17.95 19,49 7.9
9 18.81 19.83 5.1
16 23,42 24,85 5.8
11 26.18 29,54 11.4 i
12 24.28 26.49 8.3 ;

primary structure to loads established by load
analysis,

3. Environment

The sine test level is defined in Fig. 14.
The environment is defined at 12 locations on
the VOS bus and not at the base of the VOS
structure,

Development Test

4. .lardware

A development vibration test will be per-
formed on the combined ODTM and Lander
Dynamic Test Model (LDTM), Figure 15
illustrates the configuration of the Z-axis
vibration test,

5, Axial Test

The sinusoidal vibration input into the
V-S/C is provided by a 30,000-1b Ling shaker
system. The electronic control system
includes:

(1) 36 control channels, including the
12 input control accelerometers.
The other 24 are selected member
forces and/or accelerations that
will control the test,




¥
1 TABLE 13
. Orthogonality of VOS Modal Test Results
T
(4" [m](¢]
] Mode No. 1 2 3 4 5 6 7 8 9 10| 11 12
1 1 100.0 62| -0.2 1.1} -0.3 1.1 -23]| -0.6]| -1.7 06| -2.4 0.0
] 2 1000 2.1 -1.2) -4.1| -3.0| -0.9] -2.5 1.0 1.21 3.4| -15
3 100.0 0.4 0.8 1.6 | -0.2 35| -1.5] -0.5| -2.7 0.4
4 100.0 1.0 1.3 12| -0.1} -1.8 1.2 1.1] -0.5
1 5 100.0 0.6 0.8 46| -1.0 0.2 1.7 -0.4
i 6 1000 04| -05| 13| 44| -06| 16
7 100.0| -0.2| -0.1 36 -0.1| -1.3
8 1000 -1.1}| -1.9| -0.2} -1.5
9 100.0 59| -2.9 2.7
3 10 100.0 1.0| -3.4
K
: 11 100.0 | 2.5
12 100.0
1
.
(2) 59 peak limit channels that will term- plan includes tests similar to the development
3 inate the test if the preselected levels test. Figure 16 illustrates a rigid lander on
3 are exceeded. the ODTM on the axial vibration system.
;
r 6. Lateral Test HIGH-FREQUENCY RANGE
The lateral test configuration is similar to Definition of Environments
. the modal test setup shown in Fig. 11 except
that the VTA/CTA adapters are not included. The high-frequency environment {(>200 Hz)
The ODTM is mounted directly to the floor. is an estimate of the acoustic level based upon
Four 150-1b shakers will be pendulously sup- past programs and firing of flight-type pyro-
ported and attached to the VOS bus. The sinu- technic devices. The acoustic spectrum is
soidal vibration levels of Fig. 14 cannot be shown in Table 14 and the anticipated pyro-
achieved by this test. The structure will be technic environment is shown in Fig, 17,
excited at its resonant frequencies and will
establish the degree of dynamic interaction Qualification Test

between the ODTM and the LDTM.
The VOS will be qualified in the HF range

The ODTM/LDTM will be vibrated in two using the PTO. The PTO will be acoustically
orthogonal directions. The test at the specifica- tested and subjected to a limited number of
tion levels was not considered necessary, since flight-type pyrotechnic firings.
high lateral motions are anticipated in the axial
test. CONCLUSION
The control system is identical to the axial
test. The VOS Program has identified the sources
of loads and environrnentz. The analysis,
Qualification Test design, development test, qualification test and
flight data measurements have been coordinated
The VOS with a rigid lander will be qualified to assure achievement of the Viking Project
in the MF range using the PTO. The current structural objectives.
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Fig. 13 - Development static test on ODTM
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Fig. 15 - ODTM/LD1TM Z-axis sine
vibration test setup
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TABLE 14

Qualification Acoustic Spectrum

1/3 Octave Sound Pressure Level in
Band Center 1/3 Octave Bands
Frequency -4 2
(Hz) (dB ref 2 x 10" ° dynes/cm®)

50 133.5
63 134

80 134.5
100 135
125 137
160 139
200 140

250 140.5
315 140

400 138.5
500 137
630 136
800 135
1,000 134
1,250 133
1,600 132
2,000 131
2,500 130
3,150 129
4,000 128
5, 000 127
6,300 126
8, 000 125
10, 000 124
Overall 149

Duration: 10 minutes
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Fig. 16 - ODTM rigid VLC Z-axis
sine vibration test setup
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VIKING LANDER DYNAMICS

J. C. Pohlen*
Martin Marietts Aeroapace
Denver, Colorado

The Viking spscecraft will deliver s payload of scientific and

communication equipment to Mars,

During the mission the vehicle

will be exposed to a variety of dynamic environments, five oi

which sre of psrticular importance:

acoustically-induced random

vibrstion, .apidly-decaying (trsnsient) vibration, pyrotechaic

ahock, par:chute-mortar shock, and landing shock.

In order to

aaaure th: _ the spacecraft will survive these environments in s
satiafact.ry manner, the Viking Dynamics Group at Martin Marietta
Aerospace, Denver, was required to define the environments and
specify the dynamic teats neceszcory to qualify the vehicle and

its compoments.

The procedure being followed to achieve this goal,

using an empirical approach for initial estimstes followed by
analyses performed on detailed msth models and ayatem-level,full-
scale verificstion teats, ia described herein.

INTRODUCTION

The Viking '75 Project objective is to
deliver scientifi~ and communication equipment
to Mars orbit and the aurface of the planet on
two dual-syatem spacecraft. During the courae
of each of the two missions, these equipment

ayatems and their aupporting structures and
primsry structures are aubjected to various
dynsmic environments, such as thoae outlined in
Table I. The primary function of the dynamics
group on the Viking '75 Project wss to define

i TABLE 1
g Source of Dynamic Environmenta
f Random Sine Pyro Landing Stesdy J
¢ Acoustics |Vibration jVibration| Shock Shock State Transient
: Ground Teat X X X P P
i Launch (Powered Flight) X X X X X
! Cruiae 0 X 0 0
' Deorbit 0 X 0 0
Entry and Parachute X X X X
g Terminal Descent X X X
‘ Landing X X
? Post Landed X X
£ 0 - Negligible Load Enviromment
P - Not Done on Flight Articles
s * Mr. Pohlen is Unit Head of the Space Dynamics Unit in the Structures and Materiala department.

Work performed by Martin Marietta Aerospace under NASA Contract NAS1-9000.
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and verify these environments, and to specify and snalytical models;

the necessary tests at the component and sys- 4. The Proof Test Capsule (PTC) - A flight
;I:;hl“ﬂ’ to qualify the vehicle for the article for envtr:n-entllly testing go
t.

quslification levels to prove the system
The procedure for getting these environ- capability and margins.

wents was three phased:

Many documents were written to control the

1. The analytical/empirical. phase - Completed design and the test program. The Magter Inte-

without the benefit of system-level dy-

gxsted Test Plan is & collection of all the
namic models (preliminary design); tests on the aforementioned test articles; Test
2. The snslytical phase - Cospleted with Methods snd Procedurxes dictates the system and
system~level, multi-degree~of-freedom dy- subsystem test tools and tolerances for per-
namic models with no test verification forming the teats; and Structyral Desfign Cri-
(post design/pre-hardware); texia gives safety margins, ultimate-to-limit

ratios, tank fracture mechanics criteris, and

3. The test phase - Experimental dats vas proof and burst test margins.

taken during system-level tests to cor-
roborate predicted loads and/or component

The LDTM was built fcom Viking Lander Cap-
environments.

sule (VLC) flight article drswings for primary

During the analytical/empirical phase of structure and bracketry. The VLC major struc-
the program, test plans were devised for prov- tural psrts and their weights and design load
ing the various systems and subsystems, and conditions are shown in Figure 1. The compon-
the following models were defined: ents were mass simulated if they weighed more
1. The Thermal Effects Test Model (TETM) - To than/ons| pouad,

P:::f NGRS ) GESCEl CHO3 . (o S There were three types of tests proposed
yses; on the LDTM:
2. The Lander Structural Test Model (LSTM) - .
To apply cslculated flight loads statically Lok e idutoh e KETREL R bisade
to determine structursl adequacy; 2. Those which load any or all of the flight i
3. The Lander Dynsmic Test Model (LDTM) - To AR
apply dynamic enviror ~ents and modal sur- 3. Those which are precursors for either PIC
veys to verify component environments or flight article tests.
SPACECRAFT DESIGN APPROX
ASSEMBLIES CONDITION WE| GHTS

Heisting
i Bioshield Cap —_— Bioshield separation 100
| & Equipment Module Bioshield pressure
} .
% Parachute System Mortar fire
& Base/Aeroshel Cover ~ % Parachute opening 240
|

Pressure

Land > . Entry
. ER® Landing 1400

Leg deployment

; Entry (shell)
& Heat Shield — Wt =9 Random (RCS eng brckts) 600
‘ ~ Boost (launch longerons)
(RCS tank truss
Pressure (sep ring + struts) 150
Boost (struts)
(base ring)

Bioshield Base

Fig. 1 - Viking Lander Capsule Component Design Conditions and Weights
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Some tests actually are more than of one type.
The total objective 1is to qualify the struc-
ture;by the loading event itself, by confirm-
ing the analysis and letting the analysis
qualify the structure, or by using the con-
firmed analysis to calculate loads which will
be applied to the LSTM and thereby effecting
qualification.

During the second analytical phase of
the program, multiple-degree-of-freedom com-
puter models were generated. These models
were used in combination with crbiter math
models to calculate powered flight loads, to
obtain package response to transient events in
the mission, and to generate structural loads
for applying to the LSTM,

During the third phase of the program,
the LDTM was put through a twelve month test
program (now complete). The types of tests
applied consisted of modal tests, drop tests,
acoustic tests, vibration tests, mortar fir-
ing tests, and pyrotechnic separation tests.

ENVIRONMENTS

Five major types of environments, which
require further discussion, were covered spec-
ifically during extensive testing on the Vik-
ing project; tney are: 1) the random levels
seen by the components when the system level
acoustic test is performed, 2) the component
vibration levels and structural loads observed
during the system level sine test, 3) the com-
ponent shock levels during pyrotechnic actuated
separations, 4) structural loads and component
shock levels measured during parachute mortar
firing, and 5) the total response of the ve-
hicle to the landing resulting in structural
and component loading. These five environments
will now be individually discussed.

Randop Epviropment

An acoustic test was performed on the
launch configuration in a 14-ft diameter, 20-
ft steel shroud. The sound pressure level
(SPL), measured/specified is depicted in Fig-
ure 2. The 149-dB overall SPL specified con-
tained a 6-dB qualification test margin. Dur-
ing the 300-sec exposure, SPL's and random pow-
er spectral densities (PSD) were measured as
response.

Approximately 150 accelerometers were
used to measure the PSD's, and Figure 3 de-
plcts a typical response curve as compared to
the pre-test predicted level.

2ipe Environment

Early in the program a system level test
was conceived to "fill in" the dynzmic environ-
ment associated with launch transients in the
frequency range between 30 and 200 Hz. The
available analytical models are adequate to
predict vesponses below 50 Hz and the
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Fig. 2 - Launch Acoustics Spectra
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Fig. 3 - Componeant Specification vs Measured
Acceleration Spectral Densities

environment is known to be mostly random (from
acoustics) and pyro shock (from separations) in
excess of 150 Hz. The levels for the system
test and the component test specifications are
shown in Figure 4.

Component

Jest Levefs
7.51-

" DA *
“ /Lo. 018" DA
1.5 ¢
{ System Test Levels
Accel,
0,29 DA

10 128 200 250
Frequency, Hz

Fig. 4 - Sine Vibration Test Levels
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The location for the system level test imput
was defined to be at the base of the truss
which supports the Viking lander capsule (VIC)
above the Viking orbiter in the launch config-
uration. The system level sine test was not
allowed to be a design load conditiom for the
primary structure of the vehicle. The test was
controlled by limiting the loads in the pri-
mary structure to levels calculsted during the
lsunch-transient-loads analyses. This limiting
only existed below 50 Hz.

Ryxo Sheck Environment

Sources of pyrotechanic shock (pin pullers,
cable cutters, explosive nuts) sre scsttered
throughout the VLC. Component test environ-
ments were defined on a spectral basis by using
the reduction vs distance curves presented as
Figures 5 and 6.

100
o \
€ 8f
g All Struct
& L ures
= 60
2
S ar Shock
Path
Za Dist.
0 L0404y oy g oy lins)
10 20 30 40 50 60 0 8 9 100
Fig. 5 - Ramp Attenuci.ion Curve
100
_O"
£ 80+
g Primary Trusses
x 60F
5 All Structures
s 40} Except Primary Shock
5 Trusses Path
- 20F l}ist.
0 ) L, T lins, )
10 20 30 4 50 70 80 9% 100

Fig. 6 - Peak Attenuation Curve

These two types of reductions, when applied

to the spectral plot, are for: reducing the
peak value (Figure 6), which is the high fre-
quency reduction; and for relucing the 9 dB/oc-
tave roll-up-portion of the spectral plot and
controlling the lower frequencies (Figure 5).
A further 60% reduction factor is applied to
the peak value for each of the first three
mechanical joints between the component and
the source.

The actual source and component levels of
shock were measured during the separation :test-
ing on the LDTM. A typical spectral plot of
the component test requirement and the environ-
ment seen on the LDTM is presented in Figure 7.

Lo}

Mas, Accel Companent Tost
Responte Spacification
(Normalires
LDT™M Messured Data
ol
9,
A —
73 [ o
Frequency iHz}

Fig. 7 = Component Pyro Shock Spectra

Morta Re

The psrachute phsse of the mission is
started abruptly by mortaring spproximately
100 pounds of canopy, risers, bridle, and
attending hardware t» a relative velocity of
about 120 fps. This event not only has a
pyrotechnic shock associated with it, but a
significant velocity change similar to the
landing event., Due to the fact that certain
components are required to function after the
mortar event, but not after landing, specisl
precautions had to be taken to assure that
proper low frequency, high acceleration tests
were performed.

Landing Shock Environment

Although the landing enviromment is re-
garded as a shock, it is of a different nature
than the pyrotechnic shock. Consequently, the
component test to cover the event was specified
in the form of the acceleration time curve
specified in Figure 8.

X ems om sas =
Accel.
g) I
10
5 10 15 2 2
Time (Millisec.)
Fig. 8 - Component Landing Shock Test
Specification

In order to prove that this stipulation
was alequate for the myriad of possible land-
ing conditions that could exist on Mars, a
Monte Carlo approach to the problem was




undertaken. This consisted of developing an
analytical model of the landing configuration
of the vehicle, verifying by *~«t that the
analytfcal mode! was accurate (cc at least
conservative), and then determining the com-
ponent landing environment based on 300 Monte
Carlo selected landing events.

The dynamic model used to analyze the
landing event contained 628 dynamic degrees-of-
freedom. This model was forced with losds
calculated through program which assumes a rig-
id center body with articulated tripodal legs.
The landing conditions used in the rigid body
program were: 1) the LDTM drop test conditions
which were used to verify the adcquacy of the
model, and 2) the randomly chosen (Monte Carlo)
landing conditions on Mars.

Two methods of prediction were used to get
force vs time to drive the dynamic model for
purposes of verifying its ability to predict
the response of packages. The first was the
analytically derived leg loads calculated by
the rigid body computer program, and the sec-
ond was the as-measured-with-strain-gages leg
loads when the LDTM was dropped on the test
surface. A typical accelerometer g-time his-
tory is presented for the two methods of pre-
diction vs the "as tested" result (Figure 9).

At Acceser «meier f0. D O3

— Test
5 « 2 W — = —Anaysis, with Test Leg Loags

Fig. 9 -~ Typical Accelerometer Correlation -
LDTM Drop No. 4

The degree of satisfaction or "goodness'
of this type of comparison is relative and de-
pends on the eyes and mind of the beholder.
Peak g's predicted for the drop tests corre-
lated quite well with those measured during the
tests. Since there were really only two gates
that needed to be closed with regard to whether
the qualification test on a component is ade-
quate, we concerned ourselves only with these
parameters. They were: is the test done on
the component (Figure 8) of sufficient magni-
tude-plus-margin to cover loads expected on
Mars? and, does the frequency content of the
pulse (Figure 8) cover the frequency content
expected in the Mars landing?

The first gate was easily satisfied by
searching through the 300 landings for the
peak vector acceleration on each package, and
comparing it to 30 g. No problem was uncovered.

The second gate, that of frequency con-
tent compsrison, was checked by spectrally
analyzing the datas with an sssumed dynamic amp-
lification of 10. Figure 10 f{s a spectral rep-
resentation of the same two acceleration time-
histories comparisons depicted in Figure 9
which were time trsces. As shown, the compar-
ison using actually-tested forcing functions
is quite good, wheruss the comparison using
analyticslly-determined forcing functions is
not as good and is conservative.

Acceleromater No, DE-031

= 3323332388551 o522y
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+iwnestlogkv) {1 1]
Shock Analyzer 4 i Tost
Response - g's . ! Nh iy - e
£
wN . e )
+ .
+ + 3
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+1+1 ’ 2
L | |
i 1
] 4
; 4 s
» ® 1 m
B AT S = S
Freque

ncy, Hz

Fig. 10 - Typical Spectral Correlation -
LOTM Drop No. 4

This methodology was then used to deter-
mine the landing shock environment for all
components.

SUMMARY

In summary, the steps used are as follows:

1. Verify by test that the analysis can pre-
dict package response;

2. Do 300 analytical Mars landings, determine
peak g's, and envelope the spectrai re-
sponse of each of the packages for all the
landings;

3. Compire peak-g's-predicted to that of the
component test pulse (Figure 8);

4. Compare the enveloped spectral plot of each
package for all 300 landings to the spec-
trum of the component test pulse.

The spectral comparison for one of the compon-
ents is presented ir rigure 1l comparing each
axis spectral plot to the test spectrum.
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STRUCTURAL DYNAMICS

PERFORMANCE OF STATISTICAL ENERGY ANALYSIS

R. F. Davis and D. E. Hines
McDonnell Douglas Astronautics Company
Huntington Beach, California

High-frequency random vibration environments have become increasingly
significant in the design of aerospace structures. Analytical prediction
of these environments is beyond the current scope of classical modal
techniques. Statistlcal energy analysis methods have been developed
that circumvent the difficulties of high-frequency modal analysis.

These statistical energy analysis

meth

enn

ods are evaluated by comparing

analytical predictions to test results. Simple test methods are
developed for establishing statistical energy analysis parameter
values. Techniques are presented, based on the comparison of the
predictions with test values, for estimating statistical energy
analysis accuracy as a function of frequency for a general structure.

INTRODUCTION

The increasing perrformance of aerospace
vehicles has resulted in external acoustic
fields and aerodynamic boundary layers that
cause increasingly significant high-frequency
rendom vibration environments. While classical
modal analysis techniques for predicting dynamic
response work well in the frequency range of the
lower structural resonances, their application
to these high-frequency regimes is limited by
model complexity and required solution time.

Statistical energy analysis (SRA} tech-
niques that can successfully circumvent the
probtlems of classical determination of hiar
frequency response were introduced a decald- ago,
sut have received minimal usage for flight hard-
wvare. Reference 1 contains an excellent
bibliography of the development of SEA whi.h has
occurred.

The first SEA application to a complex vehi-
cular structure was performed for the UpSTAGE
program (see Reference 2). The SEA effort on
UpSTAGE was directed to the scaling of data from
an acoustic test specimen into design and com-
ronent vibration test criteria for a flight
design. Because of the specific interest in
using SEA as a scaling technique, the approach
was not evaluated in depth as a predictive
technique. However, a consjderable amount
of vibration response test data was obtained
with controlled acoustic inputs, which could
provide a basis for a more comprehensive evalua-
tion of SEA in application to a complex system.

This paper is devoted to the evaluation of
CFA in application to a complex structure, This
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evaluation incorporates a test program that
successfully provided damping and coupling
parameter values through the use of very simple
test methods. A technique for introducing
acoustic energy into the SEA model is presented
which gives good results with reverberant
acoustic fields. This statistical structural
anaiysis, in conjunction with the simple test
methods, resulted in high-frequency vibration
response predictions with an accuracy of +3 dB
in comparison with test measurements. Frequency
scaling methods are presented that may be used
to evaluate the frequency range in which this
accuracy cen be expected for general structures.
The complex structure considered in this report
is an elliptical cone excited with a range of
acoustic configuraticns. In many respects, this
represents a more complex analysis problem than
that for typ.cal vehicles. Considering the
complexity of the structure examined in this
study, together with the various types of
acoustic input configurations, one can expect
the results to e valid for a wide range of
structural problenms.

DEVELOPMENT OF STATISTICAL ENERGY ANALYSIS
EQUATIONE AND SOLUTICN FORMAT

Statistical energy methods have been
develcped to consider the distribution ard
transfer of eneryy among the modes of a
vibrating system. These mothods assume that
the modes ol & system being analyzed contain all
the vibratory energy of that system. Therefcie,
for SEA to have valid application, all sigaifi-
cant energy of a system must be resonant as
opposed to nonresonant.




The SEA methods separate the frequeuncy
range of interest into frequency bands, wh.ch
are analysed independently. The methods assime
that the energy in the modes of one frequency
band is not transmitted (through coupling) to
nodes in other frequency bands either within an
elenent or among the elements of a system.

These energy analysis techniques are
denoted statistical because they involve
averaging structursl response over portions of
the structure. This averaging is performed over
time, space, and in frequency bands. The time
averaging results in the use of root-nean-
squared representation for quantities, such as
acceleration, vhich vary with time. The space
averaging assumes that the energy of s system
element is evenly distributed throughout the
element. The frequency band averaging consists
of the assumntion that the energy of an ele-
ment in one frequency band is evenly distributed
anong the element modes occurring at frequencies
within the band.

An important factor in velidating the space
and frequency averaging is the number of modes
included in each frequency bené. With many
modes excited in one frequency band of an
element, the vibratory energy ray be expected
to be well distributed througnout the element
and among the various modes, and averaging
will furnish a valid approximation to actual
values. When frequency bands that are a
constant percentage of the center frequency,
such as third-octave bands, are utilized for
analysis, the bands will contain progressively
greater numbers of modes ags the center frequency
increases. Therefore, a closer approximation
to the true response is obtained as frequency
increases. The use of very wide frequency
bande should permit SEA to have valid applica-
tion at lower frequeucies. Hcwever, problems
with frequency resolution require a compromise.
One-third-octave bandwidths were chosen for
the analysis and tests that are reported here.

The assumptions upon which statistical
energy analysis is based are:

A. The modes of the elements of a
system contain all the vibratory
energy of the system.

B. Only modes occurring within the same
frequency band are coupled.

C. The energy in one frequency band of
a system element is equally dis-
tributed among the modes of that
element occurring in the frequency
band.

D. For two coupled elements, all of the
modes occurring in one of the ele-
ments in one frequency band are
equully coupled to each mode occurring
in the same frequency band in the
other element.
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ANALYTICAL MODEL OF UpSTAGE SPECIMEN

The UpSTAGE acouvstic test specimen wvas a
design configuration of the flight vekicles
consisting of the load-carrying structure
{i.e., external skin, field joints, and internal
bulkhesads) without internal components, except
for a model of a laser gyro. The specimen,
shown in Figure 1, is an elliptical cone which
is separated into four sections by three field
Joints. Internally, the specimen has 12 bulk-
heads, the 3 field joints, and a closure plate
at each end. The skin thicknesses of the
sections vary, decreasing from the rear to the
front.

»

Figure 1. UpSTAGE Acoustic Test Specimen

The mathematical model used initially for
the present analysis is identical to the
model used for the earlier UpSTAGE predictions
(see Reference 2). This model separates the
specimen lengthwise at the field joints into
four basic elliptical sections. The aft section
was further divided into four elliptical sub-
sections to allow for localized acoustic inputs
at locations that simulate the positions of
the UpSTAGE aerodynamic coutrol forces.

The external skin of each section was
modeled with four elements, one for each
quadrant, with junctions occurring at the points
where the two radii of curvature coincide.
Since there are seven sections and subsections,
this modeling resulted in 28 skin elements as
indicated with Arabic numerals in Figure 2,
Each of the internal bulkheads, field-joint
bulkheads, and closure plates was modeled as
a single element. The complete mathematical
model therefore consists of 45 elements.

Table 1 presents the elements of the complete
model., Because this 45-element model dces not
treat the aft section consistently with the
other sec.lons, an alternate model was also
utilized. This alternate model was developed




from the original LS-element model by greatly
increasing the coupling factor between the sub-
sections within the uft section. This change W-wat
caused the 4 subsections to respond as if they

vere cnly 1 section and resulted in a model
vith essentially 3T elements. This modeling

t is more consistent with that for the three bt
) forvard sections. However, it does cause the
i local acoustic excitation to be effectively ’ . s « b

2 spread over a larger area although the total
H input acoustic power remains the same, The

skin sections of this alternate model are 81108
indicated in Figure 2 with Roman numerals. s

The matrix format for SEA systems is

([n] + [c]) {8} = {s}

4.

Figure 2. Skin Elements

Table 1

UpSTAGE MODEL ELEMENTS

Section or Section or
Element Subsection| Quad Element Subsection
No. Description No. No. No. Description Sta. No.
1 Skin 1 1 29 Aft Bulkhead (B.H.){ 107.0 1
2 Skin 1 2 30 Forward B.H. 1k.5 7
. 3 Skin 1 3 31 Field Joint B.H. 88.2 45
I Skin 1 k4 32 Field Joint B.H. 7.6 5-6
33 Field Joint B.H. k1.0 6-7
5 Skin 2 1
6 Skin 2 2 3L Internal B.H. 97.0 3
7 Skin 2 3 35 Internal B.H. 92,0 Y
8 Skin 2 L
36 Internal B.H. 83.5 5
] 9 Skin 3 1 37 Internal B.H. 76.3 5
3 10 Skin 3 2 38 Internel B.H. 68.¢ 5
; 11 Skin 3 3
4 12 Skin 3 L 39 Internal B.H. 51.2 6
: ko Internal B.H. k6.2 6
1 13 Skin L 1
1k Skin b 2 43 Intermal B.H. 36.7 7
15 Skin b 3 L2 Internal B.H. 31.9 T
16 Skin N L L3 Internal B.H. 28.0 7
Ly Internal B.H. 2k.0 7
17 Skin 5 1 ks Internal B.H. 19.k4 L
18 Skrin 5 2
19 Skin 5 3
20 Skin 5 L
il Skin 6 1
22 Skin 6 2
23 Skin 6 3
2l Skin 6 N
25 Skin 7 1
26 Skin 7 2
27 Skin 7 3
28 Skin T L

A
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vhere the elements of the damping matrix, (D],
are d, = wn ®
J J
w = Center frequency of analyzed frequency
band in radians/sec

n, = 2 x (damping/eritical damping) for
J the Jt2 element

[C] is the coupling matrix where

[

1k = -o.j,k IJ for § ¥ k

= - ¢
€. ECM.J oryfm

3 3.k = average mode-to-mode coupling
’ between ] and k, and are zero for

uncoupled elements,
NJ = Number of modes in element J.

It is assumed that the total energy of an
element may be represented by

Ei = mi <V§> »

and that the bandwidths of analysis are
sufficiently narrow so that

2

< >
&4

2
w

B Nenny “’21" =my

is a valid expression for the vibrating system.

In matrix notation

{E} = -M%EM\] {<a—2>}

The diagonal matrix [N] must be formed in
order to obtain [C]. The number of modes in a
given element is

N (w) =n (w) * (dw)
vwhere n (w) = modal density

The structure presently being analyzed is
made up of flat plates {end plates and internal

bulkheads) aud curved plates (external skin).
The modal density of a plate is given as

A
np =
ph
where
A = area
]
D = bending stiffness

"dJ was improperly defined as 2amJ in Reference 2.

p = density in mass/volume
h = thickness
The modal density for a curved plate is

n_ = np » (CF)
CF is a correction factor that accounts for the

curvature effects of the panel. An approxi-
mate value used for CF is

2/3
CF -(—"’ ) for v < w
] r
r

= ] for w > W
r

vhere ©. is the ring frequency of the system.

For the UpSTAGE specimen analysis, the
damping factor and the base value for the
coupling parameter were evaluated by a series
of tests, vhich will be examined in the
following section.

The relative values of coupling in the [¢]
matrix were assigned on the basis of engineering
Judgment and the accuracy of the predicted
results {see Reference 3).

The base coupling value (from the test
program) was considered to apply to the
coupling across the field joints between the
four sections. The other element coupling is
between skin and internal bulkheads (and end-
plates), and circumferentially arcund the skin.
The initial coupling values relative to the
field Joints were selected as 1/3 for the
bulkhead/skin coupling and 10 for the
circunferential coupling.

The acoustic input term is developed by
considering a separate acoustic field coupled
to each excited model element. The power flow
terms for the acoustic element are

¢ ¢ N

s,ac 1y Fac 7 %500 Nac By

The first of these terms represents the
acoustic power input to the element. The second
term is the power radiated from the element to
the acoustic field and will be accounted for in
the damping term for the element. However, this
term can be used to evaluate the acoustic
coupling element ¢ 3,80

Reference L presents an expression for the
acoustic power radiated in terms of the radia-
tion efficiency. Equating the given value to
the radiation term above gives

¢ E

J,ac Nac i % AJ ?s % <v§>




vhere
°_1 = radiation efficiency

Substituting for EJ and solving for the acoustic

coupling factor

. 'olAlpc

J,ac LI by

This ey .:»ssion may nov be substituted into the
acoustic input term, giving

o, A, p ¢
OJ’M lJ E‘c = ’u 'J IJ Bu

Refevence 5 provides useful expressions for
the number of modes, Na., and total energy,
Eges of a reverberant chamber:

w vV (8w)
P - SR

Consequently the acoustic input term will he
expressed as

202 o2 4, <Pi; s,
S, =9 | 2 N
3 Jrae ) “ac o2 (Aw) m J
or
2 2
2n ¢ —=
{8} = — °[A;| L x| |<p%>
w Aw

The values for radiation efficiency were
obtained from deta in Reference L., These data
were scaled on both the ring and the critical
frequencies of the elements.

The properties relating to the acoustic
mediur that appear in this expression for the

input are cq, <;2>, and . The only one of
these terms that is unique to the assumed rever-
berant field is . Therefore, this representa-
tion would seem to be valid for nonreverterant
acoustic fields if a proper value for ¢ can

be determined for the field.

The following section will consider the
elements of the two matrices not vet
defined, [D] ana [c].
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TEST PROGRAM

Tests were performed to (1) determine
SEA parameter values for the damping and
coupling for use in analyzing the UpSTAGE
acoustic test specimen, (2) provide general
insight into the characteristics of the SEA
coupling parameter, and (3) establish a method
of determining SEA demping and coupling param-
eters by performing tests on simplified
structures.

The test program was carried out with
three basic test specimens, each one consisting
of two panels vith connecting tee-joint fabri-
cated to simulate the aft joint of the UpSTAGE
acoustic specimen. Figure 3 shows the general
specimen configuration.

/ N 7\

<]

NI
SPECHSEN ) SPECIMEN 7
Figure 3. Panel Test Configurstions
Specimens 1 and 2 vere designed to furnish
information on the effects of Joint length on
the coupling parameter, while Specimen 3 was
designed to evaluate an unsymmetric configura-
tion. The panels vere made of aluminum with a
basic size of 3 feet by 3 feet. Bacause the
skin thickness is different on the two
sides of the UpSTAGE joint being simulated,
three panels were fabricated for Specimen 1, two
with a thickness of 0,160-inch and one with a
thickness of 0,125-inch so trat a joint with the
appropriate skin thickness variation could
be examined, as well as a joint that was
completely symmetric. Specimens 2 and 3 used
only panel thicknesses of 0,160-inch. The con-
necting tee for the panels was 0,125 inch thick,
with a 1.0 inch overiap on each panel. A cross-
gection of this jJoint is identical to a cross-
section of the UpSTAGE aft Joint.

SPECIMEN 3 EDGE
viFw

The primary purpose of the tests was to
evaluate the coupling parameter ¢. This was
done by exciting one panel, measuring the
response in both panels, and solving for Ny o
or ¢* in the expression *

*The subseripts on ¢ will be dropped when only
two-element systems are being considered.
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The damping of the panels (n) rmust be
evaluated before ¢ can be obtained. In addi-
tion, n is required in the analysis of the total
system. This led to two types of testing, the
first to determine damping, and the second to
deternine ¢. All testing vas accomplished
with the test specimen suspended on elasticized
cords (bungees).

Damping was determined by striking a panel
with a steel hammer or vooden stake (bop
testing) and recording a decay trace of the
panel vibration response with an oscillograph.
The response signal from an accelerometer
mounted on the panel vas routed through an
adjustable bandpass filter prior to being
recorded with the oscillograph. This filter
permitted various bandwidths and center
frequencies to be selected. The data obtained
from the testing consisted of decay traces using
both octave and third-octave bandwidths with
center frequencies encompassing the range of
L00 to 4,000 Hz. This method permitted the
vibration response of the panels to be observed
graphically as it decayed to about one-tenth of
the initial level. This decay was plotted on
semi-logarithmic paper and a straight line
dravn to approximate the decay slope.

This approximate drcay slope permitted the
fraction of critical darping to be evaluated for
an assumed exponeatial type of decay. The
damping for each specimen vas measured with both
octave and third-octave bandwidths at two
locations on the specimen.

Early in the test program it beceme evident
that the damping of the system would have to be
increased to obtain meaningful values of the
coupling parameter (see below). This was accom-
plished by applying a single layer of Scotchfoam
damping tape to the panels.

The damping values which will be presented

are averaged values of all the data taken

at each center frequency. Since two locations
vere used for each panel together with two
analysis bandwidths, the averages are of four
values at the octave center frequencies (1400,
800, 1,600, 3,200 Hz) and two values for each
of the other frequencies.

Figure I presents the damping data obtained
for a damped 0,160-inch panel of each of the
three configurations. The range of values
for the damping parameter is from 0,005 to
0.015. Two phenomena are shown in the graph.
First, close examination reveals a peaking
effect which occurs for the Specimen 1 and
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2 panels near 2,000 Hz, but not for the
Specimen 3 panel. The effect is greater

for the Specimen 1 panel. This seems to indi-
cate a shape effect vhich diminishes as the
panels become less square. The frequency of
this peaking effect corresponds to a bending
vave speed of about 3,000 ft/sec or 1.5 ft/
cycle (half the width of the panel). The second
phenomenon is evident vhen the 2,000 Hz peaking
is removed from the data; namely, the reduction
in demping as frequency increases.
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Figure 4. Damping Loss Factor for 0.160-inch Panels
{(with Demping Tape Applied)

Figure 5 presents a comparison of the
damping data for the 0.125-inch and 0.160-inch
panels of Specimen 1. These data illustrate
the greater effect of the damping tape on the
thinner panel. The samne type of peaking and
frequency rolloff is evident for the 0.125-inch
panel as vas round for the 0.160-inch panels.

Figure 6 presents the damping data for the
undamped panels, It is noteworthy that these
damping values agree with data published in
Reference 6 (and summarized in Reference T) for
the 6061-T6 aluminum alloy panel material. The
addition of the damping tape is noted to have
increased the damping by & factor of 8.

The vibration portion of the testing was
accomplished by exciting the panels with a
1-pound force Goodman shaker. The input
spectrum for the testing was furnished by a ran-
dom noise generator. The evaluation of joint
coupling required only that the relative
Jevel of vibration on the two panels of a
specimen be determined; -consequently, no
specific input was required. Input control was
achieved by operating consistently at an overall
level of 5 Grms'

The average mode-to-mode coupling param-
eter, ¢, wvas evaluated with the equation for
the relative cnergles of a two-element system.
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This equation indicates that for very small
dasping,
¢ by
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the ratio Ej/E; will be very close to unity.
This situation occurred when attempting to eval-
uate tne coupling parameter before adding
Scotchfoam to the panels. Measurement inac- {
curacy made it impossible to obtain reliable
courling values.

For the symmetric Specimens 1 and 2, the
coupling relation reduced to

= 2
<32> w
1 L o)
2 M,
2 w 1
o

while the element masses and modal density
ratios were required for Specimen 3 (also for
the 0.160/0.125 configuration of Specimen 1).
The modal density was calculated with the rela-
tion presented previously for plates.

The optimun shaker location that could be
determined resulted in an approximate average
variation of 6 dB across a panel, with ]
a maximum of about 10 dB within the frequency
range of interest. In order to minimize the
effects of this variation, acceleration was
measured at a number of points on each panel for
every test configuration and averaged to estab-
1lish respouse values.

The damping values utilized in calculating
the mode-to-mode coupling for each center
frequency for each specimen were from the data
points shown in Figures L and 5.

Figure T presents the values determined for
the avcrage mode-to-mode coupling of the 0.160-
inch panel specimens. Specimen 3 exhibits the
highest value at each frequency, while Specimen
2, except at one frequency, has always the
lowest value. Comparing values for Specimens 1
and 2, the doubling of the Joining length causes
the coupling parameter value to increase by a
factor ranging from two to five. The same type
of comparison for Specimens 2 and 3 indicates
that this type of nonsymmeiry ceuses the
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coupling parumeters to increase Ty a factor of

S to 20 over the syumetr’c ccn”iguration. The
dashed line indicates the approrimate values for
coupling used during the analysis.
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Figure Y. Mode-to-Mods Coupling of 0.160-inch Panel Specimens

Figure 8 presents comparisons of the mode-
to-mode coupling for the two configurations of
Specimen 1. The data for the 0.125/0.150 con-
figuration demonstrate much less frequency
dependence than is apparent for the other con-
figurations. The data are, in fact, remarkably
flst. Comparison of these data for those for
Specimens 2 end 3 indicates that two different
effects of nonsymmet)y are present with the
panels. The nonsymm:try effect of shape (Speci-
men 2 and 3 data) ceuses a shift in coupling,
wvhile no such shift is evident for nonsynmetry
in modal density (1ata for the two configura-
tions of Specimer 1.
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Figure 8. Mode-to-Mods Coupling of Two Specimen 1 Cor.figurations

The data from the pancl tests wverc exaxined
statistically to evaluate sccuracy. The frasc-
ticaal error, defined as the standard deviation
divided by the average value of the quantity
being evaluated {fractiocnal error = o/u), vas
chosen as the measwre of accuracy. For the
canping measurements, the fractiowal error
in the data is about 0.1. Tae value is approxi-
pately 0.35 for the panel vibration reasure-
ments, corresponding to a etandard deviation of
about 2 dB on the panels. These values result
in a ractional error for the calculated
coupling factors of 0.48. An initial series of
tests was repeated and an attempt made to
increase the accuracy of the vibration measure-
ments without success.

The UpSTAGE acoustic test specimen was
made available, so testing was performed
to establish the damping of the specimen
and also to attempt a direct evaluation of the
Joint coupling values. The UpSTAGE specimen
ves separated at the three Joints into the four
basic sections. Bop tests wvere performed with
each individual section suspended on bungees.
Decay data in octave and third-octave band-
widths were reduced for both an external skin
and an internal bulkhead location on each of
the sections. A graph of the average values
obtained for Sections II, III, and IV is pre-
sented in Figure 9. Section I had been fitted
with a wooden bulkhead for use as a wiring
mockup and was therefore not considered a valid
dynamic test specimen. The dashed lines indi-
cate damping parameter values used during
analysis.
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Figure 9. Damping Loss Factor for Sections of the
UpSTAGE Acoustic Test Specimen
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In order to evaluate the SEA coupling
factors for this complex specimen, a very
gross four-element SEA system wss assumed with
each of the four sections rep-esenting one
element. The specimen was suspended on bungees
and Section I excited by the 100-pound force
CALIDYNE shaker shown in Figure 10. Three con-
figurations consisting of Sections I and II;

I, II, and III; and I, II, III, and IV vere
tested. With the four element modeling,
coupling values were obtained by using an aver-
age response determined from a survey of each
element and assuming this average response to
be valid for the total mass of the element.
This method pe:mits the coupling parameter
values to be ev.luated for the forwardmost
joint of each con‘igurstion (for example, in
the configuratio with Sections I, II, and III,
the parameter vs .ges for the joint between
Sections II an¢ [II may be evaluated) with the
simple relation:

2
G W WL
“2<‘:> Yo me®h

since this model appears as a tvo-element system
sbout the joint with an imput to the system from
an outside source. The modal densities were
teken as calculated for the computer model of
the specimen.

Figure 10. Calidyne Shaker

The resulting values obtained for the
average mode-to-mode coupling by this technique
are shown in Figure 11 with a comparison of the
values obtained with panel Specimen 1. This
approximation technique resulted in a few nega-
tive values which are omitted from the graph.
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RESULTS OF COMPLEX ANALYSIS

The computer analysis of the UpSTAGE
acoustic specimen provides comparisons betwveen
computed anc measured values to indicate the
accuracy of SEA in conjunction with simple test
methods, in predicting vibration response.

Before making the comparison of test data
with tie analytical predictions, the test con-
figuraticns w1l be discussed. Two basic test
configurations were utilized. The first of
these configurations simply mounted the test
specimen on bungees in a reverberant chamber so
that the eriire exterior surface of the specimen
was exposed to a uniform acoustic field. This
configuration will be referred to as Reverberant.

The second configuration for testing was
attained by mounting the specimen through the
wall between the reverberation chamber and an
adjoining anechoic chamber. The space between
the specimen and the wall was sealed with a lead
sheet and 1lightly packed with fiberglass, as
shown in Figure 12. This test configuration
achieved a reduction in sound pressure level
across the wall of at least 24 4B throughout the
frequency range of interest and 1urnished a con-
venient means of localizirg the acoustic input.

L
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ACOUSTIC
GENERATOR

ACOUSTIC
HOAN

AXI$ OF ACOUSTIC
EXCITATION

TEST SPECIMEN'

Figure 12. Configurati for Direct Imping t A ical Test




Two types of testing vers accomplished
vith this second configuration. The first type
vas performed by mounting the specimen flush
vith the wall so that only the aft closure plate
of the specimen vas excited. A reverberant
field vas used for this testing and it will be
referred to as Reverberant (aft plate only).

The second type of testing with this con-
figuration was accarplisiicd by positioning the
speciren so that the aft 11 inches protruded
into the reverberation chanber as shown in
Figure 12. Acoustic input wvar accomplisbed with
an acoustic horn directed at the aft section of
the specimen. This setup permitted a loca’ized
nonsymetric input to be attained for the speci-
men. The side of <he specimen vhich was excited
in this configuration will be referred to as the
“top” and the opposite side as the ™bottom.”
This test configuration will be referred to as
"Direct Impingement.” These tests and the
specimen are discussed in detail in References 2
and 3.

The indicated nomenclature will be used to
describe test configurations throughout the
remainder of this paper.

The values used for the basic coupling
parameter (¢,) of the field joints of the model
were taken from Figure 7 as wvas previously noted.
Twvo basic sets of values were available for the
damping perameter. One set of values vas from
the tests on bare (prior to applying Scotchfoam)
aluninum panels, while the other set resulted
from tests on the sctual acoustic specimen.

The predictions are parameterized on these

tvo sets of values. Each set of data was
enveloped with two values as indicated in
Figures 6 and 9. These bounds are n = 0.0005
and 0.001 for the panel test data, and n = 0,003
and 0.006 for the acoustic specimen data. These
bounds for the two sets of data differ by a
factor of six.

In order to avoid cluttering the prediction
comparisons with unnecessary information, pre-
dictions for each of the four damping values
will not be shown for all comparisons. These
values are omitted when a straightforward
interpolation is indicated for the additional
values.

The exterior skin levels are considered
the more significant aspect of the comparison.
The test program was designed to establish
coupling peraueter values between skin segments
and the majority of the acoustic test measwre-
ments vere made on the external skin. Internal
transmission of vibration through bulkheads
and substructures is directly analogous to
the Reverberant {aft plate only) configuration,
vhich will be examined.
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Consequently, the apparent neglect of
internal response in the present study (in
order to concentrate the test effort) does
oot diminish the validity or usefulness of SEA
throughout an aerospace vehicle.

The predictions for the completely rever-
berant excitation will be considered first.
Because each of the exterior elements of the
specimen is being directly excited in this con-
figuration, the computed response should be most
directly controlled by the damping values
selected for the model elements and the acoustic-
structure coupling factor (radiation efficiency)
rather than the coipling values between the
structural secticns.

Figures 13 to 16 provide comparisons of the
external skin response in each of the four major
regions for this fully reverberant configuration.
For tkis case, the damping based on the panel
tests yields predicted responses that agree very
well vith test data at frequencies above 1,600
liz, except for a single data point at 2,000 Hz
in region IV. The damping obtained frorm the
UpSTAGE specimen results in a computed response
vhich is consistently lower in the high
frequencies than the neasured values.
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The computed values are higher than
measured values in the lower frequencies except
in Region II. A peak is also indicated by the
measurements at 1,250 Hz which does not show up
in the computations. These values were
obtained with the LS-element modeling of the
specimen (this acoustic input configuration
should be insensitive to aft section modeling).

The next configuration to be considered is
Reverberant (aft plate only). Figures 17 to 20
present a comparison between computed and
measured values for both 37- and 4S-element
models with only one value of damping. It was
the very low predicted response for the 45-
element model with this lowest value of damping
which led to the development of the 3T-element
model. The constraint of energy flow toward the
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front of the model by the additional Joints of
the Y5-element model is very obvious in these
fignres. Likewise, this configuration is the
most dependent upon selection of suitable
coupling values since energy must flow the
entire length of the specimen to excite
Section 1IV.

The remainder of the prediction
comparisons are for the Direct Impingement
configuration. Three cases were examined for
this configuration. These cases correspond to
tests performed with varying applications of
Scotchfoam damping tape to the test specimen.
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Figures 21 to 25 present the response com-
parison for this Direct Impingement configura-
tion wvith no damping tape applied to the speci-
men. Test measurements were made on the top and
bottom of the aft two sections and these are
shown in the figures. These figures indicate
that a corrected estimate of the ~ircumferential
coupling, ¢c, as 50 times the basic field
Joint coupling value yields acceptable
relative levels between the top and bottom
portions of the aft two sections.
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The curves on these figures represent the

predicted values for n = 0,0005 and n = 0.003 ss

well as a curve labeled n = 0.0005 corrected.

The corrected curve is discussed below.

This configuration is excited by nearly
normally incident acoustic energy and the
exciting field is not as well defined as it was
in the original case. In addition, the analysis
of the first two configurations confirmed the
demping and axial structural coupling factors
for the model. For these reasons it was
assumed that the discrepancy resulted because of
improper definition of the nergy input. To
test this assumption the predicted value for
n = 0.0005 was reduced until acceptable agree-
ment was achieved for both measurements in
Section I. This reduction was applied to the
n = 0.0005 predicted values for all of the sec-
tions. The general agreement between the
measured and the corrected prediction values
substantiates the assumption of the discrepancy
being in the input.

Figures 26 to 30 present the same type of
comparison for a case with damping tape applied
to the aft three subsections of Section I.

Based on experience with the panels, the addition
of the damping tape was assumed to increase the
damping by a factor of eight over bare structure.
The two values of damping noted on the figures
are for the bare structural areas and the damped
areas of the specimen. The results for this case
are essentially the same as for the bare specimen.
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The final case adds damping tape over a
portion of Section II, which is assumed to in-
crease the damping by a factor of three. The
Section I damping i~ retained as in the preceding
case, and circumferential coupling is likewise
50 times field jJoint coupling. The results are
shown in Figures 31 to 33. From these figures
it appears that the effectiveness of the damping
tape was slightly underestimated in Sectir~ J(I.
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It should be noted that the acoustic input
configurations which have been exsmined cover
the entire realm of response problems:

A. Fully Reverberant - vehicle
completely surrounded by a signi-
ficant acoustic field.
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Gams

B. Reverberant (aft plate only) -
identical to internal structure or
substructure excited by a portion of
the external skin.

C. Direct Impingement - vehicle has
localized hot spots on the skin.

Because SEA consists of linear techniques,
the contribution to a system of each type of
excitation may be determined and the squares of
the responses summed, therefore providing the
total response.

A scaling method must be developed in order
to evaluate the significance of this study to
general structural systems. A classical means
of scaling frequency dependent data or - -lindri-
cal shells is to replace frequency wit.
frequen iy times radius of curvature (. - :).
This scaling minimizes tre effects of curvature
on the values being evaluated.

Figure 34 compares the accuracy of the pre-
dictions, using predicted response for n = 0.0005
divided by measured response as the indicator of
accuracy, as & function of such a scaled
frequency for the fully-reverberant case.
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The first observation is that a damping
value of n = 0.001 would yield better agreement
(since n is inversely proportional to ) and
that error in the prediction does not exceed
43 dB above fr = 2,500 Hz ft (except for one
point). If the error band is increased to +6 dB,
the value for the applicable range of fr
can be reduced to approximately 1,500 Hz ft.
These frequencies correspond to a little less
than the ring frequency to one-half of the ring
frequency. It should be noted that although it
appears that damping was underestimated, the
came results would be obtained by overestimating
the acoustic input.

The same presentation for the aft plate
excitation is presented in Figure 35. The pre-
dicted value is based on n = 0.0005. The
error in the predicted value is less than 3 dB
for values of r greater than 2,500 Hz ft. This
agreement does indicate that the discrepancy in
Figure 34 is the result of underestimeting
the acoustic input or, at least, the damping
value of 0.0005 is compatible with the coupling
factor used.
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Figure 36, which presents the direct
impingement data, shows that the proper correc-
tion to apply to the predicted values of
n = 0.0005 would be 4 and that the scatter band
does not exceed 3 dB above fr = 3500.

The main conclusions to be drawn from
Figures 34 to 36 are that if the input energies
vere properly aefined, the UpSTAGE analysis,
using damping and coupling factors messured on
simple systems, would yield results with +3 4B
accuracy above the ring frequency of local
structure and acceptable estimates of the levels
to one-half of the ring frequency. These con-
clusions are bas:d on curved panels that have
about 20 percent of the area and modes of
cylinders with corresponding curvature. There-
fore, the conclusions drawn above may be
conservative. Because of this conservatism, it
is possible that the +3-dB accuracy would extend
to even lover corrected frequencies.

The classical scaling of frequency with
radius which has been accomplished is very
useful when cylindrical or curved structures
are being considered. However, a scaling method
which is valid for flat or curved structures
would have even more general use. Since the
lower limit of validity for SEA is considered
to be a function of the number of element modes
participating in the frequency bands, scaling
by number of modes would seem to be indicated.

Figures 37 to 39 evaluate system accuracy
based on the number of element modes present in
each frequency band. The main change from the
scaling on radius is that Section II replaces
Section I as having the most significant
(1argest scaled frequencies) values. The fully
reverberant ard direct impingement cases exhibit
slightly less accwu. -2y than with radius scaling,
while the aft ple*« excitation shows extremely
good accuracy. Convargence to the limit: of
accuracy &ppears to cccur at about 20 element
modes per band.
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The number of modes per element when using
constant percentage dandwidths for flat plates
is strictly a function of (A/h)+f. Figures 37
to 35 have their abscissas marked to show the
corresponding value of this scaling parameter
(valid for aluminum or steel) to aid in applica-
tion of the graphs. The spacing of the points
plotted on the graphs indicates the effects of
curvature on distribution of modal density with
frequency.

Due to the positioning of the acoustic
input for the specimen, the frequency scaling
on radius or size (number of modes) may be mis-
leading with regard to the accuracy of SEA in
this study. The scaling places major emphasis
on predictions in Sections I and II. Because
these sections are adjacent to the input,
response is most directiy affected by the input
and by the damping, hut not necessarily coupling.
Consequently, Figures L0 to 42 are included to
demonstrate accuracy without scaling of the
frequency.

These figures still indicate a convergence
of the predicted lcvels. Much of the spread in
the high frequencies is due to Section IV, which
has the lowest scaled frequencies.

These figures show that the accuracy in
Sections I, II, and III converges very
closely to the same value in the high
frequencies for ail three input configura-
tions. Thnis indicates the same paramcter or
parameters is causing the inaccuracy in all
sections. This would indicate the coupling
values are correct, since the coupling would
affect Section III predictioms relative to
Section I. {onsequently, the overemphasis on
Sections I and II when using the scaling
techniques should not be misleading as to the
indicated accuracy of the SEA aporoach.

It should be pointed out that the general
effect of varying the damping valu.s us=d for
the prediction comparisons would be to displace
all points on a figure vertically by a similar
distance. Consequently, the damping parameter
controls the value of predicted response
divided by measured resporse to which the
figures converge, but does not signficicantly
affect the variation about this value.

Combining the information provided by the
three accuracy evaluation techniques, this
study indicates that SEA is capable of predic-
tion accuracies of +3 dB above the ring frequen-
cies of curved structure or when the structural
model has 20 or more modes per element parti-
cipating in a one-third-octave frequency band.
This accuracy ~as attained in conjunction with
simple test methods used to evaluate the damping
and coupling parameters for the structure.
Consequently, the results verify the validity
of the simple test methods as a means of evalu~
ating these SEA parameters for complex
structures.
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CORCLUSIONS
The primary conclusions reached are:

A. SEA has a demonstrated capability of
structural response prediction accu-
racies of +3 dB above the ring
frequency of cylindrical structure
or vhen 20 or more modes per model
element are participating in a one-
third octave frequency band.

B. The simple test methods and panel
specimens presented are capable of
defining the SEA damping and <oupling
parameters for complex structures. of
special interest is that the very low
damping obtained during test did yleld
the proper results.

C. Overmodeling of continuous structural
elements can be an importunt obstacle
to a successful SEA application.
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DISCUSSION

Mr. Mains (Washington University): Do you
intend to use this technique mostly for the
higher frequencies and use some other technique
for the lower frequency range?

Mr. Kalbfleisch: Yes we use classical finite
element modelling in the lower frequency region
and we augment it with statistical energy
analysis in the higher frequency region.

Mr. Mains: At what frequency do you distinguish
between the two?

Mr. Kalbfleisch: 500 cyeles, 1000 cycles and
up, depending upon the frequency region where
the primary ring frequency lies.
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Mr. Wassman (Naval Ordnance Laboratory): Do
you think that the dependence in the accuracy
on modal density implies that a constant per-
centage bandwidth analysis is contraindicated
and that perhaps a constant bandwidth analysis
of a relatively broad bandwidth at low frequen-
cies would yield better results with the
statistical energy method? 1 realize that the

reason for doing that was probably for your
experimental data.

Mr. Kalbfleisch: We used a constant percentage
bandwidth; as you use wider bandwidths you can
get more modes in per band, 1 think the band-
width is really dictated by the number of modes.
You will have better accuracy if you use more
modes in a bandwidth,
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and moderate attenuotion above 50 Hz.

The vertical shock environments of electrical power aquipment cabinets
supported by a shock-isolated platform were estimoted. The mechonical

. impedances of the isolator system, and the mobilities of the platform and

i equipment cahinets were measured and used to determine the tronsfer function
of the whole system under five different preload conditions of the isolators.
An input shock spectrum and the system transfer function were then used to
determine the vertical shock environments for each preload condition.
Appreciable attenuation of the input energy was observed from 5 Hz to 50 Hz

INTRODUCTION

The objective of this paper is to demonstrate the application
of transfer function measurement techniques to estimate the
vertical shock environments of electrical equipment
cabinets supported by a shock isolated plae:?orm. Specitic
emphasis was placed on the high-frequency energy trans-
mission characteristics of the isolator system, and evaluation
of such effects on the responses of the equipment. The
computation of the shock environments was limited to the
freavency ranae between 5 Hz and 500 Hz,

The transfer function of the whole system was obtained by
combining the appropriate transfer functions of identifiable
subsystems. The response data of the subsystems were
measured and digitally reduced to compute the digital
transfer functions. The obvious advantage of this tech-
nique is that it allows the synthesis of transfer functions

of lorge, complex structures from the transfer functions of
subsystems which are amenable io measurement techniques.

The system studied is shown i Figure 1. Bosically, the
system consists of threz electrical equipment cabinets,
which are bolted to the steel platform, The platform, in
turn, is connected to four mechanical spring shock isolators
through the end posts located at the four corne.; of the
platform. The upper ends of the isolators are attached to

a buried, reinforced concrete structure. The input motion,
which is defined in terms of a shock spectrum as shown in
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Figure 2, is ‘ransmitted through the upper attachment points
{UAP; of the isolators. The corresponding responses at the
platfoi n/‘equipment interface defined the shock environ-
ments of the equipment cabinets.

n order to provide realistic estimates on system shock
environments, it is necessary that both the nonlinear
characteristics of the isolators and system structural damping
te modeled accurately in formulating analytical solutions.
However, it is often difficult, if not impossible, to obtain
exact response solutians for a complex structural system,
such as the present system. This is particularly true in the
case where |.igh-frequency vibrations are of prime interest.

The computation of shock environments was based on the
transfer function rechnique employing measured transfer
function deta of individunl elements to synthesize the system
transfer function. The transfer functions establish the input/
output relati>nships between the upper attcchment points of
the isolators and the load transfer points at the equipment/
platform interface. The measured transfer function dota
autoratically contains the information on structural damp~
irg. Consequently, computed responses will be more
consistent with tha system dynamic amplification effects.

The transfer function technique is valid for linear systems.
To justify the validity of the linear analysis, it is assumed
that the shock isolation system is linear with the isolator
springs in a deflected position as long as the induced
vibrations with respect to the deflected shock isolation

Preceding page blank
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Figure 1, Exploded View of Shock 1solated Equipment
Cabinets System

system position remain small, Toward this goal, the trans-
fer functions of the isolotors were measured under five
different end constraints, representing the nominal, twvo
intermediate and two extreme deflected conditions. The
computed responses at the equipment/platform interface
would thereby provide the response "trend" for the shock
isolation system under the input shock motion.
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Figure 2. Undamped Vertical Input Shock Spectrum

DESCRIPTION OF THE SHOCK-ISOLATED SYSTEM

The shock-isoleted system, as shown in Figure 1, emplcyed
four isolotors having two different spring rates and desig~
nated as M-33 and M-34. The typical construction of an
isolator is shown in Figure 3. The stationary part of these
isolators consists of a cylindrical housing which contains
the spring housing assembly and #+e pendant (3-1/2in. O.D,
steel tubing). The movable part consists of o coil spring,

a one-inch diameter steel connecting rod and two circular
retaining plotes, which are used to precompress the spring
to a predetermined length to fit within the spring housing.
The upper retaining plate is fastened to the connecting rod.
The lower retaining plate is fastened to the housing by o
total of eight 3/8-inch cap screws. Therefore, the isolator
spring is alwoys in compression. One swivel joint is pro-
vided at each end of the isolator assembly to allow latera!
movements of the system. The upper attachment point (UAP)
ond the lower attachment point (LAP) of the isolator are
instalied respectively to the ceiling structure of a building
and the supporting platform. The approximate physical
dimensions, weights ond spring stiffnesses of the isolators
ore tabulated in Table |, The M-33 isolators are attached
to the front end of the platform, and the M-34 isolators ore
attached to the rear end of the platform.

The overall dimensions of the supporting platform are 4 ft x
8 ft. The struciural frame was fabricated from 12 in, wide
flange (WF) 27 beams; and a 3/8-inch steel plate was
welded ot the top. A totai of eighteen 5/8-inch diometer
holes were provided on the platform for anchoring the
equipment cabiness.

The physical dimensions cf each of the three equipment
cabinets are 40 in. (wide) x 30 in. (deep) x 90 in, (high).
Each side cabinet was connected to the center cabinet

with a total of twenty bolts through the side panels, The
total weight of the three cabinets is 6,779 pounds. The




front and recr views of the cabinets are shown in Figure 4,
in which the cobinets are supported on the air springs in
the process of testing.
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Figure 3. Typical Construction of a Shozk Isolator

TABLE |
WEIGHTS AND STIFFNESSES OF ISOLATORS

(b) Rear View of Cabinets

o Weight (Lb) Mamured Static
T Stationary Movable Stiffness *
ype Ports Ports (ib/1n.)
Figure 4. Front and Raar View of the Equipment Cabinets
M-33 133 5.0 355
M-34 133 36.5 275
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SYNTHESIS OF SYSTEM TRANSFER FUNCTION

In formylating the transfer function model for the system
under corslderation, a set of load tramsferring points wos
assumed ot the interface of adjocent subsystems to define
the lood paths of the entire system. Fach subsystem con-
sisted of a set of input points which received the incoming
motion ond a corresponding set of output points which
tronsmitted the oulgoing motion to its adjocent subsystem.
The load transferring points of the isolator-plotform-equip-
ment ore defined in Figures 5 through 7.

Figure 5. lsolatar Lood-Transferring Points

The load trarsferring points of the isolater are defined by
the UAP's and LAP's of the individual units. Therefore,
the four isolators have o total of eight laad trarsferring
points as shown in Table Il, The locatiors and numbering
of the platform load transferring points are shown in Figure
6 and summarized in Table 1Ii, Points 9, 10, 11 and 12
are located ot the end posts and defined as the input points
of the platform. These points receive the output motion
from the lower ottachment points of the isolators. The
output points of the platform are transmitted through a total
of ten load transferring points ot the platform. These points
are denoted as Points 13 through 22. The corresponding
load transferring points of the equipment cubinets are
designated as Points 23 through 32, os shown in Figure 7
ond summarized in Table IV, These points received the
output motion from the platform.

TABLE 11
LOAD TRANSFERRING POINTS OF ISOLATOR

Isolator Type Designalion UAP LAP
I' 1 2
M-33 | 3 7
2
l] 6
M-34 7 5
4
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Bosed on the load trarsferring points as defined above, the
trarsier function model of the shock-isolated system could
be represented as shown in Figure 8.

The input and output motions of the individual systems are
defined os follows:

TABLE M1

DEFINITION OF FORCING FUNCTIONS AND
RESPONSES FOR PLATFORM MOBILITY MATRIX
(Reference: Figure 6)
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TABLE 1V

DEFINITION OF FORCING FUNCTIONS AND
RESPONSES FOR EQUIPMENT MOBILITY MATRIX
(Reference: Figure 7)
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Excitation Diagram for Vertical Response

of Equipment

Excitation Diagram for Vertical Response

of Platform

Figure 6. Load Transferring Points and Generalized
Figure 7. Load Transferring Points ond Generolized
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Figure 8. Transfer Function Models for the lsolator—

Plotform~Equipment System
Iolators  F = Input forces ot the upper attachment
' points
V= Input motions ot the upper attochment
U points
F = Output forces at the lower attachment
2 poinks
V = Output motions at the lower attachment
2 points
Platom F = Input forces at the end posts
_— 2
V = Input motions at the end posts
2
F = Output forces at the equipment/platform
E interface
V= Output motions at the equipment/plat-
E form interfoce
Equipmen: F = Input forces at the equipment/platform
J interface
\73 = Input motions at the equipment/platform

interface

Since measurements are generally made with acceierometers,
the gravitational unit, g (1 g = 386 in./sec?), was adopted
to specify motions at all load trarsferring points. The input
or output points corresponding to a forcing function was
referred to by a "station” number to identify forcing or
response locations.

The transfer function of the isolators is defined by Equation
(1) in terms of an impedance matrix:
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The above input/output relationship of the isolator system
is now written in simplified form os:
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F. 7:: é 71: v'
-d = feee-- e e e o -——- (2)
Fz I i 72 Vs

where the submiatrices indicated by the dashed line in
Equation (2) are equated to the correspondingly indicoted
submoatrices of Equation (1).

The plotform tronsfer function is defined in terms of o
mobility matrix which is generated by four types of forcing
functions defined as follows:

e Discrete vertical force
e  Pair of equal-mognitude, in-phase, vertical forces
o  Iair of equal-magnitude, in-phose, lateral forces

e 'Aoment generated by a pair of equal-mognitude,
vertical forces with 180° phase shift i

e Moment generated by a pair of equal-magnitude,
loteral forces with 180° phase shift

The forcing matrix corsists of a total of sixteen input forcing
functions. The definition of these forces and the correspon-
ding resporses are presented in Table IlI, and an illustration
of each forcing function is presented in Figure 6. The ?
relationship between the input forces and output responses
of the platform is defined as follows:
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where again the submotrices indicated by the dashed lines
in Equation (4) are identified with the correspondingly
indicated submatrices in Equation (3).




The equipment transfer function is also defined in terms of
o mobility matrix. Since the platform shares the some lood
tronsferring points with the equipment ot the interface, the
forcing functions of the equipment ore defined in a similor
manner os those of the piatform. These farcing functions
and responses of the equipment are defined in Table 1V and
illustrated in Figure 7. The equipment mobility matrix is
expressed as follows:

v m f

2 25,28 25 36 || 2

5 = 0 5 . (5)
v m m

3s 3‘, 25 Jél 36 3¢

and is rewritten os:

- B R)

In the notation as used in Equations (2), (4) and (6), the
relatianship between the forcing function and the three
subsystems can be rewritten in algebraic forms as fallows:

Isolators:
F o= vV o+ v 7
1 3" 1 ‘712 2 @
Fo= V +g Vv 8
2 32| 1 ;zz 2 ®
Platform:
V =4 F + .M F ©)
2 22 2 23 3
V =4 F +.u F (10)
3 32 2 33 3
Equipment:
V =« F an
3 33 3

where 3 ij's and ./lij's are the impedances and mobilities

of the systems under consideration.

The equilibrium and the compatibility equations at the
attachment points are defined as follows:

F = -F (12)
2 2

F o= -F (13)
3 3

v =V (14)
2 2

v =V (15)
3 3

From Equations (7) through (15), tha relationship between

V| and Va can now be established os:

M )" 1 .\/l {16)

The transfer function Latween the upper attachment points
af the isolator system and the equipment/platform interface
is defined Ly Equation (17) as shown below:

T = - 4M * R - -3 - M
3 32 ( CTIRPY

)z a7

21
where R = [Jl + M ]" e M
32 33 33 32

MEASUREMENT OF TRANSFER FUNCTIONS

The input forcing functions were generated by a pair of 25
force-lb electro-dynamic shakers (MB Model PM25), These
shakers provided sinesweep input forces at the dcsignated
farcing inpu! points on the test structures, All measurements
were made over the frequency range of 5 Hz to 500 Hz with
a sweep rate of one octave per minute.

The responses at the load transfer points of the test
structures were acquired through piezo accelerometers.
The instrumentation block diagram is shown in Figure 9.

The impedance elements associated with each isalator were
measured under two restraining conditians. 1n the first
case, the UAP of an isolator was fixed to a reaction mass
so that the velocity at the fixed end was zera and the input
force to the isolator was applied to the LAP. In the second
case, the end restraining condition and the forcing input
position were reversed. The measured force cnd response
signals pravided the data used to compute individual
impedance elements. Using lsolator 1, asan example, the

measured impedances are defined by the following
equations:

(18)
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Figures 10(a) and 10(b) show the typical set-ups for measuring

2 - :z (19) isolator impedonces in the UAP-Fixed and LAP-Fixed
22 v conditions, respectively, At the driving end, the Endevco
v =0 Impedance Head was used as the force transducer and an

additional (2106E) piezo accelerometer was used to acquire
the driving end resporse data. At the fixed end, the force
signal was acquired through an Endevco Impedance Heod.

f f (20) Each isolator was tested under five different preload
zZ =12 = L = .2 conditions. The prefoads were applied to the isolators by
12 21 v v adjusting the length of the test fixture with a pair of spacers
v =0 g v=0 at the bottom. This allows the isolator under testing to be
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tinger > Recorder ]
! i > T

TEST STRUCTURE

]
No. 3

00 -
$D-105 Heod
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Figure 9. Typical Instrumentation Block Diagram for Response Measurements
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(a) UAP-Fixed Condition (b) LAP-Fixed Condition

Figure 10. Typical Test Set-ups for Isolator Impedance Measurements
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either stretched or compressed. A total of five preload
conditions as shown in Figure 11 was used in the measure-

ments,

Details of these conditions are described os:

Nomina! Extersion — The isolator wos stretched
fo a predetermined length which corresponds ta the
static deflection due to the combined weights of

* the equipment and the supporting platform. The

stretched length was approximately 9 ~ 9.5 inches.

+8-Inch Extension — The isolator was compressed
ta o positian which was 8 inches above the
nominal canditian,

-8-Inch Extension — The isolator was extended to
a position which was 8 inches below the nominal
condition.

Non-Extended — The isolator was slightly
stretched to provide just enough preload to
perform the measurements.

Fully-Extended — The isolator was stretched
approximately 21 inches to create a fully
compressed condition for the spring.

LA Ll LL s L Ll L

33
'h: &= e +8 In, Extersion
L — J Nominol Extension

1

S
r ) .

-8 In, Extension
e e———— - Fully Extended
Force

Figure 11. lsolator Preload Conditions

The platform mobility measurements were made based on
the forcing functions, as defined in Table 111 emplaying
twa different kinds of supporting conditians. When
discrete input forces were applied ot the end posts, the
platform was suspended by four air springs at its four
corners. The exciter was suspended by three coil springs

{(a) Test Set-up for Platform Measurement

(b) Close-up View of Exciter and Transducer
Locations at the Platform

Figure 12. Typical Test Set-up for Measuring Platform
Mobilities — Vertical Force Input of the
Platform
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which in turn were attacked to a temporary fixture fo-
support of the exciter. When two exciters were used to
generate input motions, the platform was suspended by
bungee cords at its four corners as shown in Figure 12(a).
Notice thot an interface structure used to simulate the
dynamics of the base structure of the cobinet was welded
to the platform. The addition of the interfoce structure
was necessary in order to simulate the dynamic properties
of the buse structuie of the cabinet. The weight of the
platform wos approximately 1800 pounds. The measure-
ment errors attributed to the interfoce structure were con-
sidered as not significant enough to affect the final
predicted responses. A close-up view of the exciter and
transducers used in generoting the vertical inputs in pairs
is shown in Figure 12(b). The some bungee-cord sup-
porting condition was used in measuring mobilities due to
lateral forces opplied along the X~X and Y-Y directions.

The measurements of equipment mobiliiies due to vertical
input forces were made with the air springs supporting the
system as shown in Figure 13(a). Loterol stability of the
cabinets was provided by connecting the upper four
corners of the cabinets with bungee cords to four anchor-
ing points located inside the test focility, as shown in
Figure 13(0). Figure 13(b) shows the configuration of o
single exciter assembly,

The measurement of equipment mobilities for input forces
applied along the X=X ond Y-Y directions were made by
suspending the cabinets at their four upper corners on
steel cables,

DATA REDUCTION

The dato reduction effort consists of digitizing the recorded
analog signals and onalyzing the data to obtain impedance
and mobility elements by a sinesweep analysis computer
program. The analog to digital (A/D) data conversion was
carried out by the data acquisition system described in
Figure 14,

During the course of the data reduction process, it was
discovered that the phose-shift efrors between the odd and
the even channcls of the analoy tape recorders used in
measu-ement (recording and analysis playback) could not
be adjusted mechonically to be within the specified
tolerance limits, This problem was resoived by recording o
5 to 500 Hz constant amplitude sinesweep signal on all
channels ond obtaining numerically as o function of
frequency the phase difference between each individual
data channel ond the frequency reference channel, A
cubic polynomial for each data channel was obtained by a
leost squares fit to the phase differences and the polynomial
used to correct the data ot analysis time.

The most critical aspect of sinesweep data collection is
controlling the data sampling rate. Sompling rate must

be high enough to adequately define each cycle, but fow
enough to cover seve 7! cycles so that a statistical averoge
over several cycles is avoilable from the analysis. The
method of controlling sompling rate in the present case is to
divide the frequency ranae into a series of octaves (based
on frequencies at inte-ral powers of 2) and maintain a
constant sompling rote in each octave; the sampling rate
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(b) Supporting Fixture for the Exciter

Figure 13, Typical Exciter Set-up for Measuring
Equipment Mobilities — Vertical Force Input

in each octave is chosen to give at least 20 samples per
cycle at the beginning of each octave and 10 samples per
cycle at the end.

The frequency sweep rate during test is set on a logarithmic
scale (base 2) such that a fixed number of octaves are
covered per unit time. A set rf digital data is taken at
constant time intervals ofter the stort of the sweep from the
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recorded analog force and acceleration responses of the
specimen and the frequency reference channel, ond is
stored on digital mognetic tape by means of the computer
driven anolog/digital conversion system. The data sets are
comprised of 200 15-bit somples from each of the recording
analog channels with the data from the force and accelera~
tion channels taken in altemating sequence so that a known
time relationship is maintained between somples from which
the phase relaiionship between force and acceleration may
be obtained. Ideally the somples should be taken simultan-
eously from each channel but the multiplexing A/D channels
through one sample and hold amplifier in the configuration
of Figure 14 prevents this. The significance of the constant
time interval between sets of sampled data is that the
intervals in frequency increase logarithmically, thus giving
a typical resolution of better than 2 Hz ot 50 Hz and o
resolution of about 12 Hz at 500 Hz.

The acquisition of the row digital sinesweep data was
accomplished in four major steps. The first step wos an
amplitude calibration run to insure proper transmission of
the analog signal to the Sigma 5 computer and proper
identification of data channels, The second step was the
acquisition of a 5 Hz to 500 Hz sineswesp signol to deter-
mine the phase relations among the data channels. The
third step consisted of calibration runs to obtain sensitivities
for the later analysis. The final step was the acquisition of
the raw test data.

Analysis of the sinesweep data consists of determining the
frequency, the amplitude, and the phases of the force and
acceleration responses for each set of data recorded during
the test. The frequency is determined from the frequency
reference channel by calculating the outo-correlation
function of this channel at enough positive log points to
cover just over one cycle. A quadratic interpolation
protedury W oied o lind' e b log o) Hhe setond

Anglog/Digitel Conversion Sywem

maximum in the auto-correlation function and this time is
the period of the signal.

The force and ucceleration amplitudes and phase are deter-
mined from the cross-correlation of the force and accelera-
tion channels and the auto-correlation of the force channel.
Again, quadrotic interpolation is used to find values of
maxima and minima and the times ot which they occur,

The auto-correlation of the force channel is used to give
the force amplitude and the cross-correlation of the two
channels yields the amplitude of the acceleration and the
phase between the two channels. [t should be noted that

it is not adequate in calculoting amplitudes simply to toke
mean square values (i.e., auto-correlation at zero log)
since the data does not, in general, have zero mean.
Amplitudes are determined by taking the difference between
a maximum and minimum on the auto-correlation and cross—
correlation curves. Phase is determined from the lagged
time at which the first positive maximum occurs, this is
converted to a ratio by dividing by the overall period for
this data set and the resulting fraction is multiplied by 2 to
produce the phase angle, adjusted for quadrant according to
the acceleration leading or lagging the force. A fixed
phase shift between force and acceleration is introduced by
the sampling process and must be corrected during the
analysis. The phase shift is the equivalent of a half sample
interval shift in time between the two channels. A further
noteworthy point is the effect of the cross-correlation
calculation between force and acceleration; this has the
effect of suppressing the uncorrelated noise in the two
transducers and also serves to suppress higher harmonics
which may be excited in the structure.

Impedance or mobility magnitude is then obtoined by taking
the appropriate ratio of force and acceleration amplitudes.
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COMPUTATION OF SHOCK ENVIRONMENTS

The original impedance and robility elements were defined
by approximately 500 frequency inte:vals over the
frequency range between 5 Hz to 500 Hz. Since the

exact starting and terminating frequencies used in
measurements varied between test runs, the frequency
intervals obtained from different sinesweep runs were not
the some. Therefore, a set of standard frequency intervals
was needed for performing resporse computations. The
standord frequency intervals were defined on a 3% constant
percentage bandwidth, and a total of 180 frequency
intervals were used to convert analyzed impedance and
mobility elements by interpolation techniques.

The magnitudes of input impedance and mobility data were
checked against the analog input impedance plots, and the
phases of these quantities were checked by the known phase
informotion of a single-degree-of-freedom system .

Necessary corrections were made on detected deviations for
each element prior to the computation of shock environments,

The computation of shock environments at the platform/
equipment interface was based on Equation (17).

A total of twenty isolator impedance measurements were
made according to the test requirements as outlined
previously, The analog velocity input impedance plots of
M-33 and M-34 isolators is presented in Figures 15 and 16,
respectively.

Generally speaking, the majority of the measured data
appear to ke valid for frequencies above 40 Hz. Signals
below 15 Hz were dominated by the electronic noise of the
measurement system and no information in this frequency
range was obtained. The measured dynamic stiffnesses of
the isolators vary from @ minimum of 10,000 Ib/in. to a
maximum of 200,000 Ib/in. These values do not represent
the actual stiffnesses of the isolators, rather, they represent
the longitudinal stiffnesses of the isolator assemblies with
the coil spring firmly pressed against the wall of the circulor
cylindrical housing. The high stiffnesses were caused by
the buckling of the cail springs inside the housing. The
resulting frictional forces between the springs and the walls
were of such high magnitudes as to prevent any movements
of the springs under the low amplitude excitations of the
electro~-dynamic exciters.

The longitudinal stiffness of each isolator assembly may be
estimated to be the sum of the siiffness of the upper tubing,
the cylinder and the rod. The approximate stiffness of
individual elements was computed to be 141,300 Ib/in.
This value approximates the maximum measured data, i.e.,
200,000 Ib/in.; and the slipppage between the spring and
the housing might account for the reduction of dynamic
stiffness as measured during testing, as shown in the +5 in,
case of Figure 16.
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In order t> correct the low frequency isalator data, a
single~degree-of-freedam system was used to generate
impedances between 5 Hz to 60 Hz. The upper frequency
of 60 Hz was chosen on the basis that the majority of the
impedance curves approach their respective mass lines at
approximately 60 Hz. Therefere, the computed mass lines
represent vaiid data for the measured system.

The equations used to compute the input and transfer
impedances are expressed by Equations (21) and (22),
respectively, as follows:

. k
Zi = C+_| (mu--w—) (2])
7 - c-dk (22)
t w
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Figure 16, Comparison of Input Velocity Impedances
of Isolator M-34

The volues ossigned to the mothemotical models of the
M-33 and M-34 isolators are tobuloted in Toble V,

TABLE V
ISOLATOR MODEL PARAMETER VALUES

Force 3 C -4
clatorglype tnput (tbfin) | (bawc/in.) )
. UAP 355 9.95 160
LAP 355 9.95 84
M-34 UAP 275 6.2 151
LAP 75 6.2 74

p—

In generol, results on the input mobility dato of the plotform
ond the equipment are considered excellent; but, signifi-
cont electronic noise levels are observed in transfer mobility
dato. This problem is ottributed to the low-level force
inputs ond con be corrected with more powerful exciters.
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The fundomental frequency of the platform is 27 Hz. Major
resonances also occur between the frequency ronge of 80 Hz
and 500 Hz. These frequencies con be identified from the
input mobility plats such as shown in Figure 17.
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The major resonont frequencies of the cabinets occur
between 120 Hz ond 400 Hz. These frequencies con be
okserved from the input mobility plots such os shown in
Figre 18
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The computation of shock spectra at Lood Transfer Points 13,
14 and !5 was based on the input motion os defined by
Figure 19, The corresponding time-history of the shock
spectrum was obtained through the waveform synthesizotian
progrom (NWAVSYN, Reference 1). This time-history was
further transfarmed into the frequency domain by a Fast
Fourier Transformation (FFT) computer program. The

Fourier Spectrum plot of the input motion is shown ‘n

Figure 20. The responses at Load Transfer Points 13, 14
and 15 were computed oy Equation (23) as follows:

G =T (WG (v (23)
3 13 1
where G = Acceleration Frequency Response of
Equipment Cabinet
G = Input Acceleration at the Isolator UAP
' as shown in Figure 19
T'3 = Acceleration Transfer Function as defined

in Equation (17)

The measured impedance and mobility matrices are not

symmetrical. The computations of the system transfer

function, T , for each of the isolator preload conditions
13

were based on the modified symmetrical matrices derived
from their original ones by replacing each element in tne
upper off-diagonal part of the matrix with that of the
corresponding element in the lower off-diagonal part of
the matrix.,
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Figure 19. [ime-History and Shock Spectrum of the
Input Floor Motian
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The time-motion history corresponding to each element in
the G_ matrix was obtained by inverse transforming the
freque:’nCy spectrum by the follawing equation:

G, = f“’ Gg(u) Gz (24)

-

The output shock spectrum with a zero initial displacement
candition is computed based on Equation (25) as follows
(Reference 2):

Y, t = 2Cun f' G](T)e-c"'" ('-T)cmud('-f) dr (25)
0
where v, = 27rfn = Natural frequency
vy = 27rfd = Damped natural frequency
§ = Domping factor

The shock spectra at Stations 13, 14 and 15 under the five

preload conditions of the isolators are shown in Figures 21
through 25.

The computed shock spectra at Siations 13, 14 and 15 are
summarized and results are presented in Figure 26, which
was obtained by cverlaying individual spectrum plots. In
addition, the shock spectra, representing respectively the
input motion from the ceiling and the mean shock spectrum
of the nominal case are also presented.
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It car be observed that the shock isolating system is quit-
effective in attenuoting input energy for fraquencies

beiow 50 Hz. But the results olts show moderate attenua-
tion in input energy for frequencies abave 59 Hz. The
high-frequency amplificution effects ore more proncunced
far the "minus 8 inch" and the "fuily extended" conditions,
as shown in Figures 24 and 25, respectively. 5uch pheno-
mena are nttributed to the excessive buckling of the ccii
spring inside the canisters and the secondary high-frequency
input due to subsequent "rubbing™ effects between the csils
and the walls of the canisters, The smplified responses ai
90 Hz, 110 Hz, 270 Hz and 400 Hz, as shown in Figure 26,
indicate that such pronounced "rubbing" orsblems might
prevail under actua! conditions. The ampiified partions
are limited ta the -8" and the fuli-extended cases.
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Finaily, the mean nomina! spectrum is approximately equal
to the arithmatic mea 1 between the fwo_%zﬂ\e
<oectrum envelopes for the portion below the input
spectrum. Therefore, the spectrum representing the
nominal condition could be used to estimate mean shock
environments for systems with similar arrangements,

CONCLUSIONS

The conclusions drown from the resuits of this progrom are
summarized as follows:

o The feosibility of applying digita! transfer func-
tion measurement rechniques to predict responses
of complex structural systems hos been demon-
strated. The approoch is particularly weli
adapted for the prediction of high irequency
resporses. Its limitotions are confined to the
capability of the exciter system to provide
adequate low frequency (1Hz - 20 Hz) excita-
tions and the capability of the data acquisition
system to provide adequate signal-to-noise ratios
during analog recording and during the subsequent
playback to the computer. Low frequency
excitations could be improved by employing
electrohydraulic exciters or eccentric mechanical
exciters rather than electrodynamic exciters,

o The isolators are effective in attenuating input
motior. for frequencies below 50 Hz; moderate
attenuation of high-frequency input motian is
also cbserved.

¢ Under fully-extended conditions, the spring is at
its solid height. The isciators would generate
secondery high-frequency inputs to the equipment
due to the "rubbing” phenomena between the coil
springs and the canister walls.

o  The worst shock environments occur at the
extremes of isolator motion (i.e., the -8" and
the fully-extended conditions). Should the
“isolators ever reach these extremes, all the avail~
able rattle spaze wouid be used. Such a
curdition would be beyond the scope for which
the isolators are intended.
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DISCUSSION

Mr. DeCapua (Beil Teiephone Lshoratories): It
appears that you have a pendulum configuration

with your equipment in isolators, Have you
considered the problem of the large laterally
induced displacements in the low frequerncy operating
environments?

Mr. Kao: Yes. We proposed a prediciion of both
the vertical and the lateral enviromments, however
because of funding we were unable to complete the
lateral phase of the program. It can be done,

we have prepared all the test programs and the
analytical methods.

Mr. DeCapua: It seems that the main problem
would be the large excursions and “he possible
collisions with adjacent equipment and walls.

Mr. Kao: It is the rattle space that is of concern.
M., Davis (Hughes Aircraft Co,): Would you comment

on the effect of the stiffness of the cabinets at
the higher frequencies?

Mr, Kao: I think it is a very difficult problem
to describe because at high frequencies the
mobility plot doesn't appear to strictly follow
the stiffness line, it more or less follows a

mass line. We suspend the cabinets by air bags so
any stiffness has to be evaluated based on the
peaks and notches in a mobility plot, and we have
that data available.

Mr. Fritz (General Electric Co.): If I under-
stand you correctly, you took the spectrum and
transformed it to a time history and then did

your solution with the time history, and this
circumvents problems of phasing between modes.

But since the spectrum did not have phasing
information how do you anticipate getting correct
phasing between modes when the phasing informatiocn
is not present in the first place?l

Mr. Kao: Converting the shock spectrum into a
corresponding time history is a very crude
method because once we derive the shock spectrum
the phase information is lost. The method that
we uvsed to crank out the time history secems to
be the only one available; in the future if
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Lhere is a better method we might use it, but for
the present we have to stick with the non unigue
type of transiormation,

Mr. Fritz: Have you tried to steer your time
history to recover some of that uncertainty?

Mr, Kao: No.

Dr, Maing: There is a publication of the ASME

on mechanical impedance methods applied to shock
and vibration where there is a fairly complete
disclosure of how to do this with complex transfer
functiona, and account for phase.

Mr. Kac: If you measure the mechanical impedance
there is no problem of keeping track of phase,
The question was how do we convert the time
history from the shock spectrum and there the
phase information is totally lost.

Mr, Sepcenko (The Boeing Company): It is not

posgible to convert a shock spectrum into a
pulse, however certain approximations exist
whereby one can fit a shock spectrum with a few
pulses and it is a trial and error procedure.

Mr., Fao: It is. The basic mathematics involved
in converting a shock spectrum into an equivalent
time history is a trial and error process. The
Wavesyn method that we used is one approsach,

I think Sandia also has another approach that
uges damped sine waves, and there is another one
developed by Bechtel using so called spectrum
modification techniques. So in all there must

be four or five techniques that have been
developed to solve a problem of this kind, but

as we realize they do not have a unique one to
one type of correspondence. You could pin it
down a little more precisely but you might have
to describe the peak G value that you are looking
for together with the time duration that is
required. That would bring about more stringent
requirements on certain time history motions.

Dr, Mains: I would like to call your attention,

in the sake and interest of purity, to the fact
that he was measuring mobility not impedance.
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DETERMINATION OF GUIDEWAY ROUGHNESS
FROM CONSTRUCTION TOLERANCES

B. J. Broek
Vaught Systems Divisian
LTV Aerospace Corporation
Dallas, Texas

This paper describes a techuique whereby the rongliness PSD of a guideway can be
estimateld from the construction toleraners. v sample ealeulation is inelnded and the
sgnificance of varions types of ircegnfaritivs is dise

sser].

INTRODLCTION

Ride guality hias been identified as a prime factor in the
passenger arceplability of future mass transportation systems.
Many of these systens are ensisioned as lrigh speed vehicles
vperating on dedicated gnideways. There are two maia arvas
that impact the ride guality of such vehicles: the seliele sus
pension system and the guileway roughness (or, if yon pre-
fer. smoothness). Total systems costs nust be minimized if
these new transportation systems are to be veonomieally
feasible. thus sefiele suspension system sophistication (and
cost) munst be traded off against guideway cost. Generally,
the gnideway constenetion and naintenanee costs will in-
crease with inereased demands for acenraey, and a few dol-
lars extra cost per mile of guideway adds up in a horry,
Therefore, constrnetion aml inaintenanee reguirements mnst
be established in a form compatible with surveying and con
struction practice s that guideway costs can be acenrately

estinated and traded off against sehicle suspension sophisti-
cation.

The problem of maintaining satisfactory ride comfort be-
comes eser more diffienlt as vehiele speed increases, Richard-
son. et al { 1] have shown that the general form of a rough-
ness PSP ean be approsimated by

f12

S(S1) 2 ===
Q2 rad/ft

(n

Where S(82) is the ronglmess PSD, 82 is the spatial freguency
in rad/ft, and A is the guideway ronglmess paraneter in feet.
The temporal frequency corresponding to  for a vehicle
moving over the gnideway at a veloeity Vs

w N2 oo, = w/V @)
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The expression for the guideway power spectrum now he-
comes

v w2 rad/ft 3)

If we further convert tho: nmits to f12/(rad/sec) by noting
that rad/sec = V x rad/ft we obtain

0 92
S(w) - VAt

w? radfsec )

The PSD of the vehicle response is determined by the prod-
uet of the vehiele transfer funetion and the gnideway rongh-
ness PSD, ad the rms of the rexpouse is the square root of
the integral of the sehicle response P8SD. Therefore, the ve-
hicle ~esponse rms increases as the square root of the for-
ward selocity. Target speeds for gromd transportation
sehicles are enerently in the 300 mph range and ymdonbted-
Iy will be even higher in the futnre so that the problem of
guidenay ronghness/smoothuess will become ever more acute.

Now, it is relatively easy to determine a maximum allow-
able gnideway roughness P8I for operation of a given vehi-
cle over a ceetain speed range. Unfortnuately. surveyors and
construction contractors are not aceustomed ta building to
tolerances expressed in the form of allowable PSD of rough-
ness, A method is deseribed in this paper by which allow-

able ronglmess PSD can be transtated into the form of nsval
constru tion tolerances,

s i3, S0 B D A c2
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TECHNICAL APPROACH

The curreat trend is to e power-speetral-density (PSD)
technigues to evaluate ride guality of transportation sehicles.
This is a bogical step because gnideway roughness is basically
ramdom in nature although there may abso be diserete fre-
quencey components in the irregularities associated with joint
spacings and the like.

A straightforward approach capable of step-by-step intui-
tve cheching was adopted for this fiest cut analysis. Briefly,
samples of random guideway were generated by wathemati -
cal simulation and the resultant samiples were analy zed as
though they were digitized. incasured data.

CALCULATION OF PORER SPECTRAL DENSITY

The basie definition of a power spectral density is given
by the relation

S8y - !i\l" | /f:‘ ~i2xf(x) dx/2 6)

~o \

Howeser, this definition does not lend itself to convenient
analysis of digitized data, so one of two altemate definitions
is usnally nsed. Une is to take the Fourier transforin of the
autororeelstion function and the other is given by

: _ lim I (X2
S(2) et} Novuo '“f" f=(x.2.B3) dx 6)

where BB s the bandwidth of a *“perfeet” filter with a center
frequeney 2, and £(x.2.B) is f(x) “filtered” through the

tandwidth B. This relation is often approsimated by drop-

ping the limits o that an estimate of the power spectrum s
obtained from

$(Q) = -";—xf(),‘la(x.ﬂ.ﬂ) dx -

The reader is directed to one of the exeellent references
{r.g. [2]) available for further discussions of power-spectra
and their properties. Also, the philospophical questions sur-
rounding the replacement of a function defined over an ia-
finite time with one defined over a finite time will not be
addressed here. Suffice to say, all theee definitions of PSD
mentionetl above were evalnated and the last one (equation

7) seemed Lo coverge most 1apidly and to be the most stable.

For this reason it was chosen for the studies to be dereribed
in this paper. It has the further advantage that it is the most
intuitive of all the definitions and thereby readily lends it-
slf to intuitive checking and insight.

Numerical Filtering

The inplementation of a nomerical technigue to evalnate
the integral of equation 7 regnired the use of a frequeney
filter. A digital band-pass filter was formulated based on the
Nyquist-Kotelnikor-Shannon sampling theorem as deseribed
in [3[. The form of the filter is shown below,

f(x; 3y
(nB) = T ;‘,L){.-inum.ﬁ_,)xi]-sa..g(n_!j)*-l} ®)
§=--00 !

llere again we are facell «ith the problem of infinite limits.
This problem was investigated empirically by checking the

- 2L 2
(STEP SIZE)
—{H
l {SAMPLE)

L L
j—— — B L —— ]

2 2

———
(FILTER)

| L

Figure 1 Numerical Filtering
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sharpness of the cut-off of a sine function as the nondimen:
sional sample length (normalized on the period of the sine
function) was increased. It was concluded that a sample
length of ten times the longest wave-length of interest was
suffi-dent to achieve adequate filtering A sample length
twice the length of the sample to be analyzed was generated
and the “inner™ half was analyzed. This process is illustrated
in Figure ). The filtering action is achieved by (1) multiply-
ing the fiftering Tunclios and the sampk to be fifteced 1.
gether term by term. (2) summing the result, (3) shifting
the filter function “over” one step, and repeating (1) and
{24 &t each point Tor e envire saple. The resaftant Faiic
tion is squared at each point, integrated numerically. and
divided by the product of the bandwidth and the sample
length to obtain a point on the PS1) curve.

CHUICE uoF WAVE LENGTH LINITS

The wave length range chosen was based on an apparent
frequency range of 0.5 Hz to 40 Hz for a vehicle operating
over the hypothetical guideway at 300 mph. This covers the
range from just above the kinetosis (motior: sichness) range
at-one end of the scale to the acoustic range on the other.
The ware mgth. qued. ad lrojpismry e wiiled g 4 =
V/f which results in a wave length range from 880 feet to
11 feet. These were rounded off to 900 feet and 10 feet
for convenience. The cut-off fraguency for digital signals is
determined by the step size (h), specifically. £, p = V2
Thercfore, a step size of 5 feet was chosen to achieve a cut-
off frequency of approximately 40 Hz.

MATHEMATICAL MODELING OF GLIDEWAY
ROUGHNESS

The guideway irregularities were broken down into
various types of construction iraceuracies. The types of
inaccuracies considered and the magnitudes of the deviations
were chosen based on (1) the AASHO* Standard Construc-
tion tolerances. (2) various highway construction specifica-
trots @it cisi? mgieering e, A‘i'rraﬂ"v kb o ittrEoT
with members of the academic community and representa-
tives of construction firms. The ampitudes of the various
types of inaccuracies were obtained by generating randon
numbers with preseribed statistical properties. The random
numbers were generated with routines fiom the IMSL
package [4]. (A note of caution to those who are inclined
to pursue analyses of this nature. The family of random
numbers gencrated must be random in their sequence
(noncorrelated) as well as random in their arn_pmlm?-;iistri-
bution.)

Information about the distribution of amplitudes of
deviations within construction tolerances is very slender
mndeed and, for this reason, both normat (Gaussian)proba-
bility density distributions with the standard deviation set
egual to one-third of the const:action tolerance and uniform

* Association of American Highway Officials
+ International Mathematical and Statistical Libraries
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probability density distributions with the limits of plus and
minus the construction tolerances were evaluated. The “DC”
component was eliminated by correcting the amplitudes to a
least squares straight line of zero. That is, a least squares
line for the zenerated guideway sample was calculated and
subtracted out to eliminate any residual 2ero frequency
component.

i was assumed That die vafious components ol e guidie-
way roughness were independent (the cross power spectra
are zero) so that each component could be considered sep-
ll’ﬂd'y and @ uﬂklpuim spEcuaE obitained ‘by ‘ll"lﬁﬂg ConrE
butions of each componeut together.

GUIDEWAY CONSTRUCTION INACCURACIES

The various types of construction inzccuracies used in the
analysis of this paper are described below. The objective was
to identify and define a specific type of inaccuracy that
would result from a given process, surveying, setting of
piers, screeding, or the like.

Guideway Misalignment with Random Walk

Guideway misalignment with a random walk deviation is
the type of irregularity resulting fron a surveying inaccuracy
Heat woohl resell bron. eadi referens: puint beitg set relubive
to the preceding point. A variation (not evaluated) would
be to set two or more points from a single level set point.
The resultant irregularity is ilustrated in Figure 2. The 8's
are the point-to-point deviations from the ideal. This is con-
sidered to form the baseline curve. and ali of the other ir-
regularities are superimposed on it.

Guideway Simple Misalignment

Guideway simple misalignment is defined as inaccuracies
in setting the level of the guideway from the surveyed level.
The resultant irregularity is illustrated in Figure 3. The &'s
are Jevmtions bron o idenl st v

loint Misalignment

Joint misalignment is defined as mismatches betwesn
adjacent guideway sections. This irregularity is illustrated in
Figure 4. The 8's are the heights of joint discontinuities
measured from an ideal straight line.

Guideway Waviness

The guideway waviness is defined as the “dips” and
“humps™ resulting from guideway pouring and finishing in-
accuracies. This irregularity was represented by half-wave-
lengths sine curves with random amplitudes. Three different
wave length waviness irregularities were considered; that is,
wave lengths of twice, equal, and cne-half the length of a
guideway section. These irregularities are illustrated in
Figure 5. These were desigrated first, second, and third
order waviness respectively.
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(These types of irregularities represent a preliminary The reader is encouraged to improve on them or develop
choice and should not be considered the only ones possible. others if he engages in this sort of analysiz.)

STEP SIZE (TYP)

|
T

DATUM LINE

Si+2 s
b . 8
LENGTH OF
GUIDEWAY
SECTIONS
(TYP)

Figure 2 Guideway with Random Walk Irregularity

STEP SIZE (TYP)

LENGTH OF l
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Figure 3 Guideway with Simple Misalignment leregularity
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Figure 4 Gnideway with Joint Misalignment Irregnlarity
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Figure 5 Guideway with Waviness Irregularities

GUIDEWAY ROUGIINESS PSD'S

PSD’s of guideway coughness for the various components
contributing to the overult roughness descrited above were
calculated for a unit amplivude of a one-foot tolerance. The
PSD for any other tolerance amplitude can then be obtained
by multiplying the “‘unit amplitude™ PSD by the square of
the tolerance in fect. The guideway scction length was
chesen as 100 feet and the total sample length was set at
9000 feet (which means the totat sample length generated
was 18,000 feet so that the inner half could be analyzed).

UNIT AMPLITUDE PSD’S

The influence of the probability density distribution (nor-
mal versus uniform) on the ronghaess PSD is illustrated on
Figure 6. It was fonnd that characteristies were very similar
except that the PSD’s for the wniforin probability distribu-
tion was roughly a factor of threee (plus or minns ten pee-
cent point-to-point) greater than the correxponding PSD’s
for the normal probability distribution. The uormal distribu-
tion seems more intuitively attractive, so the remainder of
the PSD curves presented on Figures 7 through 12 are those
based ou normal probability distribntious.

The purpose of this paper is to deseribe the approach to
this problem: the solutions presented here are or illustration
only. The guideway misalignment with randon walk toler-
ance appears to be the single most important | neler in
determining the gnideway roughuess, especially - the low
frequency range. The other irregularities have varions cliarac-
teristies, with the joint discontinuity and higher order wavi-
tiess ircegularities tending to fill in the higher frequency
ranges.

A

1
MISALIGNMENT WiTH
RANDOM WALK

/ —— NORMAL
----UNIFORM

PSD ~ FT2/(RAD/FT)

3RD ORDER
WAVINESS

102__
Ul

FREQUENCY ~RAD/FT

Figure 6. Comparison of PSD'S Obtaiued Using Norinal and
Uniform Probability Density Distribntions for
Construction Tolerances
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Figure 8. PSD of Guideway With Simple Misalignment
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Figure 16 PSD of Guideway with Ist Order Waviness




COMPOSITE ROUGHNESS PSD

10'——1
A com:v.d‘e ?SD of the overall guideway roughness was
obtaincd by multiplying each PSD by the square of the
tolerance in feet of each corresponding irregularity. 1t was
found that actual tolerances of highway construetion and
/ how they are applied in the field are difficult to pin down.
The tolerances presented here were estimated from informa-
tion gleamed from several sources, and it is unclear whether
they are the best achievable or what e general practice
\ actually is. Another problem is that of soil instability which
varies widely from location to location. Thercfore, the
REF tolerances shown below should be regarded as only indica-
tive of the order of magnitude of these tolerances.

101/~

/ R|g
w

PSD ~ FT2/(RAD/FT)

102 ‘ Type of Irregularity Tolerance (feet)

i Random Walk 0.01

! Simple 0.01

Joint 0.01 :

103

Ist Order Wave
2nd Order Wave
3rd Order Wave

0.075
0.0375
0.01875

The resultant composite PSD of roughness obtained is
shown on Figure 13. The somewhat uncven naturc of the
individual PSD's tend to smooth out when they are combin-
ed. A couple of roughness PSD’s obtained from [1] are
shown on the =ame plot for comparison. One of these is for
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what is called *vory good highway™ and the other is for a
“runway” (the smoothest shown in |1]). The caleulated
curve is lower than cither, although it is in fair agreement
with the “runway” curve. There are several possible rxplana-
tions, e.g. (1) the actual tolerances are somewhat greater
than those used here, (2) the soil has shifted under the
samples before their ronghiess was measared, (3) terrain
roughnes: overshadows construction inaccuracies, or (4) the
probability density of amplitudes is more nearly uniform.
Nevertheless, the general agreement obtained i< considered
to be indicative of the validity of the approaeh.

CONCLUSIONS

A method of estimating roughness power-spectral-densities
(PSDs) of guideways from construction tolerauces has been
presented. Although the technique deseribed was applied to
guideways. it conld be nsed in any situation where tolerances
rould be placed on certain types of irregularities.

The PSD calculated for the mathematically simulated
roughness is in reasonable agreement with PSD)’s determined
for measured guideway roughness, especially the trend with
frequency, but it tends to the low side. Itis probable that
this is due to a combination of optimisin in the level of
construction tolerances achicvable in the field and soil shift-
ing after the guideway is constructed.
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DISCUSSION

Mr. O'Hearne (Martin-Marietta Corp.): Have you
investigated the tolerances used on rocket sled

tracks?

Mr. Brock: They are very tight and actually I
haven't investigated those. I have run across
some data for welded steel rails that are
considersbly smoother than sny of my data.

Dr, Mains: One of the problems associated with
this roadvay-guideway problem is that eventually
it all has to be supported on the soil, the
ground. If you could design a set of founda-
tions, or a subgrade, and guarantee that you
would have no more than 3/4 of an inch differ-
ential settlement from support to support, or
along a hundred foot length of slab on grade,
vou would be doing very well. Guaranteeing this
would be sticking your neck way out. Another
factor to be considered is that the slabs tend
to curl as a result of thermal expansion and
contraction over a period of time, and that is
why the slabs become dished up so that the ends

stick out relative to the middle over a period
of time,
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SELECTED SYSTEM MODES USING THE DYNAMIC*
TRANSFORMATION WITH MODAL SYNTHESIS

E.J. Kuhar, Jr.
General Electric Company
Valley Forge, Pa.

This paper presents a dynamic transformation method w =
which provides an accurate definition of modes in a

selected frequency range. The transformation is o1 =
derived from the partitioned equations of motion at

a selected system frequency and is used to reduce A) =
the generalized mass and stiffness matrix obtained

with existing modal synthesis methods. Eigenvalue A¢ =
solutions are obtained from the reduced matrices and

the results are used to revise, and ass.s8 the accu- AN =

racy of, the solution. Three examples ussng the dy- E

namic transformation with two different methods of

substructure circular frequency
subrtructure physical eigenvectors
percent eigenvalue error
eigenvector deviation

eigenvalue shift a‘ter back substitution

modal synthesis demoustrate the method for selected SUBSCRIPTS
system modes,
1 = substructure 1
NOMENCLATURE
2 =  substructure 2
x] = generalized stiffness matrix for total
structure in {q} modal coordinates i = refers to the ith subset or term
(k. 1 = stiffness matrix in physical coordinate 1 = inertial coupling
CPL
for coupling substructures
S = stiffness coupling
M) = generalized mass matrix for total
structure in {q} modal coordinates
n = number of degrees of freedom
SUPERSCRIPTS
p = reduction circular frequency
A = attachment coordinates
{q} = generalized modal coordinates
R B =  boundary coordinates
{r] = transformation matrix relation {q '}
to {qK} 1 = interior coordinates not on boundary
(Tl = dynamic transformation matrix K =  kept coordinates
Lyl = eigenvector matrix for {M], (K] R = reduced coordinates
A = gystem eigenvalue - = revised value
Y] = system circular frequency 00 = gecond time derivative

*This research was performed for the NASA-Marshall
Space Flight Center
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1. INTRODUCTION

The dynamic characteristics of compiex structures
are accurately described using discrete parameter
models. When large systems are to be investigated,
the vibration analysls may require at least 500 to
1690 degrees of freedom (DOF) to accurately describe
the dynamic behavior of the astructure in a particular
frequency range. Models of this size far exceed the
core capacity of the computer and require intricate
computer programs to obtain an ¢ igenvalue solution.
Considerable computer run time can be expended to
obtain the desired results. Some of the current
approaches used to reduce the run time include
iterative techniques which use the complete mode’ for
a pertial eigensolution, condensation methods which
reduce the order of the eigenvalue problem and modal
synthesis. Modal synthesis, or a combination of
moda! synthesis with a condensation method, appears
particularly attractive for reducing computer run time
and obtaining accurate results,

The low frequency modes of 2 complex structure are
easily obtained using current modal synthesis methods .
(1.2) These methods synthesize the vibration modes
of the complete structur: from substructure analyses.
The size of the eigenvalue problem is reduced by se-
lecting only a portion of the low frequency vibration
modes from each substructure to participate in the
solution. Although excellent results can be obtained
for the low frequency systema modes, all of these
methods are approximate in that the effects of the
truncated high frequency component modes are not in-
cluded in the solution. Due to truncation, the modes
highest in frequency from the reduced eigenvalue prob-
lem will be inaccurate. If these modes occur in a de-
sired frequency range, the accuracy of the solution
can be LMprovea oy ewier wncreasing dic size of the
eigenvalue problem through the inclusion of more sub-
structure modes or by employing some iterative tech~
nique based upon successive eigenvalue solutions.

Although existing modal synthesis methods vary in
formulation and in the type of component modes used
to represent the substructures, most of the methods
can be classified into two general types based upon
the method of substructuring. Those substructures
obtained by defining attachment coordinate degrees
of freedom at a common boundary between substruc-
tures describe the first category of substructuring.
In the methods of Hurty, Craig and Bampton, and
Bajzn and Feng, the substructure natural modes ob-
tained from constraining the attachment points are
used in conjunction with rigid body and/or constraint
modes. (3,4,5) Inthe methods of Goldman and Hou,
the use of free-free component modes eliminates the
need for constraint modes. (6.7) All of the afcre-
frenitiomed oo assetibie Wie stractere Uy Wipos g

(1) See the References Section

compatibility conditions on attachment coordinates at
a common boundary between substructures. Because
the modal coupling occurs at a common mass point,
this type of modal synthesis will be referred to as

*“inertial coupling, "

The second category for most modal synthesis methods
will be referred to as “stiffness coupling®. Substruc-
tures belonging to this category bave no commor
boundary degrees of fraodom. At the General Elec-
tric Space Division, a stiffness coupling method that
eliminates the need to retain a large number of attach-
ment coordinates has been extensively used. (1.8,9)
This method uses free- free substructure vibration
modes. The assembly of the structure parallels that
of the displacement method of structural analysis
since the substructures' attachment coordinates are
connected by flexible links whick can be represented
by a finite element stiffness matrix,

The approach taken in this paper is to use a dynamic
transformation method to obtain system solutions for
modes in a selected frequency range. From the com-
plete equations of motion, a frequency dependent
transformation is obtained which includes the effects
of modes not retained explicitly in the eigenvalue
solution. This transformation is then used to reduce
the generalized mass and stiffness matrices which
describe the dynamic behavior of the coupled system.
After solving the reduced eigenvalue problem, selected
mndes are revisced using new transformations at the
calculated frequencies. Comparisons of the revised
and initial solutious are used to assess the accuracy

of the modes. If all of the modes of interest have not
been obtuained, the procedure is repeated using the
results to select a new set of retained modes and re-
duction frequency. Since the transformation is derived
110ia the couplead eyuativas of audtivn, The method can
be used with any of the basic modal synthesis methods.

Both an inertial and stiffness coupling method of modal
synthesis were chosen in order to demonstrate the
general applicability of the dynamic transformation,
The remainder of the paper consists of three sections;
the analytical development of the dynamic transforma-
tion method; the derivation of the transformation for
stiffress and inertial coupling; and the numerical re-
sults for three sample problems. A more detailed
development for the equations presented in this paper
may be fourd in Reference 1.

2. DYNAMIC TRANSFORMATION METHOD

The dynamic characteristics of siructures are readily
described by finite element models consisting of a
mass matrix and a stiffness matrix. For large models
with several degrees of freedom, an eigenvalue solu-
tion using the total mass and stiffness matrices may
becowe tpractical. Currem modal symhicsis methols
provide an approach to solving the large eigenvalue.
problem by dividing a large structure into several
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smaller substructures easfly manjpulated by the com~
puter. By imposing equations of equilibrium and com-
patibility between adjacent substructure interfaces and
using substructure vibration analysis data, some
general transformation can be defined which modally
couples the substructures together. The coupled
equation of motion representing the total structure can
be written in terms of a generalized mass matrix,
(M), and generalized stiffness matrix, (K], as

(M} (@) + (K] {q} =0 m

where the {q] coordinates correspond to some trans-
formed set of physical or modal substructure coordi~
nates. In its present form, the equation of motion has
no fewer degrees of freedom than {hat of the total
structure when described Ly the mass and stiffness
matrices in physical coordinates. Low mode solutions
ave generally cbtained by partitioning the {q } coordi-
nates into two groups: kept, {qK}, and truncated,
{qR}. The truncated coordinates correspond to the
higher frequency substructure modes and are com-
pletely omitted from the equation of raotion. Those
degrees of freedom remauining, {gK}, determine the
final rediuced size of the elvenvaiue problem. Let nK
ropresent the number of {q coordinates, nR the
number of [q } coordinates, and n the number of
degrees of freedom of the total structure, then

n= nK + nR, and the reduced sizes of the general-
ized mass and stiffness matrices will be nK x n¥,

Let us now define a dynamic transformation. If niz
corresponds to an exact eigenvalue of Eq. (1), the
relationship between the eigenvalue and its eigenvec--
tor may be expressed in terms of the partitioned
{X} and lq R} coordinates as:

QESERIE R

IK a4

nxn nxi1

(2)

Expanding Eq. (2) into two equations for some generai
frequency, p2 = ﬂiz, and solving the second equation
for {qR}in terms of {qK] gives

) = (R ) (3)

nRxl nRan nle

where
-1
RR 2 _ RR RK 2 _RK
(R] = -[K -p M ] [x -p°M l )
R K R R R K
n xn n xn n xn

Using Eq. (3) for some reduction frequency, p, we
can write

-t

nxnnxl

and the dynamic transformation, [T}, is then defined

{t] = [—%—] (6)
LS

The reduced equation of miotion is obtained by sub-
stituting the coordinate transformation defined by
Eq. (5) into Eq. (1}. Pre-multiplying by the trans-
pose of [T] preserves the symmetry of the general-
ized mass and stiffness matrices and reduces their
size to nK x oK,

Conventional methods of determining eigenvalues may
be applied to the reduced equation of motion to obtain
a set of frequencies, 0K, and mass normalized eigen-
vectors, [yK]. Using the coordinate transformation
defined in Eq. (3), the eigenvectors, [yR], corres-
ponding to the {qR} coordinates are given as

M =l K )
R K R K K K
n xn n xn n xn

and the complete set of eigenvectors can be written
as
K
KR
=5 @®
K Y
nxn

Having defined a frequency dependent transformation
for some general reduction frequency, p, the method
is not restricted to low mode solutions. Since ail of
the modes can be included through the transformation,
those modes corresponding to some set of {qR} coor-
dinates will be referred to as the "'reduced" modes.
The selected set of substructure modes corresponding
to the {gK} coordinates wiil be referred to as the
"kept' modes. Because most modal synthesis methods
use similarity transformations to obtain the general-
ized mass and stiffness matrices, the eigenvalues,
AK, will be the eigenvalues of the total structure.
However, the eigenvectors, [¥], describ> the modal
coordinates, {q}. The generai coordinate trans-
formation used to modally couple the substructures
together must be used in order to obtain the eigen-
vectors representing the physical structure,

If the {q} coordinates corresponding to substructure
normal modes are arranged in ascending order
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according to the substructures' natural frequencies,
the [y] will exhibit banded charscteristics. The

{y] set can be thought of as a measure of the modal
participation from each sub=tructure and will be
referred to as participation factors. For a correc:
selection of kept modes, the [9X]will contain the
maximum valued component mode coefficients. Large
coefficient values in the [yR] set would indicate
which modes should have been selected as kept modes.
Significant improvemers can be obtained in the modes
and frequencies by using a Rayleigh-Ritz approach in
conjunction with the dynamic transformation for individ-
val modes. For esch (K to be considered, a revised
mode shape can be determined by substituting p = ;K
in (R]and mass normalizing the mode shape. A new
estimate of the frequency will then be given by

2 |-xr|T -KR
ni-[v ]ifklv : )}

This part of the dyramic transformation will be re-
ferred to as back-subatitution. Note that back-substitu-
tion as defined with the dynamic trensformation may

not be uwed repetitively for convergence to a particular
mode. The method only alters the relationship between
the kept and reduced modes by obtaining a new ;R for
each 4K uring Eq. (7). A new ¥ set of participation
factors can be obtained by selecting & new set of {qx}
and/or a new r=4uction frequency, p, and repeating
the reduction process.

If certain modes have been selected for back-substitu-
tion, two indicators as to the accuracy of the solution
are provided by the method: the normalization factor
and a frequency shift, The normalization Zactor is
that scalar quantity used to mass normalize the back-
substituted - KR, Fygr un exact solution, the value
would be unity.2 The froquoacy shift is measured by

comparing le from Eq. (9) to the () Kz obtained
before back-substitution. A zero freqtuency shift and
a normalization factor of unity wovld indicate an exact
solution, Both of these factors may be used in con-
junction with the participation factors i» aid in deter-
mining the exactness of the solution. The solution
will always be exact for any ;K which is the same as
the reduction frequency, p, regardless of choice iu
partitioning the g, qR coordinates.

3. DYNAMIC TRANSFORMATION WITH STIFFNESS
AND INERTIAL COUPLING

The stiffness coupling method of modal syrthesis
selected for solution with the dynamic transformation
is that of one used at the General Electric Space
Division (1, 8). The method resembles the displace-
ment method for structural analysis in that stiffness
matrices are used for coupling substructures together.
Each substructure is analyzed with free attachment
coordinates to determine the component vibration
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modes. The total structure is represented by comnect-
ing the substructures through flexible links as indica~
ted by the models shown in Fig. 1. The flexible links
are defined by some finite-element stiffness matrix
relating the interface forces from one set of sub-
structure attachment coordinates to another. Using
the mass-normalized substructure eigenvectors to
define a coordinate transformation, the coupled,
generalized mass and stiffness matrices can be formed
in terms of the {q} modal coordinates, For simplicity,
the generalized mass and stiffness mairices will be
presented by onsidering only two substructures.

[] A
INERTIAL
7 e ML + LHEL] COMPONENTS
Ab A A A o A b A A 4 Aod b b bt 4 AL A
Ll Al el Al Al A A A Al bl Al Al A A Al Ad
AR KK K K KK K K K|KfK K KK K K K K K STIFFNESS
Mm— 0O 10 00F —— COMPONENTS
l—nmmuu

LONGITUDINAL ROD MODEL 20 DOF WITH 1 DOF PER NOUE}
A [ ]

| % 00 ohe21 INERTIAL
COMPONENTS
o

M 5
l T fuenee I STIFFNESS
24 0of 21 006 COMPONENTS

COMPONENTS
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A ] ¢
foe ... eov00e - coesee --- oo ¢

‘- 2 26 0OF 32 DOF STIFPMESS
COMPONENTS
| L FLEXIBLE

LINK
FREE-FREE SLAM MODEL (80 DOF WITH 2 DOF PER NODE!

Fig 1. Models and Substructures Used for Analysis

For each substructure with nj degrees of freedom, a
set of eigenvalues, w[zo and a set of mass normalized
eigenvectors, [¢;], can be obtained. Let (kcpr ]
represent the stiffness matrix used to relate the inter-
face forces between the connecting nA attachment
coordinates, Assuming there is no inertial coupling
between the connecting degrees of freedom, the mass
properties of the flexible link are included in each of
the substructures. The generalized mass and stiffness
matrices after one coordinate transformation may
simply be expressed as:

[Ms] = (1]
L

1 .‘."L\i\.o .- AT A
k3 =t SN (6717 Depyd (071

g Y2
nxn nmn nxmn nAan nAxn
where 0
oA LA

K - et I an
Aalo de nzA
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and n=nj +ny. Note that the rows ong contain only
those coordinates from ¢; which corruspond to the
attachment degrees of freedom. The resulting matrices
need only to be assembled in terms of the {qK} and
{R} coordinates before applying the dynamic tranr
formation,

Due to the form of [Ma] and (Kg], [T] reducestoa
simplified form where

al
(Rg] = - [Kam- pzll [KsRK] (12)
R_K R_ R R_ K
n xn n xn n xn

and the ~educed generalized mass and stiffness matrices
can be written in partitioned form as:

n

T
+ (R1"(R]
s B Y e [
+ RITK IR (13)

The inertial coupling method of modal synthesis se-
lected solution with the dynamic transformation is that
of Craig and Bampton (4). This method uses two types
of component modes to represent the substructure:
constraint and normal. The constraint modes are de-
fined by separately deflecting each boundary coordinate
a unit displacement with all other boundary points fixed.
The normal vibration modes are determined by solving
the eigenvalue problem with all of the boundary points
fixed. These modes are then used to define a coordi-
nate transformation at the substructure level. The
total structure is represented by connecting the trans-
formed substructure models at their common boundary
points as shown in Fig., 1, Compatibility conditions
are imposed by the coordinate transformation used to
couple the substructures together.

For each substructure with niB "boundary'' degrees of
freedom and nil "internal'' degrees of freedom, the
size of the substructure will be given by nj = ng! + n;B.
If nB represents the total number of boundary coordi-
nates in the coupled structure (N.B.,nB # Zn;B), then
the generalized mass and stiffness matrices after two
coordinate transformations will be given by:

=
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{ ]
Ko 9 ‘o n°
u(‘] = ---R_-.‘.__-
nxn 0 "“‘12 ) 0 n1l
AR N
' ¢ W 2 14)

andn=n3+nil+nzl. Due to the introduction of con-

straint modes for inertial coupling, the {q} will con-
sist of a mixed set of generalized coordinates. If the
substructures mass and stiffness matrices are defired
in the coupled struct:—='3 coordinate system, the
physical deflections at ihe boundary will be the q de-
flections correspor: ', ihe nB degrees of freedom.
Only the n! degrees of freetom correspond to a gen-~
eralized modal coordinate. he coordinate trans-
formation used to obtain the gzneralized mass and
stiffness matrices must be used to obtain the physical
deflections, To use the dynamic transformation, the
[My] and (K;] need only to be partiticaed into some
{qR}, {qF]set.

The resulting form of {R]for the dynamic trarzforma-
tion reduces to a simplified form different thar that
for stiffness coupling where

(R = p” K™ - pP11 () as)

and the reduced mass and stiffncss matrices will be
given by

1= 0+ 2R IR D + IR TR

Ik 1= 1 + RIT1M (R))
(16)

where D(RR] may be completely diagonal or contain

a portion of the coupled boundary coordinates, If all
of the boundary degrees of freedom are contained in
{qK} the calculation of [R] is greatly simplified due
to the diagnal form of [KRR], Unlike stiffness
coupling, only those q's corresponding to some nil
degree of freedom can be used as a measure of modal
participation.

4, NUMERICAL RESULTS

The dynamic transformation with stiffness and/or
inertial coupling was used to solve the three structural
models shown in Fig. 1, The 20 DOF uniform longi-
tudinal rod (i DOF per node) and the 42 DOF planar
truss (3 DOF per node) were ana. ; zov as two substruc-
tures. The 80 DOF uniform beam (2 DOF per node)
was represented by three substructures of varying
sizes. Due to the two methods of modal synthesis
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used, slight differences exist in the substructures
used to describe the same model. For inertial
coupling, the substructure boundaries for the rod and
truss occur at the center of & boundary degree of
freedom with half the mass and stiffness contained in
each substructure model. Since the normal vibration
modes are detormined with fixed attachment coordi-
nates, there are no rigid body normal modes for the
substructure models defined with inertial coupling.
The rigid body motion of the substructure models is
contained in the constraint modes, For stiffness
coupling, there are no common boundary degrees of
freedom between the substructure models. Each sub-
structure model includes the total boundary mass but
not the stiffness of the flexible links coupling the sub-
structures together., Note that substructure A for the
rod has one rigid body mode, each substructure for
the truss has one rotational rigid body mode, and each
substructure for the beam has two rigid body modes.
Complete solutions for each model were obtained for
partial solution comparisons. The Jacobi threshold
method was used for the eigenvalue solutions, and an
overall check was made on the implementation of the
methods using the closed form solution for the longl-
tudinal rod model.

Three parameters were varied in the analyses: (1) the
set of kept coordinates for the eigenvalue problem; (2)
the reduction frequency, p; (3) the size of the kept
and/or reduced coordinate set. The gK were seiected
as a sequentiai group from the frequency ordered com-~
ponent modes and/or the constraint modes depending
on the method of modai synthesis used and the fre-
quency range of interest, The remaining degrees of
freedom were used as the qR set. Several values of
the reduction frequency were chosen for each set of
selected gK to show general trends. Since one solu-
tion would be exact for some reduction frequency equal
to one of the system frequencies regardless of the
modes included in qK, the reduction frequency was
selected between system modes; i.e., p2=.5 (Ap +
Ane). The size of the kept coordinate set, nK, was
incremented in steps of approximately . 2n with major
emphasis placed on the 0.2n, 0.4n solutions,

The results of the analyses used eigenvalue and eigen~
vector ervors to evaluate the accuracy of the results.
Eigenvalue errors, AA, were obtained by comparing
the reduced solution eigenvalues to the corresponding
system eigenvalues obtained from a complete solution
of the problem. All eigenvalue errors wiil be ex-
pressed in terms of percent deviation where the AAj
for any ith mode is defined as AX, =100 (A, -

Ai )/(7\i cz The eigenvector errors, A @, were
exact exa

ohtained for the corresponding eigenvalues by using
the standard error of estimate given by A¢, = (T, -

j
X, )2/n] 1/2 where the X, corrasponds to the

exact
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jth physical deflection for same mode. Because of
large varistions in the magnitude of the Xy mass
normalized elements for different models and frequen-
cies, the A¢ errors were calculated using re-norma-
lized vectcs of unit length.

Some of the specific analyses performed for the rod
and truss are shown schematically in Figs. 2 and 3.
Each of the figures show the substructure modes used
in the analysis for gK and qR; the values of several
reduction frequencies, p, used for a particular set of
qK soluticns; and the results of the analyses for both
inertial and stiffness coupling using AA and A9 as
error criteria. The kept modes, gK, are indicated by
a solid arrow spanning the frequency ordered substruc-
ture modes and the reduced modes, qf, are shown:
with a dashed line. The values of the reduction fre-
quency, p, are indicated by the horizontal lines bet-
ween the system eigenvalues and, as indicated be-
fore, were obtained from the numerical average of
the two adjacent system eigenvaiues, FEach horizon-
tal line represents one eigenvalue solution for the nK
modes shown by the solid arrow. The method of
modal synthesis used to which the dynamic transfor-
mation was applied is indicated by the run number.
STC designates solutions using stiffness coupiing and
MPC soiution using inertiai (Mass point) coupling.

The results of the analyses are shown using the AA

and A® errors as acceptance criteria. The '"o' marks
shown in Figs, 2 and 3 indicate system modes obtained
from a solution for a value of AA; < 1. The "x" marks
are used in combination with the "o'" to indicate those

system modes obtained for a value of Agq <0.01, Assoc~

iated with the "o and "x" designated modes is a hori-
zontal arrow that indicates the value of the reduction
frequency that provided the maximum number of modes
satisfying both the AA and A ¢ criteria. Multiple hori-
zontal arrows were drawn when several values of p
yielded identical results for any one run. No attempt
was made to select an optimum set of gK coordinates.

The results shown in Fig. 2 for the longitudinal rod

are for a constant value of nK = 0,4n, Considering

only the A errors, 62% to 100% of the available modes
were accepted as solutions in all cases for both methods
of modal syntheris. For stiffness coupling using both
the A and A ¢ criteria, 50% to 87% of the available
utodes wereo accepted, For inertial coupling it was
necessary to investigate the influence of the boundary
degrees of freedom when used in the K set for middle
and high moce r.oiutions,

The best results were obtained when the system degree
of freedom corresponding to the substructures' boundary
point was included in the R set of coordinates. For
these cases (Fig., 2), 62% to 75% of the available modes
were accepted using both the AX and A¢ error criteria.
However, increased vector errors were observed for
middle/high mode solutions containirg the boundary
coordinates as, for example, ir Run No, MPC018

where no solutions satisfy the Ag criterion,
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Fig. 2. rongitudinal Rod Analyses

The results shown in Fig. 3 are for the planar truss
with a constant value of nK =0.4n. The number of
acceptable modes for stiffness coupling using both
error criteria ranged from 75% to 100% for most cases,
Of particular interest is Run No. STC510 where 1009,
of the modes were acceptable for seven different values
of the reduction frequency, p. The uncoupling of the
high frequency modces from all the others was reflected
in the banded particlpation factors, For inertial
coupling the selection of qK coordinates was compli-
cated due to the introduction of nine boundary degrees
of freedom. As in the case of the rod, increased
vector errors wero observed for the high mode solu-
tions with the boundary coordinates Included in the K
set. Although solutions were obtained for the middle
modes both with and without the boundary degrees of
freedom, the poor selection of kept coordinates ie
indlcated by some acceptable modes appearing beyond,
or close to, those degrees of freedom defined by the
solid arrows, No attempt was made to select the
correct gK set for an optimum system sohtion. For
the rod and truss modelr,, ihe results indicated that
the vector deviation, A p, was the controlling factor

in accepting modes using both methods of modal syn-
thosis,
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Typlcal results indlcating the effect of the reduction
frequency, p, on A\ are shown in Fig, 4. The curves
are for an eight mode stiffness coupling solution (Fig.
2, STC001) and show the actual A values of modes 5
through 12 for four values of p. The reduction fre-
quencies were chosen at average elgenvalue points so
that the curves do not suow a suarp error reductlon
near the system modes. In general, those modes
closest to the reduction frequency will have the least
eigenvalue error. For increasing mode numbers away
from p, one can expect progressively greater eigen-
value errors with the maximum errors occurring at
those modes farthest from p. The corresponding
eigenvector errors, A ¢, are shown in Flg. 5, and
exhibit the same characteristics as the &\, Because
unit length vectors are used for the calculation, the
range of values for A ¢ will not vary as greatly as
those of AX. For all cases considered, no value of
A¢ exceeded 1.0.

The corresponding normalization factors (n.f.) and
eigenvalue shifts (AAg) for Run No. ST011 are shown
in Figs, 6 and 7. In order to make similar compari-
sons, the n,f. and AAg were plotted as percents where
N.F.j =100 (n.f. -1) and Agj = 160 (A\}/A;-1.). The
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Fig, 3. Redundant Truss Analyses

results show that N. F, and AAg exhibit the same
pattern as the eigenvalue and eigenvector errors for
modes around the reduction frequency. However,
those modes farthest away from the reduction fre~
quency do not show any general pattern. In particular,
both N. F, (Fig. 6) and AAg (Fig. 7) show smaller
errors for Mode 5 than for Mode 6. The p1 curve
(Fig. 6) for Mode 12 has the smallest N, F. ; yet that
mode has the largest eigenvalue error as shown in
Fig. 4 for AA. If the normalizaion factors and eigen-
value shifts are to be used as error indicators, the
location of the modes relative to the reduction fre-
quency must also be considered.

The effects of back-sbustitution on the cigenvaluc and
eigenvector errors are illustrated in Figs. 8 and 9

where the solid line indicates back-substitution values.

Although the results have been shown only for one
optimum case (Fig. 2, STCO11), they are representa-
tive of the improvements obtained from the middle/
high mode solutions for both stiffness and inertial
coupling., In order to show the range of values for AA
and A9 more clearly, the errors are plotted in the
form of a distribution function where the percent of
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acceptable modes have a value less than or equal to
the value shown on the horizontal axis. For the eigen~
value errors, Fig. 8 shows that 62% tv 75% of the
modes obtained were acceptable based ona AA < 1,0
with and without back-substitution. Thc major improve-
ment occurs in the range for AA £0.2. Results from
the analyses showed that A ¢ errors in the range given
by 0.1 <A ¢ 1,0 definitely reflected unacceptable
modes in all cases., The arbitrary selection for A¢
<0, 01 appeared to yield satisfactory mod: shapes for
most cases. Fig. 9 shows that back-substitution more
than doubles the number of acceptable modes for this
eigenvector criteria, Results for individual modes
showed that back-substitution for modcs ncar a reduc-
tion frequency, p. reduced the AA, A¢ errors several
orders of magnitude.

Although back-substitution usually improved both eigen-

values and eigenvectors for those modes closest to p,
inertial coupling results with the dynamic transforma-
tion showed exceptions to this general trend. This
may be best illustrated by considering Run No.
MPCO018 and MPC025 from Fig, 2 for the longitudinal
rod. The solution for MPC018 contains the boundary
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coordinate in the gK set while the solution for MPC025
does not. Both AA and A¢ are shown in Fig. 10 plotted
in distributlon function form for MPC01R, Even when
the eigeavalue errors were on the order of 2x10-5,
there were no modes satisfyingA¢ <. 01. On the
other hand, Fig. 11 (MPC025) shows 62% of the modes
satisfying the A9 criterion and 87% cf the modes
satisfying AA < 1.0. The results indicated that accept-
able solutions for inertial coupling are extremely sensi-
tive to coordinate selection if both error criterion are
to be satisfied.
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Some insight into the effect of kept coordinate selection
can be obtained from examinatlon of the results for
middle mode solutions for the free-free beam wilth
stiffness coupling, The system eigenvalue errors for
the 16 system modes obtained from the solutions using
three different reduction frequencies are given in Table
1. Heavy horizontal lines bet'veen A\ are used to indi-
cate the reductlon frequency. The percent of modes
kept was based upon the total number of substiucture
modes having participatlon factors 20.1. The per-
centage obtained reflects the portion of those modes in-
cluded in the K set. The number of modes satisfying
AX 1.0 is 15 for the first solution, 13 for the second,
and 8 for the third, The first two reduction frequencies
are in tha range of solutlons that contain the substruc-
ture modes having major participatlon in the system
modes. The third solution tries to force the system
modes to correspond to the reduction frequency and
provides a good solution for the modes adjacent to the
reductlon frequency even though a large percentage of
the substructure modes were omitted from the kept set,
Of particular interest is Mode 42 from the second solu-
tion. One would expect the eigenvalue error for this
mode to be approxirnately that of Mode 39. Inspection
of the modal participation factors shows a small per-
centage of those contributing substructure modes were
included in the kept set. These results indicate that a
match with regard to kept substructure modes and re-
duction frequency is needed to maximize the number of
accurate system modes obtained from any one solution.
The use of predicted partlclpation factors to lmprove
subsequent solutions for unacceptable system modes
was not investlgated in this study. Table 2 presents
the frequency errors (A1) obtained from four rod
solutions using stiffness coupling and indicates a
possible approach to determining the system modes.
Each solution is for nK = 0, 4n with a maximum fre-
quency error in any one mode of approximately 0.04%.
Sufficient overlap exists to assure the analyst that all
the modes are obtained. If a sequential solutlons is
used, results from the first solutlon can be used to




: Table 1. Eigenvalue Errors of Beam Middle Mode Solutions
A
i 2o 5t 250, +A) 250, +A, ]
| P =533+ A P =50t P TRty
: System Percent
Mode Modes %A %A %A
No. Kept* Error Error Error
31 55.6 .61 1,05
32 71.5 .04 .31
33 53. 8 . 0007 .13 1.0
i 34 83.3 . 002 .10 1.8
35 100.9 .07 . 009 3.3
36 5.0 .08 . 009 .10
37 100.0 .09 . 0001 1.1
38 100.0 .68 .003 .96
39 100.0 .13 . 0001 .95
40 87.5 .97 . 0001 .34
41 1.8 .97 .0001 .46
42 33.3 1.9 1.1 64
l 43 45.5 .94 .12 62
s 44 83.3 .98 .26 .88
4 45 62.5 .47 11 1.4
; 46 40,0 .12 1.1 2.7
: 47 28.6 .15
f 48 50.0 .06 I
1 *Based on substructure modes having participation factors 0.1
3 Table 2. Percent Frequency Erros in Sequential Solutions of Rod
; Dynamic Transformation
¢ No.
. BSOLN 1 2 3 4 § L] ? 8 1] 10 1 12 13 14 1% 18 17 18 13 20
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select kept substructure mmodes and a reduction fre- based upon eigenvalue and eigenvector errors, a fre-
quency for the second solution, The results, as pre- quency error of 0.1% or less (AA s0.2) was selected
sented, show the feasibility of using small sequential to summarize the results of all the analyses. For most
solutions to obtain the system modes. cases, this error tended to correspond to a maximum

modal deflection error of 5%. Table 3 summarizes the
Due to the complexity in determining acceplable modes results for low, middle, and high mode solutions using

Table 3. Portion of Calculated Modes with Frequercy Error
Less Than 0.1%, All Mode Solutions

Solutlons for nK ~0.2N Solutions for nK > 0.4N i
Model Method Dynamic Transformativu Dynamic Transformation
Low Middle High Low Middle High l
Truncation Modes Mudes Modes | Truncatlon Modes Modes Modes
Longitudinal Rod Stiffness 0 1.00 0.50/0,75 11,00 0 0.87 0.62/0.7510.75 “
Inertial, constraint modes kept 0.25 0.75 0.75/1.00] 0,75 0.37 0.75 0,87 0.87 ¢
Inertial, no constraint modes kept - - 0.75 1.00 - - 0.75/0.87 | 0.87
Redundant T russ Stiffness [ 0.75 0,37 1.00 0.06 0.87 0.75 1,00
Inertial, constraint modes kept o - o = 0.56 0.69 0.38/0.69 0.50
Inertial, no constraint moces kept - - - - - - 0.25 0.62
Free Free Beam | Stiffness 1] 0,79* 0.62 0.75 0.10* 0.83* - -
*Elastic DOF
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0.2n and 0, 4n for the eigenvalue problem size. In most
amlyses, over half the solution ;:acdes have frequency
errors of leas than 0.1%.

5. CONCLUDING REMARKS

A method of vibration analysis which allows selected
system modes to be obtained by solving an eigenvalue
problem: much smaller in eize than that of the structural
model has been described and rumerical results pre-
sented, The method can be applied with any basic modal
synthesis technique. For large problems, modes can
not only be raduced through the dynamic transformation,
but those modes least affecting the solution can be
truncated. Modal participation factors can be used to
indicate the major contributing substructure modes.

As presented, the dynamic transformation method uses
back-substitution to increase the accuracy of the modes.
The resulting normalization factors and eigenvalue
shilts provide error indicators to aid in assessing the
accuracy of the modes, It is felt that farther experience
in the application of the method may indicate that back-~
substitution should be used selectively.
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DISCUSSION

Mr. Haskell (Ballistics Resesarch Laboratory):
What added effort has to be put into your method
compared to current methods? What extra time do
you need to get it working?

Mr. Kuhar: Do you mean the additional effort
that is required? Just the derivation of the
"R” matrix for the transformation and going to
the triple product for the reduction.
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STRUCTURAL DYNAMICS COMPUTATIONS

USING AN APPROXIMATE TRANSFORMATION

Clifford S. O'Hearne and John W. Shipley

Martin Marietta Aerospace
Orlando, Florida

finite order.

Engineering structural analyses are often performed in closely-
overlapping, small subspaces of a linear vector space of high

The different subspaces correspond to differences
in mass or stiffness distribution.
mate transformation from one subepace to the other is very useful.
Such circumstances are described, and illustrated by computations
of air blast loads on the SAM-D launcher.
the pseudoinverse of the matrix of basis vectors of the first sub-
space postmultiplied by the matrix of basis vectors of the second.

In these cases an approxi-

The transformation is

INTRODUCTION

Structural analysis problems nowadays often
lead to force and motion relations expressed as
transformations on linear vector spaces of large
finite dimension. The larjeness is nsual’y the
consequence of the natural decomposition of an
engineering structure into strength-of-materials
type elements at a high degree of fineness, and
there is otherwise no need for such refinement.
In fact, for practical reasons, it is necessary
to have a method of coarsening. Resort to a
two-stage reduction of order is often used.

First a Rayliegh-Ritz type reduction is applied
(the simplest is the Guyan), then eigenanalysis
is used for both further reduction and dacoupling
of the equations. The spatial and temporal dis-
tributions of applied forces are taken into
account in selecting the reductions. The struc-
tural equaticns are thus ultimately expressed in
a displacement subspace of small dimension. A
basis of this subspace is the columns of the
product oy the reduction transformations. When
changes are made in the structural mass or stiff-
ness distributions or the boundary conditions,
but the global coordinates are retained, the
analysis subspace will change. Often the new sub-
space largely overlaps the old. The approximate
transformation of the title is one which carries

the rockets' trajectories, is to be solved
through several .ounds, the apprcximate trans-
formaticn carries the terminal conditions in

the old normal coordinates into the initial con-
ditions in the new.

2) The bending motion solution of a rocket
at stage separation. Again for normal mode
solutions, the transformation carries the ter-
minal conditions in the lower stage coordinates
into initial coaditions in the upper stage
coordinates.

The computation described herein is an-
other instance, but the motivation and appli-
cation are not so quickly described. To state
precisely the definition and use of the subject
transformation in a large-order, linear system
analysis, the general system equations and con-
ventional reduction transformations are first
presented. The application of the reduction
transformations as shown does not represent the
ordinary sequence of computations in a particu-
lar structural analysis program, rather the
form of presentation is intended to make defini-
tions clear and establish notation. The trans-
formation which is the subject of this paper is
then introduced with the motivatior for its use.
Its derivation is presented in an appendix.

ﬂm-. “‘
B icin i

=

one basis as closely as possible into another,
or projects a vector in one space into its rep-
resentation in the other according to a minimum
error criterion. Scme examples of the use of
such a transformation are:

The approximate transformation is then
applied in an eagineering computation. The
structure is a launcher design for the SAM-D air
defense missile. The response of the launcher
to air blast in two weight conditions is calcu-
lated. Descriptions of the structure, of the
application of the blast force, and of the struc-
tural loads solutions to be used for comparison
are given. The results of conventional and ap-
proximate solutions are then compared. The paper
conciudes with a discussion of particularities
and gerieralities.

Bt

Ea

1) The normal-mode motion solution of an
artillexy rocket launcher in ripple fire (rapid
sequcntial fire). Say the launcher has zero-
length rails, then, at the instant of each
launch the normal modes and static equilibrium
of the launcher change. If the elastic defor-
mation motion of the laur.cher, which affects

el PR
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GENERAL SYSTEM EQUATIONS AND ORDER REDUCTIONS

The equations of motion of a large-order,
linearly elastic, mechanical system with time-
dependent forcing may be represented as fol-
lows:

Mx + Kx = £ , (1)

where M is the (m x m) mass watrix, K the

(m x m) stiffness matrix, X the displacement
m-vector, X, the second derivative of x with
respuect to time, and £ is the forcing function
m-vector. The components of the vector x are
the physical displacements of the nodes of the
structure moving in rigid body motion and
elastic deformation. Damping is usually rot
introduced until the equations are reduced to
a lower order. At this stage, the order of the
equations is too large for practical integration
or eigenanalysis.

The equaticns may now have their order re-
dvced (condensed). To begin, the forcing func-
tion usually is identically zero in many de-
grees of freedom,

f = Bb, (2)

where B is (m x k), m > k. B contains a (k x k)
identity submatrix and a (j x k), j=m- Xk,
zero matrix, and b is a k-vector. Now the
Guyar. transformation, Refervnce 1 (or equiva-
lently, the Kaufman-Hall transformation, Refer-
ence 2) is used to select a subvector, XR, of
vector X.

X = GXp s (3)

where G is of order (m x n), m > n, and contains
the (n x n) identity mat:ix as a submatrix. G
is such that,

T
KR = G KG, (4)

is precisely the stiffness matrix for the se-
lected degrecs of freedom. It is generally pre-
ferable, for convergence, to select all degrees
of freedom in whirh f-elements are not identi-
cally zero and all degrees of freedom in which
large inertial loads are expected. The n-th
order equations of motion are:

T
MR Xp + KR x, = G Bb, (5)

where MR = GTMG. (6)

The equations are again reduced by selec-
tion of particular natural modes of motion
(eigenvectors) of the reduced system. Generally
these will correspond to lower frequency modes,
but the spatial and temporal distribution of £
should be taken in account in making the selec-
tion.
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If H is the 'n x p), n > p, matrix con-
taining, as columns, the selectsd eigenvectors,
and they are normalized such that,

T

HMH =1, (&)

where I is the (p x p) identity matrix, the
equations of motion are:

f v 20v¢ + 9% = HGBb, (8)
where

xR = HE, 9)
and

2 - nTan, (10)

is the diagonal matrix of squared-circular
eigenfrequencies, A damping term has Leen in-
troduced with uniform (scalar) damping ratio,
Y.

The load or stress in elements of interest
depends on the deformation:

0 = Ax = AGHE = DE, (11)

(mode displacement summation, Ch. 10,
Ref. 3)

or
¢ = AGHR 2 (TG Eb-¥) = DO 2 (Rb-F),  (12)

(mode acceleration summation, Ch. 10,
Ref. 3).

An element of ¢ noy e a stress component,
a finite element load or a reaction at a node.
The load, or sti'zss, vector ¢ is of dimension
g, and A, {4 x m}, is contained explicitly or
implicitly in the structural analysis program,
A depends only on elastostatic properties of the
system. The value of q may be less than one
huncred while the value of m may be several
thousands.

The subject transformation may now be in-
troduced. It can be seezn in the above equations
that for each eigenanalysis, the transformations
D = AGH and R = HTGTR must be computed for each
weight distribution being analyzed. Let:

2
L =(9—-2- o 2“":—:* 92) (13)
dt *

Then the complete mode displacement solu-
tion may be written:

o = acuL " uTe B = oL lRo. (14)
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Notice that L alsc contains G and H trans-
formations implicitly. Let subscripts 1 and 2
distinguish eigenanalyses for two different
weight conditions,

-1

°1 = DlLl Rlb'
-1 (15)
02 = D2L2 sz,
then the subject approximation is:
-1 T
o, = D1T12L2 1‘12 Rlb, (16)
where
T -1 T
T12 ’(Hl Hl) Hl H2. (17)

The derivation of T} is shown in the
appendix. The motivation for substitution was
the loss of the A matrix resulting from de-

\

gradation of a magnetic tape. It would have
been very costly to reproduce the matrix. The
structural model was in a stage of significant
change at the time; so the recowmputation was
unjustified. The present computations are
simply a computer experiment, a retrospective
check of the accuracy of the earlier computa-
tion using the transformation as in equation
(16).

SAM~D LAUNCHER

The Launcher Group/Missile Round unit of
the SAM-D Air Defense System consists of a
launcher mobilized on a semi-trailer vehicle,
Figure 1. The launcher carries four missiles
in canisters. The canisters serve as environ-
mental and shipping contain.rs and as launch
cells. Each missile-canister unit is called
a Missile Round. The missile rounds are at-
tached to the erecting platform, Figure 1, and
to one another by various connecting devices

Figure 1. SAM-D Launcher Group Missile Round
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on the two main frames of the canisters. There
are two pads on the top and bottom of each main
frame with either index holes or inaex pins ac
their centers. Tie rods complete the vertical
and lateral joining of missile-round four pack
and launcher platform. The launche:r plaiform
is elevated by two jacks. It is mouriud on a
turntable for training in azimuilr, Tha launcher
and other components are mounted on an X4860
trailer. When emplaced, the trailer red is
stabilized and leveled on outrigger jacks.

ANALYSIS OF LAUNCHER RESPONSE TO AIR BLAST

Substructural components ot the Launcher
Group with launcher platform erected were
statically coupled to form a structural
model with 1372 degrees of freedom. (1he level
of static analysis was actually finer, if all
element degrees of freedom were retained, there
would be over 6000.) The 1372 dof's were re-
duced to 168 by Guyan reduction and then to
twelve by use of the lower frequency eigenvec-
tors. The major part of the structural analysis
and the eigenanalysis were performed using MAGIC,
References 4 through 9. All computations after
the static coupling were performed in single
precision on the IBM 370. For the comparison,
the zero azimuth configuration was analyzed with
two weight conditions:

A, Four missiles aboard,

B. One missile on board, in upper
left canister.

In cundition A bilateral symmetry prevailed
in both mass and stiffness distributions, and
the lower four modes divided into symmetric and
antisymmetric cases with closely spaced natural
frequencies in pairs. This symmetric/anti-
syrmetric characterization broke down at the
fifth mode because of the essentially three-
dimensional nature of the structure. In condi-
tion B, the dynamic coupling destroyed the sym-
metry, so there were distinct differences in the
two eigenvector bases. The effect of the weight
change may be judged by comparison of the fre-
quency spectra for the two conditions:

Mode Freq. A Freq. B
Hz Hz
1 2.4003 2.9518
2 2.6407 3.2530
3 4.'607 5.1584
4 4./544 5.3137
S 5.3106 6.4975
6 11.0343 13.1867
7 11.5189 14.0462
8 13.4243 16.3718
9 16.1172 18.0412
10 18.0924 21.7832
11 19.7636 23.2010
12 21.3796 24.7719
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FPor the comparison, the response of the
structure was analyzed for the blast approach-
ing from the side, front and rear with the
launcher at zero azimuth. The loads examined
were the platform reactions at the eractor
jacks and turntable trunnion, Figure 2. The
comparative results are shown in Tables I, Il
and III. A full comparison of platform loads
was made for all cases, but the results are
partially reproduced here. Very similar re-
sults were obtained in the other computations.
All the loads are expressed in relation to the
same base value, The time-of-occurrence
parzmeter, placed in parentheses beneath each
load, is normalized by the fundamental period
in each case. The values in the coluwmns
labeled “"conventional® and “approximate® are
to be compared: There is no significant dif-
ference in the conventional and the approximate
results.

Table I
Comparison of Conventional and
Approximate Load Computations
Side-On Impingement, Four Missiles

GAA cAB
Reaction Conventional Approxir.ate
Figure 2 Pos. Neg. Pos. Neg.
1 0.00 4.70 0.00 4 67
(0.09) (0.38) (0.00) (0.38)
2 0.00 2.44 0.00 2.37
(0.00) (0.26) (0.00) 0.27
3 0.23 0.91 0.23 0.91
(0.14) (0.44) (0.14) (0.44)
4 4.57 0.00 4.53 0.00
(0.37) (0.00) (0.37) (0.00)
5 0.00 2.43 0.00 2.35
(0.00) (0.26) (0.00) (0.27)
6 0.95 0.25 0.94 0.26
(0.44) (0.13) (0.44) (0.38)
7 4.70 0.00 4.70 0.00
(0.29) (0.00) (0.28) (0.00)
8 0.00 2.77 0.00 2.77
(6.00) (0.29) (2.00) (0.28)
9 0.00 4.67 0.00 4.67
(0.00) (0.28) (0.00) (0.28)
10 2.76 0.00 2.75 0.00
(0.28) (0.00) (0.29) (0.00)
6.. =DL 'Rb
AA A'A A's
-1 T
a8 = PaTan's Tap RaPs
aAA,pos =max |0, - ¢} <;AA)]

%A ,neqg © ":x " %a ('°M>]

U, Unit step function

max . max value in integration interval
t
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Figure 2, Platform Reactions, Trunnion: 1 thru 6, Erector Jacks: 7 thru 10.

Table II
Cemparison of Conventional and Approximate Load
Computations €ide-Cn Impinyement, One Missile

Table III
Comparison of Conventional and Approximate Load
Computations Front-On Impingement, One Missile

g

g

BB BA 8B %8a
Reaction Conventional Approximate Reaction Conventional Approximate
Figure 2 Pos. Neg. Pos. Neg. Figure 2 Pos. Neg. Pos. Neg.
1 0.00 5.37 0.00 5.40 1 2.07 9.67 2.08 9.87
(0.00) (0.38) (0.00) (0.38) (0.88) (0.32) (0.88) (0.32)
2 0.00 2,63 0.00 2.70 2 0.25 0.57 0.27 0.57
(0.00) (G.24) (0.00) (0.24) (0.73) (0.44) (0.73) (0.45)
3 0.49 1,25 0.49 1.25 3 2.43 1.03 2.41 1.00
(0.13) (0.42) (0.13) (0.42) (0.39) (0.08) (0.39) (0.08)
4 5.07 0.00 5.10 0.00 4 1.86 10.57 1.84 10.73
(0.38) (0.00) (0.38) (0.00) (0.88) (0.38) (0.88) (0.37)
5 0.00 2.62 0.00 2.6 5 0.33 0.39 0.36 0.38
(0.00) (0.24) (0.00) (0.24) (0.72) (0.44) (0.72) (0.44)
6 1.12 0.44 1.12 0.44 6 1.54 0.56 1.46 0.58
(0.41) (0.15) (0.41) (0.15) (0.40) (0.08) (0.41) (0.08)
7 5.30 0.00 5.33 0.0C 7 7.73 1.53 7.50 1.50
(0.28) (0.00) (0.29) (0.00) (0.40) (0.88) (0.40) (0.88)
8 0.00 .13 0.00 3.14 8 0.86 4,23 0.84 4.17
(0.00) (0.28) (0.00) \0.29) (0.88) (0.40) (0.88) (0.40)
9 0.00 5.17 0.00 5.13 9 6.33 1.24 6.20 1.25
(0.00) (0.23) (0.00) (0.23) (0.31) (0.88) (0.31) (0.88)
10 3.03 0.00 3.03 0.CO 10 0.65 3.43 0.68 3.47
(0.23) (0.20) (0.23) (0.00) (0.88) (0.42) (0.88) (0.44)
-1
-1 [¢] =DL "RDb
GBB DBLB RBbs BB BB BF
-1 T -1 T
%8 = PaTagts Tam RaP % = PaTas"B TaB FalF

107




s iy

PARTICULARITIES AND GENERALITIES

Obtaining and applying the transformation
T requires a significant amount of computation.
However, as compared to computing D and R this
computation is generally of low order and can
be performed in relatively small asount of com-
puter core with no use of peripheral storage.
Because the eigenvectors are linearly independ-
ent, HT H is positive definite; so the matrix
inverse needed is the inverse of a positive
definite symmetric matrix, which can be computed
much more efficiently than the inverse of a
general matrix, Reference 10.

There are a number of circumstances, other
than the one elaborated in the paper, in which
the subject transformation is useful. Some are
mentioned above. If such use is planned, hav-
ing the column order of the basic eigenvector
set larger than the column order needed in the
sets in which the approrimation is to be used
will improve accuracy. Refercnce 11 contains
a useful algorithm to compute the overlap of
two subspaces.

Another use of the transforrmation is the
comparison of experimental and computed modal
vectors. The transformation may indicate that
measured modes are linear combinations of com-
puted modes: Some of the differences in the
two sets may be attributed to the difficulty of
exciting pure modes when there is close fre-
quency spacing, damping coupling, or poor
shaker location. The eigenvectors should be
normalized so the columns of T have unit length
for this comparison.

In conclusion, it has been shown that the
space spanned by the lower mode eigenvectors
did not change markedly for a strong change in
mass distribution in the case analyzed. This
overlap will probably be found in most structural
analyses, and as a consequence projections from
the one subspace to the other may be used with
accuracy when it is convenient.
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APPENDIX: DERIVATION OF THE APPROXIMATE
TRANSFORMATION

The subject transformation can be found in
many places; e.g., the references at the end of
this appendix. This derivation is appended in
part for convenience of the reader and in part
because it takes a geometric rather than an
algebraic viewpoint. The former is believed to
be more intuitively satisfying for structural
engineers although the algebraic derivation is
more concise.

T -1 T

T = [Hl Hl] H, H,. (a0)

The transformation is obtained by mini-
mizing the magnitudes of the columns of E.

E= H2 = Hl'l'. (aAl)




The derivation follows. To simplify read-
ing the notations let H = Hp and G = H). Then
let v be expressed by components h in basis H
and v by components g in basis G.

v = Hh, v = Gg, (A2)
and let,
g = Th. (A3)

To make v a minimum distance a proximation
of v, calculate T such that |,_3|“ is minimized.
Using equation (A3),

1.

= h'E'Eh.

- on?
(A4)

Because ETE is positive definite symmetric,
the transformation T is exact only if ETE is the
Zerv matrix. Since the off diagonals are
bounded by the Schwarz inequality, minimizing
the diagonal elements of ETE uniquely determines

T. Let,
F (i,5,T) = e_.e
Pl E2
=h h . ~h_. t .-t . h . AD
21 p) Plqu q) qlqu P) as)

+ t . t .
qlqugPr x)

where E =[eij}H ’|hijl etc.; and repeated
indices p, q, r imply summation over the
appropriete ranges. Then,

F (1,3,1)
— < Jdt..9 g -h .qg
a:mn Jh( qi°“pq pm pi‘pm (A6)

+ 6, t .~ h
in (gpmgpq qj ~ pm p:i)

where & is the delta function.

109

The values of tjj for which the derivatives
of equation (l0) are zero are solutions of,

T

GGT - G'H = 0, A7)
from which equation (A0) follows.
The expression,
T 1o
H A8
(Hll Hl' (a8)

is the psewdoinverse of Hl when HlTHI is non-

singular, as it is for eigenvectors.
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LINEAR LUMPED-MASS MODELING TECHNIQUES
FOR BLAST LOADED STRUCTURES

W. J. Liss, Jr., and N. J. DeCapua

Bell Laboratories
Whippany, New Jersey

The determination of building motions in a auclear blast environment
is essential in assessing the shock-mounting requirements for com-
munications equipment in hardened installations. This paper presents
linear lumped-mass modeling techniques employed in this determina-
tion. These techniques are applied to a rigid body soil-structure in-
teraction case and to the flexural response of a buried building.
Predicted responses are compared with measured accelerations ob-
tained from full-scale TNT tests.

1. INTRODUCTION

To determine the exp.cted motions of
egquipment in hardened buildings, the dynamic
response of the building in a blast and the ac-
companying ground motion environment must
be known, The first detailed model for pre-
dicting dynamic environments in Bell System
hardened buildings was done by J. V. Poppitz
{1}, who developed a five-degree-of-freedom
vertical model of the interior of a shallow
buried building. In the Poppitz technique,
slabs were modeied as single degree-of«
freedom systems, and consequently, higher
flexural modes were not included.

Subsequently a series of experiments was
conducted by S. Wisnewski [2] at the Waterways
Experimental Station (WES), Vicksburg, Miss-
issippi, to either corroborate the Poppitz model
or lead to a refinement of it. The steel struc-
ture empIO{ed in the WES tests was 6 it by 6 ft
in plan by 15 in. high, and it represented a two-
story, 6-by~6 bay buil buried in clay. The
ghe:eral conclusions reached by Wisnewski were

t:

¢ The Poppitz five-mass model satis-
factorily predicted displacement and
velocity, and

e The accelerations predicted by the
five-mass model were significantly
less (1.3 to 6.7 times less) than the
measured accelerations.

The results of the WES test and the con-
clusions drawn from them generally agreed
with a theoretical study by L. W. Fagel [3] who
analyzed the acceleration reifonse of a plate
subjected to blast loadings. He compared the

exact solution to solutions employing finite mode
approximations and concluded that ‘cr systems
with at least 1 percent of critical damping, nine
modes were adequate to represent the plate's
true response, and four modes may be non-
conservative by up to 40 percent.

Further study of the WES data by
Fagel Lﬂ resulted in the following conclusions
which differ somewhat from Wisnewski's initial
observations:

e Acceleration response of small struc-
tures covered with soil can be appro-
priately calculated from a one-mode
model for floor panels. The soil cover
serves to damp the higher modes but
does not add to the structure's mass.

e If no soil cover is provided or if some
of the structure is above grade, floor
panels should include higher modes.

Thus it seems that the Poppitz model is,
in fact, a good technique for predicting vertical
response of shallow buried buildings.

This paper uses the results of Poppitz
and Fagel along with comparisons of data from
full-scale blast loaded structures to develop a
simple linear model for blast londed ahove and
below ground buildings. Coupled irorizontal
and vertical motions are included. The em-
phasis in the predictions is on the initial
portion of the accelera’ion response since the
peak acceleration usually occurs immedizitely
after blast arrival. Moreover, a linear model
can be expected to accurately predict only the
initial response since longer term motions in-
clude the nonlinear behavior of the soil-
structure interaction.




2. SOIL-STRUCTURE INTERACTION
2.1 Model or Rigid Body in Soii

The total response of a structure can be
divided into two parts: (1) the rigid-body soil
interaction and (2) the flexural response of
the building members. The nature and magni-
tude of the first of these, rigid-body soil inter-
action, was documented g‘gouowing a test ger-
formed during Operation w Ball on July 17,
1964. In the remainder c¢: this section, simple
linear modeling techniques are employed to
predict these measured accelerations. Included
in the Snow Ball test were two S-ft-by-5-ft-by-
6-ft solid concrete blocks whick were buried in
the ground and struck with a bl> - wave produced
by a 500-ton TNT detonation. The first block
was buried with its top flush with the ground
while the second had a steel ''sail" protruding
2 [t above grade. Load cells and accelerom-
eters measured the magnitudes of the blast and
the block response respectively. It remains to
be seen how presently used soil-structure re-
lationships can predict the actnal response of
the block.

Past models of soil-structure interaction
have used the following stiffness relations for
a rigid footing on an elastic Lalf space [6].

Vertical: k= G B, vicd, (1a)
1-v
Sliding: k. =4(1+v)GB, Jcd, (1b)
Rocking: ko = —O— g, 8cd?, (1c)
1-v
where G = shear modulus of soil,

v = Poisson's ratio of soil,

¢ = half length along axis of
rotation,

d = half width perpendicular to
axis of rotation, and

ﬁz,ﬁx,ﬁg = constants.

However, if the foundation is buried in the
soil as in the case here, additioral soil springs
must be added to account for soil interaction
with the vertical walls. The increased factor
for vertical motion has been calculated (6], but
at the time of this work there was no proven
way to predict its effect on the horizontal and
rocking stiffnesses.

To estimate this added stiffness, the
vertical stiffness formula for a rigid plate on
an elastic half space was used, i.e.,

p,V%d, @

K =
H walls -

with the effective shear modulus, G', in this
direction to be much less than the actual modu-~
lus, G, to account for poorly compacted back-
fill at the site and the fact that it is not truly a
half space in this direction. The various soil
springs were then added to the block (Fig 1} in
a manner ensuring correct rotational stiffness.

+ + =
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Fig. 1 - Soil springs for block

As shown in Fig. 1, four lumped masses were
sized and located to preserve horizontal, verti-
cal, and rotational inertia. A mathematical
model of this arrangement was constructed to
use in the Stiffness Matrix Structural Analysis
Program [7] which determines the system’s
eigenvalues and eigenvectors. The three prin-
ciple modes of vibration for one of the cases
considered (G = 4,000 psi and G' = 500 psi) are
shown in Fig. 2. The first is a coupled hori-
zontal and rocking mode; the second is a pure
vertical mode; and the third is nearly a pure
rocking mode.

The response of the blocks under two
combined dynamic inputs (ground motion and
blast) can now be calculated using a modal
analysis (see Appendix A). A computer pro-
gram based on the modal analysis equations
uses the eigenvalues, eigenvectors, modal
damping, and appropriate forcing functions as
input. Both the blast and ground motion were
experimentally measured on site. The concept
of modal analysis requires that the damping be
small so that the eigenvalues and eigenvectors
that are determined for an undamped system
are good estimates of the actual eigenvalues
and eigenvectors. If high damping is encoun-
tered for any particular mode during the
analysis, it will resuit in some error whose
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magnitude depends on the degree of partici-
pation of that mode. g

The loadings for a typical case are shown
in Fig. <. It is assumed that the loading on the
top of the block 15 equal to the free field and
can be approximated by a triangular pulse. The
loading on the vertical buried surfaces is known
to be equal to some fraction of the free field
loading. This value may vary from 1/4 to 1 uc-
pending on the cohesiveness and moisture con-
tent of the soil {8 ]. For this case, best results
were derived using a loading equal to 1/4 of the
free-field value. The waveform of the free-
field blast reflecting from the sail has been
calculated [9] and approximated guite well by a
gingle triangular pulse, The damping for the
various modes of vibration has been well docu-
mented [6], and is given by

Vertical Damping Ratio:
Dz - 0.425 B
YB3,

z

-(1-v)m
3 ’
4pro

. (3a)
Sliding Damping Ratio:
- 0.288 - (1-8)m

I 32(1-u)pr03'

(3b)

Rocking Damping Ratio:

. 0.5

D 231 -v Iy
P (18 VE,

0 57 (3¢)
8 pr,

where m = mass of foundation,

v = Poisson's ratio of soil,

p = density of soil,

r_ = equivalent circular radius of founda-
0 tion, and

19 = moment of inertia of foundation.
Again, since at the time of the study there was
no documentation available on the effect of side-
wall soil on the horizontal and rocking damping,
it was decided to use the correspon formulae
for unburied foundations on an elastic half space.
This assumption wiil give conservative results,
but it is felt to be reasonable since initial peak
accelerations are generally not sensitive to this
rigid body damping.

2.2 Response of Rigid Body to Blast and
Ground Motion

Before the block rerponse could be de-
termined, a realistic estimate of the shear
modulus, G, had to be made. Unpublished on-
site static soil tests by G. Weissmann during
full-scale TNT tests [5] indicate a value for the
shear modulus, G, of 4,000 psi, except in the

horizontal direction where some reduced value
had to be used.

HORIZONTAL SURFACE
LOADING

(A FREE FIELD WWEFORM
HORIZONTAL SURFACE LOADING
(©) VERTICAL SURFACE LOADING
@© sAL LOADWNG

H I
20 40 60 80 120 140 180 WO
TIME AFTER BLAST ARRIVAL (msec)

Fig. 3 - Overpressure loading
of block with sail
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The acceleration response of three points
on the block (Fig. 4) were recorded at the test.
‘The comparison of these peak responses to those
calculated by the dynamic resmsalp ram
with various values of the horizontal soil shear
modulus, G’, is shown in Table 1. The actual
accelerometer records for the block with sail
can be compared directly with the block re-
sponse as preaicted by the dynamic program

Fig. 5) for the case of G = 4,000 and G' =

00 psi. All of the predicted first peaks after
blast arrival {§0 msec) were within 9 percent
or better of the actual response. However, the
re:Eonse prediction before and after the first
peak did not meet with great success. The ex-
tremely high frequency response of the block
immediately after the arrival of the blast is
attributed to "ringing' of the sail structure
which was not duplicated by the model. The re-
sponse predictions for the block without the sail
were quite good for two of the three points of
interest. Both vertical peak responses were
predicted to within 12 percent or better. How-
ever, the peak horizontal prediction was over-
estimated by nearly 40 percent.

This lumped-mass model has also been
used to predict rotational displacements of the
concrete blocks [10]. It was not expected that
this model could accurately predict rotations
since rotation response is of long duration and
therefore involves the nonlinear behavior of
the soil which can not be predicted with the
simple linear approximations used here.

O o o
2 u 3
6z
2 | 3
O O O
ACCELEROMETER
NUMBER DIRECTION

i HORIZONTAL
2 VERTICAL
3 VERTICAL

Fig. 4 - Accelerometer locctions
on block

TABLE 1
Acceleration Response
Gage 1 Gage 2 | Gage 3
Case Hor:zontal { Vertical |Vertical
g's) g's) g's)
_9
Buried Block With Sail
1. G 220001 200 1.5 9.2
H
2.8 =000 187 6.4 10.0
8. ﬁg‘s“'ﬂme 17.2 €.7 10.2
Buried Block Without Sail
1.G22001 48 4.8 6.2
H
2.8 240001 32 5.3 5.6
3. Actual
Responseo 2.3 6.0 5.2
DIE 1
i I| -—— CTUAL RETRCNSE
E ol ) — Ca WLATED RESPONSE
g MORIZONTAL
g — A /X\
\ v
R e e ST
:; o Pl
E N ko ,/\ N, vEaTicAL rmowt
g ° = N !“ w4 A
oS
o ]
- s a4 % %

ACCULERATION (g

ABSOLUTE

Fig. 5 - Measured and predicted response
of block with sail

However, a complex soil-foundation model, in-
cluding nonlinear effects, has been developed




by G. Weissmann (11], whose results show that
the linear model predicts the actual rotations
reasonably well for this case. Two accelerom-
eters were used to measure peak block rotations
of 6.5 and 10 milliradians - the difference in
values probably caused by instrumentation in-
accuracy. The lumped-mass model predicted
a peak rotation of 8.25 milliradians.

The overall results of this test indicate
that the actual peak acceleration responses of
both blocks can be calculated very well using a
linear dynamic motion program and a value for
the horizontal shear modulus for the poorly
compacted backfill of G' = 500 psi — much less
than the actual measured shear modulus G.

3. RESPONSE OF AN UNDERGROUND
BUILDING TO BLAST

.3 General

Section 2 discussed the motion of a rigid
foundation ir a blast and the accompanying
ground motion envirorment and recommended
shear moduli. This information can now be used
to develop a model of an underground structure
that includes both rigid-body and flexural modes.

The modeled structure is an underground
precast manhole, 26 ft by 13 ft with an 8-foot
ceiling, as shown in Fig. 6. This particular
structure was :hosen to develop the model

Fig. 6 - Manhole and accelerometer
locations
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because it was instrumented in a full-scale TNT
blast environment {12} Thus the monitored ac-
celerations can be compared with predicted
values, and the validity cof the modeling tech-
niques can be judged. The techniques employed
are all linear and result in a lJumped-mass,
two-dimensional (vertical and horizontal) frame
model of the actual structure,

3.2 Stiffness Model

The manhole is modeled as a two-
dimensional frame as shown in Fig. 7. Soil-
spring stiffnesses are determined as in Sec-

on 2 where it is shown thot the effective hori-
zontal shear modulus is »gproximately an order
of magnitude less than tie vertical or measured
shear modulus. Since the compacting and set-
tlement time for the block and manhole are
very similar, the shear moduli to be employed
are G = 4, psi and G' = 500 psi. The verti-
cal value was obtained from data taken during
Operation Snowball (1964) {5] for a location
very close to the manhole location used in
Event Dial Pack [12].

Because the precast slabs under consid-
eration act as one-way slabs, the stiffness
properties of the roof, base slab, and walis are 4
the actual stiffnesses {13}; i.e., Lan= 2770 in.

Loof = 2235 in.4, and Lase = 2175 .4, for a

9-ft width, The stiffness of the interior sup-
port, which is primarily a compression mem-
ber, results from a framework running down
the center of the manhole as shown in Fig. 6.
Also, since the precast slabs are keyed to each
other, the joints are such that they are not mo-
ment carrying. These locations are indicated
by circles in Fig. 7.

Fig. 7 - Stiffness model of manhole
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Shear wail resistance is artificially
achieved by two diagonal members as shown in
Fig. 7. The members are sized to give the
same lateral stiffness as that of the building
acting as a shear beam.

3.3 Mass Model

A mass model of the system is necessary
to determine eigenvalues and eigenvectors.
Since the useful eigenvalue programs for struc-
tures are based on a mass model having lumped
masses, it is necessary to :nodel the continuous
structure with an equivalent lumped-mass model.
In some previous investigations, each element
(such as a beam or slab) was modeled with one
lumped mass. As mentioned previously [13],
this type of assumption (especially for above-
ground buildings) could lead to accelerations of
significantly less g's than those predicted by a
continuous mass model.

The technique [14] for modeling a contin-
uous element by a singie lumped masz is based
on equating equivalent and actual kinetic ener-
gies, while equivalent loadings on these masses
are determined by equating potential energies.
This generally gives a good one-mode apprexi-
mation. As an extension of this one-mass (one-
mode) model, a three-mass model is proposed
and used here. The objective of this approach
is to include several higher modes of the ele-
ment that could have a significant effect on pre-
dicted accelerations. The technique for deter-
mining the mass factors for converting from a
continuous beam or one-way slab to a three-
mass beam is presented in Appendix B. To
verify the improvement over the one-mass as-
sumption, Appendix C compares the accelera-
tion responses of a blast-loaded, simply sup-
ported beam when modeled as a continuous
beam, a one-mass beam, and a three-mass
beam. The comparison shows that the addition
of a second and third mode leads to a closer
estimate of the acceleration response, as indi-
cated in Fagel's study [3].

If the structure had inciuded plate elements
instead of beams or one-way slabs, the lumped-
mass modeling would have been more compli-
cated since the stiffness, as well as the mass
and loading, would have had to have been modi-
fied. Also, many of the complex modes of a
continuous plate wouid have been lost in model-
ing it as a beam. The factors necessary in
modeling a plate as a lumped mass b¢am are
indicated in Appendix D which shows that to ob-
tain a reasonable comparison with cantinuous
solutions, the plate must be ir.odeiet as a seven-
mass beam instead of the thy::e ma:ses used
for the one-way slab.

From /npendix B the three-mass model
of the simply supported-clamped (SS-C) beam
shown ir Fig. 8 is related to the continuous
mass beam as follows:
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Fig. 8 - Continuous beam modeled
as a three-mass beam

M'=0.232 M, ,,

and
- 4
P' = 0.25 Pact' (4

Similarly, for a Simply Supported-Simply Sup-
ported {SS-SS) beam the r2lations are

M'=0.24T M, ,,

and
P' =0.263 Pact' (5)

These mass factors can now be used to
develop a mass model of the manhole as indi-
cated in Fig. 9. As shown, masses M" are the
tl ~ee-mass equivalents determined by Eqs. (4)
wi are the actual mass Ma ot is the slab mass

Ay MM W MMy
N o, My W,
w3 L7
w2 Lty

M3 My My [MgM3 My My

N\

Fig. 9. - Mass model with soil springs

only and does not include any additional soil
mass. This assumption is consistent with
Fagel's findings [4] which are summarized in
the introduction of this paper. The masses M,

and Mé, are the three-mass equivalents indi-
cated by Eq. (5). Masses M 4 and M5 are the

lumped mass approximations of the interior
support.

3.4 Frequencies and Mode Shapes

Figs. 7 and 9, the stiffness and mass
models of the manhole, respectively, can now

-
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be used (employing the JPL program [7]) to de-
termine the system's frequencies and mode
shapes (eigenvalues and eigenvectors).

Fig. 10a shows the first threc modes,
which are primarily rigid body, and Fig. 1ub
shows the second three modes, which are mainly
flexural. Higher modes, although included in the
results, are not shown in these figures.

3.5 Modal Dam|

Before the dynamic response of the struc-
ture can be determined, the proper damping
must be assigned to each mode. To facilitate
this it is necessary to separate the rigid body
i and flexural modes. Rigid body modal damping
L ; is determined by the techriques discussed in
1 ; Section 2. All flexural modes are assigned a
: damping value of 20 percent of critical. This is

considered high for flexural damping of concrete
structures, however Fagel [4] has indicated that
the soil does damp the higher modes signifi-
cantly. Thus the 20 percent value is considered
Teasonable.

KEY.

e - ——MODE 1 (22 SH2)
_____ MODE  2(32.0Mz)
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Fig. 10 - Mode shapes for manhole
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3.6 Structural Response

The blast induced response of the struc-
ture can now be predicted by employing the
modal analysis program (see Api:endix Afora
discussion of the program equations). Pre-
viously determined eigenvaiues, eigenvectors,
modal damping, and blast loading on the struc-
ture are the necessary input.

Unfortunately, the manhole was located
at an anomalous overpressure location, since
the two surface pressure gages on the same
radius from ground zero and at about 5 ft from
each wall of the structure indicated different
free-field overpressures. These overpressures
are shown in Fig. 11. Thus it was necessary to

= /FREE FIELD
-4
~ s AVERAGE
OVERPRESSURE 2
! \/
w ]
F S
EOIOZOSOQOSOGOn)ﬂ)WIOO
TIME (MSEC)
.
E
]
&
&
w
3

Fig. 11 - Overpressurc loading
for manhole

use two loading configurations in an attempt to
get predictiors that at least bound the meas-
ured values. The average free-field overpres-
sure used to generate the loadings employed in
the modal analysis program were determined
by standard techniques {2] and are designated
overpressures 1 and 2 in Fig. 11.

Loads on roof elements were determined
from the full, average free-field overpressure
by employing the load factor given in Eq. (4).
The horizontal loadings on the wall elements
were determined from an overpressure load-
ing which is 1/4 of the average free-field over-
pressure and the load factors of Eq. (5). This
1/4 loading is consistent with the generally
lower shear modulus on the side walls as in-
dicated in Section 2 and the standard proced-
ures of blast loadings on below-ground
structures [8].
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‘Three manhole acceleration listories were
recorded in Event Dial Pack [12], specifically,
the vertical response of the roof and the vertical
and horizontal responses of a point on the man-
hole wall. The locations and directions of these
three accelerometers are shown in Fig. 6.

Fig. 12 compares the measured manhole
accelerations with the predicted responses re-
sulting from overpressures 1 and 2. The peak
a(;.z‘::i‘laegations for these cases are listed in
T L]

Fig. 12 - Measured and predicted response

of manhole
TABLE 2
Peak Accelerations
Roof Wall Wall
Vertical |Horizontal [ Vertical
Meast red 16.0 5.4 9.0
Predicted
Ovepressure 1 14.0 3.5 4.5
Overpressure 2| 22,5 4.7 6.5

As can be seer, the predicted peak-vertical
roof acceleration for the two overpressure load-
ings bound the measured peak acceleration.
Also, the measured time response is very simi-
lar to the predicted roof response (see Fig. 12a).
The peak horizontal acceleration is underesti-
mated by 13 percent using overpressure 2 and
by 35 percent using overpressure 1. This indi-
cates that the assumption of a horizontal load
equal to 1/4 of the vertical load is slightly un-
conservative for the soil conditions existing at
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the manhole. Also, Fig. 12b shows that the pre-
dicted and measured horizontal-acceleration-vs-
time responses of the wall compare favorably
for the first 30 msec, which is the important
part of the response. Fig. 12c shows that pre-
dictions of the peak vertical-wall acceleration
resulting from overpressure 1 is well below the
measured value, while the peak value predicted
from overpressure 2 is somewhat closer to the
measured value, This may be duc to a super-
imposed ground motion not considered in these
calculations or to the technique of modeling a
continuous element with a lumped-mass ele-
ment. In the aodeling indicated in Appendix B,
it was not possihle to preserve vertical reac-
tions; and since the reactions of the roof ele-
ments are the vertical loadings on the wall ele-
ments, inaccuracies are inherent. Also, cal-
culations have indicated that the reactions re-
pulthg on yalonl lumped=mnos eloments
are always lower than the true reactions, This
scems to be consistent with the resulis just
discussed.

4. SUMMARY

The main points discovered or verified by
this study may be summarized 2s follows:

1. The equivalent mass of the soil is a quan-
tity postulated by past models that had to
to be added to the mass of the structure.
This quantity was not used and apparently
not needed in predicting the response cf
small shallow buried structures.

2

At the time of this work, there was no
known method for determining the amoant
of horizontal soil stiffness of a buried
structure. This value has been estimated in
this paper through the use of 4 formula for
soil stiffness in the vertical direction with
an effective shear modulus, G', which is
less than the actual shear modulus, G. The
specific value of G' does not have a large
effect oa the flexural response and the fol-
lowing guideline is considered reasonable:

G'/G Site Condition

1/8 New site
1/2  Old site with well settied backfill

Since the completion of this study, M.
Novak [15] has published a paper on em-
bedded foundations which presents rela-
tionships that are probably more accurate
than the procedure given here for rigid
body stiffness and damping in the hori-
zontal direction.

3. Past estimates of the horizontal blast
loadinf on a shaliow buried building range
from 1/4 to 1 tim<s the vertical free-
field loading. Results of the present
analysis show the factor of 1/4 to be
slightly unconservative for this particuv-
lar soil and weapon yield condition. It is

o e
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recommended that a factor of 1/2 to 1 be
used for conservative predictions of build-
ing response to large-yield nuclear blast
environments.

“. Because of the high soil dzmtging and its
effect on the higher mcdes, the ore-mode
(one-mass) approximation, although not
documented in this study, and the three-
mode (three-mass) approximation of the

of lumped masses than those with high soil
damping. Tatle 3 indicates the accuracy
of lumped-mass systems with no damping
as compared with continuous systems.
Thus to predict responses within 20 per-
cent accuracy, beams and one-way slabs
require a three-mass model, while plates

two-way slabs require a seven-mass
model.

building re prove to be almost in- 6. In the element mode technique de-
le — each gives peak re- scribed, continuous slabs and plates are
sponses to within accuracies recorded in converted to lumped-mass beams. Com-
Saction 3.6. Thus it is recommended parison of predicted and measured ac-
that belowground structural elementis need celerations seems t» indicate that the
only be modeled as one-mass beams. modeling technigue is satisfactor; icr
predicting vertical respunse of roof ele-
5. To obtain accurate results, building ele- ments and horizontal response of wall
ments with only structural damping (5 per- elements, but is lacking in that element
cent to 10 percent) present (aboveground reactions are not preserved. These re-
buildings and interior elemeats of below- actions are underestimated when employ=
ground buildings) require a hizhe pumber ing the techniques described hers.
TABLE 3

Accuracy of Lumped-Mass Systems

Number of Masses Peak Lumped Mass Response
In Beam Model Peak Continuous Response
e —
Beams or One- f 1 0.69
Way Slabs 3 0.81
Plates or Two % g:.?
Way Slabs 7 0.83
APPENDIX A
MODAL ANALYSIS PROGRAM
The modal analysis technique is based on
dcoupling the following eguations of motion: {u}=[o}{tt, (A2)

[m]{a} + (c]u} + (k] fu}
= {F)} - [m]{s} = jQw!, (A1)
where [m] = square mass matrix,
[¢ ] = square damping coefficient matrix,
[k ] = square stiffness matrix,
{F (t)} = forces applied to each mass,

{8 | = column matrix of irput accelera-
tions, and

fu} = column matrix of relative
displacements.

The transformation which achieves this
decoupling is

il9

where [¢] = square matrix of eigenreciors
(mode shapes),

{¢} = column matrix cf generalized
coordinates,

and the decoupled equations aie
[£) +2(8]p 14} + [aip 15}

~ Mgy (017 {Qwi, (43)

where [B}D = diagonal matrix of modal

damping,

[A]D = diagonal matrix of eigenvalues
(frequencies), and
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[MB] D~ diagonal matrix of generalized as the initial conditions for the subsequent
masses. interval.

The total solution for each u, i, and @
This is a systen: of n uncoupled equations. is obtained by transforming tack from ¢ to u

The solution of each equation (hat describes a through Eqs. (A2). A computer program was
structure with excitation Q{t; is obtained by devcioped to accept the frequencies and mode
choosing a small integratioa inierval At and shapes as well as modal damping, lumped
representing the input Q¢t) by a :inear function masses, and digitized input, and to employ
in this interval. Analytic solvtions exist for the modal analysis technious, «s described
these second-order lines: diiferential equations above, to determine the response of each
with linear forcing funciions. Thus each un- mass point in the system. Time-history
coupled equation can be solved by using the plots of displacement and acceleration are
responses at the end of the previous interval routinely generated.
APPENDIX B
EQUIVALENT THREE-MASS MODEL OF A CONTINUOUS BEAM
The blast respoase of the m int of a V_ = velocity of nth mass.
continuous beam can be equated to that of a n
three-lumped-mass model ii the correct load It is assumed that the velocity distribution
.and mass conversion factors can be determined. is in the same form as the static deflection
The easiest way to accomplish this is to first curve for the same beam, so

equate both the continuous and three-lumped-

mass beam to a one-lumped-mass model. The x x 3 - 4
conversion between a continuous beam and a V=4V | =-3 (—) +2 (—) ’ (B3)
cne-lumped-mass beam is known [14] to be cle L 4
M =0.45 Mact 5 where Vc is velocity of center of beam. Equa-
and ting the kinetic energies results in
P =0.58 Pact , (Bl) M = 1.935M'. (B4)
; This mass must equal the one-lumped-mass
plueze Pact asd Mact are the continuous (or equivalent of the continuous beam. Thus
actual) load and mass, and P ana M are the
equivalent load and mass for a single lumped M=193M"'= 045 M, ,, (B5)
mass as shown in Fig. Bl. c
or
=0, , B6
Pact M' =0.232 Mact' (B6)
L[ rrrrrri The load factor, KL’ is determined by equating
W : the strain energies of the beams, i.e.,
L gl
I 1 1 P
y
] _n’n_1 Py, (B7)
Fig. Bl - One-mass model 2 2
of continuous beam n=1
where Pn = load on nth mass and
It remains therefore, to find the correct ¥y, = deflection of nth mass.

zonversion between the three- and the one-
lumped-mass models indicated in Fig. B2. To
determine the mass factor, KM, the kinetic

energies of the two beams must be equa.ed, i.e., PP P Y'KLP
] Mo RW
1 S M v =1myvE, (B2)
2 = 2 va'lwatyatya 172 172
Whe.o M = pth mass, and Fig. B2 - One-mass model

of three-mass beam
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The deflection curve for this beam is

o[t 2]

where Ve is center deflection.
This reduces to

P =2.07P, (B9)

This locd must equal the load of the one-lumped-

mass eyuivalent of the continuous beam. Thus

P=232P'=058P

ect’ (B10)

or

P’ =0.25 Poot: (B11)

It should be emphasized that this three-
lumped-mass model is based solely on a first-
mode static deflection shape [Eqs. (B3) and
(B4)], and it remains to be shown whether this
leads to an accurate prediction of the exact
second and third frequencies. This question
is discussed in Appendix C.

APPENDIX C

COMPARISON OF BLAST RESPONSE OF 3-MASS BEAM
TO CONTINUOUS SOLUTION

The improvement in predicted blast in-
duced accelerations of the three-mass model
over the one-mass model for beams or one-
way slabs can be indicated by direct compari-
son with a continuous solution. Consider a sim-
ply supported beam with the triangular blast
loading as indicated in Fig. C1.

oirrierm

Tiug 1eec) 'y

Fig. C1 - Beam loading

The exact solution to this probiem, in-
cluding all higher modes, for the location x =
4/2 is known [16] to be

-\
-(L _4p,
y ":t) ==
2

M7 n=1,3,5,0.
lCOS w. t- sinwnt sin'—‘.“- g
n w_t <
nd
(c1)
where
2 2
n“n El
w_= "—-— (c2)
n 2 m

The technique discussed in Appendix B
can now be used to develop an equivalent
three-mass model of the continuous beam.
This is shown in Fig. C2 with the equivalent
one-mass model.
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Fig. C2 - Beam modeling

For the specific case when E =4X 106 psi,

1=2235in.%, 4 =75 in., m = 0.2065 (b sec?)/

(in.2), p, = 2880 Ib/in., and t, = 0.120 sec, which

is similar to the slabs in the precast manhole

with a corresponding loading, the following char-

acteristic frequencies result:

TABLE C1
Frequency Comparison
Mode | oo hie) | Moden (Ha) (71| Moder tis)
1 58.0 58.4 58.4
2 232.0 231.9 -
3 522.0 492.5 -
4 930.0 - a
5 1450.0 - o

As seen in Table C1, the one-mass mod=1
matches the first frequency accurately. How-
ever, the three-mass model yields three modes,
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with the first and second frequencies comparing
very closely with the continuous solution while
the third mode is only 5 or 6 percer* below the
continuous frequency. Thus thc L..ee-mass
model does include accurate second and third
frequencies and should yield a better accelera-
tion prediction in a blast environment than the
one-mass model.

Fie. £3 shows the zero damping accelera-
tion tir.e response beam center as determined
from (1) the continuous solution, Eq. (C1), (2)
the three-mass model employing a modal analy-
sis, and (3) the one-mass solution [17). The
one-mass solution is of course a single-
frequenc_{ response and shows a peak accelera-
tion of 47 g's; the three-mass model res,
in two frequencies (the first and third) and its
peak acceleration is 55 g's. These compare to
the coitinuous solution peak of 68 g's. a8,

...
2
.

i
v

K
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Fig. C3 - Beam modeling
comparisons

for the zero damping case, the one~-mass mode’
gives a peak acceleration 31 percent below the
continuous selbition and the three-mass model
gives a peak acceleration 19 percent below the
continuous solution - a significant improve-
ment. These percentage differences would of
course be reduced signficantly when damping

is included.

APPENDIX D
MODELING A CONTINUOUS PLATE AS A LUMPED-MASS BEAM

The modeling of the response of the cen-
ter of a continuous plate by a lumped-mass beam
can be achieved by employing the saiue tech-
niques as employed for the modeling of a con-
tinuous beam by a lumped-mass beam as shown
in Appendices B and C.

Consider the uniformly loaded, simply
supported square plate shown in Fig, D1 and the
equivalent three-mass beam whose center re-
sponse will hopefully model the center response
of the continuous plate. As before, the equiva-
lence between the three-mass and one-mass
models is first established. Then, because the
equivalence between the simply supported plate
and the one-mass model is known [18], it is

fo— o ——— IGHT + M,
° oct
STWFNESS PEN UMIT WIDTH® £,1,

Fig. D1 - Three-mass beam model
of plate

possible to find the three-mass beam which is
the equivalent of the continuous plate. This re-
sults in the following relationships:

and IbEb =231 Esls' (D1)

Note that in this modeling the stiffness of the
three-mass beam must 2!so be changed to
achieve equivalence, whereas this was not neces-
sary in modeling either the continuous beam or
the one-way slab as lumped-mass beams. The
uncertainties involved in this modeling are
greater than those in the modeling indicated in
Appendices B and C since many of the complex
plate modes are lost in modeling it as a lumped-
mass beam. Also, the equivalence is once again
based on a first-mode deflection shape. Thus a
comparison with the continuous sclution is nec-
essary to corroborate the validity and possible
advantages of this modeling.

The zero-damping acceleration response

o the center point of the continuous plate from
a step load is given by [3]

2
P a
s)=.9 16 E E
) M 1r2

act © 4o13,5,... §=1,3,5, .
sin (ir)/2 sin (jn)/2
i j

cos wi].t,

(D2)
where P0 is overpressure in psi, Ma ct is total
weight, and

W55 =1;- (i2 + j2) ‘[g-, (D3)

a
M'=0.152 M, where 3
P'=0.185P, ,, (D1) 12(-2)
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Consider the specific case ot8 Mact =
200,000 b, a = 222 in,, E = 4x 10° pa, I, =
130 tn.Yin., P_ =50 pst, p = 150 W/1t’, and

v =1/3. A plot of the response for this case
including the first nine modes (which Fagel [3]
indicates is a good approximation of the exact

response) is shown in Fig. D2. Also shown are
the response of the center point of the equiva-
lent three-mass beam ed from employing

the JPL program [7] to obtain eigenvalues and
eigenvectors, a mod]zl analysis (Appendix A)
and the response of the one-mass model [mI.

Fig. D2 - One- and three-mass beams vs
continuous plate

The peak acceleration obtained from the
continuous plate solution is 41 g's. This com-
es with 18 g's for the one-mass beam and
0 g's for the three-mass beam. Thus, i is
obvious that the three-mass model, which in-
cludes three frequencies, is only slightly better
than the one-mass model and about a factor of
t\lv: less than the response of the continuous
plate.

To obtain a better estimate of the acceler-
ation response of the plate, it is necessary to
develop a model that includes more than three
frequencies. A seven-mass model would yield
seven modes and would almost certainly give
more accurate results. This model is shown
in Fig. D3. Employing previous techniques re-
sults in the following equivalent mass, load, and
stiffness for the seven-mass beam:

M' = 0.077 M, .t»

P'=0.1265P_,,

ACCELERATION (a's)

LE, = 231a EL. (D4)

/ol‘
Soct
== =————

Fig. D3 - Seven-r13ss beam mod=1
of plate

The response of this seven-mass beam is
shown in Fig. D4 and is compared with the con-
tinuous-plate solution. The peak acceleration
for the seven-mass model is 35 g's, which is a
good estimate of the 41-g continuous-plate peak
acceleration and is far better than the three-
mass peak of only 20 g's. Thus it is clear that

88588

£y oy g
8 585 03

Fig. D4 - Seven-mass beam vs
continuous plate

when modeling 2 continuous plate element with
a lumped-mass beam, seven masses are neces-
sary to obtain reasonable estimates of the peak
accelerations. It should also be noted that these
are all zero damping results, and when some
amount of damping is inciuded, the differences
between the one-, three- and seven-mass peak
accelerations and the continvous-plate acceler-
ations are smaller.
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Mr, Liss: No, we used the exact equations

for damping of footings on soil. The only

thing that was in question was the structural
damping in contact with 30il, which we increased
to 207 rather than the normal 5 to 107, and

that parameter didn't seem to make too much
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DEVELOPMENT AND CORRELATION: VIKING ORBITER
ANALYTICAL DYNAMIC MODEL WITH MODAL TEST*

B. K. Wada, J. A. Garba, and J. C. Chen
Jet Proprusion Laboratory
Pasar.ena, California

The Jet Propulsion Labora’ory is responsible for the Viking Orbiter
System, which is part of the overall Viking Project managed by the
Viking Project Office at Langley Research Center for NASA.

The development of a mathematical dynamic model and its verification
by a modal test is a significant milestone for many Drojects including
Viking Orbiter (VO). Difficulties encountered include performing a
modal test, establishing a criteria for correlation of analysis with test,
and modifying a large finite element mathematical model to match test
data if required. Often the modal test is performed near the end of the
Project development achedule; consequently, the time alloted to obtain
a verified mathematical model is minimal.

The paper describes the VO experience in the achievement of a good
mathematical model. Success can be attributed to the coordination of
analysis and tests using substructure modal coupling techniques. The
experience would benefit the overall planning of any project, such 28

contemplated.

Shuttle, especially if substructure modal coupling techniques are

INTRODUCTION

The Jet Propulsion Laboratory (JPL) is
responsible for the Viking Orbiter System,
which is part of the overall Viking Project
managed by the Viking Project Office at
Langley Research Center (LRC) for NASA. The
Spacecraft will be launched on a Titan INE/
Centaur Launch Vehicle in August 1975,

The total launch vehicle system consists
of numerous subsystems that are developed by
various aerospace organizations. The creation
of a launch vehicle system model requires the
transfer of each organization's mathematical
models. One organization eventually creates
the total model required for analyses. Ths
complexity and size of the problem required

the use of substructure modal coupling concepts.

To minim. ze schedule and cost, the goal was to
limit the responsibilities of each organization
to their own mathematical models and verifi-
cation test program. A strong emphasis on
technical accuracy existed.

The developm.nt of a test-verified mathe-
matical dynamic model is i significant mile-
stone for many projects iacluding Viking
Orbiter (VO). Difficulties encountered include
performing a modal test, establishing a crite-
rion for correlation of analyses with the test,
and modifying a large finite element mathemat-
ical model to match test data if required.

Since the modai test was performed near the
end of the Project development schedule, the
time available to obtain a test-verified mathe-
matical dynamic modal was minimal. This
paper describes the VO plans and experience to

*This paper presents the results of one phase of spacecraft development carried out at the
Jet Propulsion Laboratory, California Institute of Technology, under Contract No. NAS 7-100,
sponsored by the National Aeronautics and Space Administration.
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obtain a good model. Emphasis was placed on
the early development of good mathematical
models, performance of the modal test, and
methods to correlate the analysis with test
data.

A valid m2thematical model for VO was
required because the design and flight loads
for the primary structure were established by
load analysis. Load analysis is a procedure
for obtaining VO member forces irom the
dynamic response of a complex finite element
model of the complete Launch Vehicle System
(including the VO) subjected to launch vehicle
engine transients. Load analysis requires sub-
structure modal coupling (Ref. 1) of the various
structural subsystems of the Launch Vehicle
System to allow a solution within present com-
puter capabilities. In addition to the usual
objectives of modal tests, determination of
individual member forces is emphasized
throughout the program.

A good mathematical model was generated
by establishing an overall plan integrating sub-
gystem analysis and test with the substructure
modal coupling approach. Thus the model was
continually updated during the program,

Emphasis was also placed on the modal
test and the establishment of a measure of
correlation of the analysis with the test. The
measure of correlation is required to establish
a factor directly related to the confidence
placed in the member forces resulting from
load analysis.

This paper describes three general activi-
ties that resulted in the VO analytical dynamic
model, and that were updated and vecified by
test data during the Project.

(1) The generation of the overall pian for
load analysis, an analytical dynamic
model, and development tests.

(2) The performance of VO subsystem
static and modal tests.

(3) The correlation of the VO System
modal analysis and test.

The details of the modal test are not
included (Ref. 2). However, actual results are
used to show the degree of success attained on
a large complex structure. The substructure,
tests, and update of substructure mathematical
models occurred between July 1, 1972 and
May 15, 1973, and the VO System modal test
between June 1, 1973 and July 30, 1973. The
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correlation of modal test results with analysis
occurred between July 1, 1973 and July 30,
1973. The final mathematical model was
completed on schedule by July 30, 1973.

DESCRIPTION OF HARDWARE

Figure 1 identifies parts of the Viking
spacecrait (V-8/C), Viking transition adapter
(VTA), and Centaur truss adapter (CTA) per-
tinent to this discussion.
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Fig. 1 - Viking spacecraft

The Viking Orbiter System was compli-
cated because it is situated between the Viking
lander capsule (VLC) on top and the Centaur
adapter (VTA/CTA) on the bottom. The VLC
and the VTA/CTA are the responsibility of
Martin Marietta Aerospace (MMA) and General
Dynamics/Convair Astronautics (GD/CA)
respectively.

The weight of the hardware is sumimarized
in Table 1.

Figure 2 is a description of the VO/VTA/
CTA configuration for the modal test per-
formed at JPL.

Figure 3 is a photograph of the test of the
orbiter development test model (ODTM). The
rationale of the configuration will be discussed.
The major differences between the test and
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TABLE 1
Approximate Weights*

Hardware " Organization
VLC 2567 Ml-(A
VoS JPL
Bus and adapters 1108
High-gain antenna with support 47
Scan platform with support 201
Four solar panels 244
Cable trough 49
Propulsion module hardware 512
Propellants*t 3138
VTA ¢ GD/CA
CTA H GD/CA
Total weight 7867 LRC
*The weights are the values used for analysis on 7/1,/73.
tSee Table 2.
included in the Centaur Model.
TABLE 2
Approximate Propellant Weight and Ullage Summary
t Oxidizer Fuel
Confleuration | prand W}Ziiggil?t \3«1:1?1}1; Uese | Fuuia W}Ziiggll?t wsel:gsll:t uliase
(1b) (1b) (Ib) (1b)
Viking Mission Al N204 1379 431 20.9 MMH* 968 235 13.3
Viking Mission A2 N204 1318 428 23.7 MMH 911 249 16.36
Viking Mission B N204 1470 415 17.62 | MMH 1049 204 9.68
Modal test Fr;(l)?n- 1735 In 17.62 | Alcohol 902 227 9.68

*Monomethyl hydrazine.
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Fig. 2 - Test configuration and
node identification

flight configurations are that the test configura-
tion has:

{1) Rigid VLC with inertia property
simulation.

{2) No solar panels and solar panel
dampers.

(3) No high gain antenna.

{4) Propulsion propellant mass loadiny as
shown in Table 2.

{5) Mass and stiffness to represent
dynamic characteristics up to 60 Hz.

(6) No slippage of the scan platform joint
along the serrations.

The propellant loading for different con-
figurations is summarized in Table 2. The
information will be of value for future
discussion.

GENERAL APPROACH

The analysis plan and modal test approach
were closely integrated with VO Proiect plans
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and requirements (Ref. 3). Our belief is that
a successful development of a mathematical
model correlated by test is directly related to
the overall analysis, hardware, and test plan.

A. Load Analysis and Its Impact

The design and flight loads for the pri-
mary structural members were established by
load analysis. The load analysis is a dynamic
analysis procedure to obtain VO member
forces. The complete Launch Vehicle System
including the VO is subjected to launch vehicle
engine transients measured from past flights.

The use of load analysis for design and
flight loads necessitated a continual reitera-
tion of the VO mathematical model to update
the design loads as the design evolved. A VO
model of the final configuration verified by a

Fig. 3 - ODTM modal test

|




system test was required. The flight loads
were used to establish forces for which the
structure was qualified.

The establishment of flight loads and the
structural qualification test program were near
the end of the development schedule. Since the
modai test was also near the end of the develop-
ment sckedule, confidence had to exist in the
mathematical model when the modal test was
periormed.

Correlation of the modal test results to
analysis was necessary to help establish a
measure of uncertainty, which was required to
establish the accuracy of flight loads. The
measure of uncertainty is defined as the load
analysis factor (LAF). Tke flight loads are the
calculated loads times the LAF.

B. Member Loads

The significant parameter in load analysis
is the member forces. The goal was to obtain
accurate dynamic member forces, not accelera-
tions. The modal test inciuded the measure-
ment of niodal force coefficients.

C. Substructure Modal Coupling

The modal coupling of the VO with the VLC
and VTA/CTA required consideration of:

(1) Accurate sclection of displacement
functions.

(2) Simplification of interfaces between
organizations.

(3) Provision for each organization to
perform analyses and tests independent
of the others.

(4) Ability to verify the modei by modal
test.

(5) Availability of test hardware.

The structure below the CTA was modeled
as a planar structure (plane before deformation
remains a plane after deformation) and the
structure above the VTA was a three-
dimensional model. The requirement to
modally couple the V-S/C to the Centaur
resulted in the decision to include the VTA/
CTA with the VO. Otherwise, the number of
compatibility relationships would have increased
along with the possibility of erroneous data
caused by round-off errors. Consequently, the
CTA/VTA was included as a part of the VO

modal test. Another goal was to simulate the
interfaces since truss joints were of concern.

The substructure modal coupling analysis
techniques were also used on VO to:

(1) Provide a cost eifective solution.

(2) Allow use of substructure test data as
available.

(3) Decrease the effort to update the
mathematical model based on the test
data.

(4) Increase confidence in the final model.

A substructure was defined as being com-
patible with:

(1) Deliverable hardware used to obtain
test data incorporable into the models.

(2) Ease of interface definition and
analysis.

(3) Area of engineering responsibility.

Substructure tests were used to verify and
adjust the mathematical models. Errors were
minimized since the responsible engineer of a
substructure used engineering judgemet to
verify his mathematical model.

D. Rigid VLC

Various methnds nf modal coupling of the
VO to the VLC were pussible, The inc.usion
of the rigid VLC is mathematically equ'valent
to mass loading (Ref. 4) the VO interfac~ with
the VLC. The disadvantage of including VLC
data into the VO analysis and test were offset
by:

(1) The capability to modify the rigid VLC
inertia properties after the VO model
was delivered to MMA.

(2) The similarity of the VO displacement
functions to V-S/C functions, thus
fewer inodes were required.

(3) The capabiiity to use the resulting
representative configuration for the
sine vibraticn tests.

ANALYSIS

The equations are developed to briefly
illustrate the methodology in the creation of the
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VO mathematical model. Also they are used as
a basis to definitize the objectives of the tests
and to define the data used to correlate the
analyses with test data.

A. Substructures

The two general eguations ior the sub-
structure are:

1¥qo | (%) (%
={ cor[k]{u} =4t}

kor*oo) (Yo) (' )

[m]fits [c]tite (k] fu} = f0} @@

P} = [S]{u} @)

where
[k] = stiffness matrix
[c] = damping matrix
[m] = muss matrix

[f] = force matrix

{P} = member forces

[s] = force coefficient matrix
{u}

I = subscript representing interface
degree of freedom

n

displacement

O = subscript representing degree of
freedom other than the interface

Equation (2) can be derived from the Lagrangian

equation:
%(%)-%%{f: F, @)
j j
where
L=T-U
N
T = 24T [@M%Z&M}" [m], ti
=

N
v = 21T (k] 1} =-;—jzlgu;;r ko

N
D = Jtuf” [e]tit= y MY [e]ytity
j=1

(5)

F.
]

force

N = mumber of finite
elements

{ul, {ul,[m].,[k]. = parameters
p b Lm]; (8], associated with the

jth finite element.

Other paramaters for correla’ion of the
analysis and test data are the kinetic erergy T
and the potential energy U. The dissipation
function D cannot be used for correlation
since the test data are used in the analysis.
Equation (1) can be written as:

[*0] = [¥oo] ™" (['o] - [For] [4] ) ©

and Eq. (2) as:

[(m]tu}+ [k]{u} = {0} ™M

where experimental modal damping values are
used. The [c]is assumed to be of a form
where the transformation formed by the eigen-
vectors of Eq. (7) uncouples Eq. (2).

B. Displacement Functions of Substructures

Often the dvnamic characteristics of sub-
structures are renresented by a finite number
of displacement functions to reduce the number
of independent variables. The various forms of

identification of displacement functions will be
discussed.

C. Rigid Body Modes

Rigid body modes represent the motions
P’R of the substructure when a degree-of -
reedom [uy Jis displaced an arbitrary value
without force. The [#R] is a solution to
Eq. (6), where [£0] = 0, [ur] is a unit matrix
in the degrees of freedom associated with the
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rigid body modes. The displacements of the
substructure due to rigid body modes are

{ug) - [¢R]{qR} (®)

The number of rigid body motions may range
from 1 to «». Rigid body motions in excess of
6 are related to linkages within the substruc-
ture.

If the displacement at the substructure
interface gridpoints can be represented by a
linear combination of rigid body modes, the
interface is defined as statically determinant.

D. Constraint Modes (Ref. 1)

Constraint modes represent the motions
{#c] of the substructure when the displacement
of an interface degree of freedom (DOF)
requires force as the other interface degrees
of freedom are restrained. Constraint modes
are used to define displacement functions cor-
responding to interface distortions. The con-
straint modes [¢¢ ] are the solution to Eq. (6),
where [fg =0, [u] is a unit matrix in the
degrees of freedom associated with constraint
modes. A force matrix [{c] associated with
constraint modes exists. Note that a distinction
between rigid body modes and constraint modes
is not required. The displace:nents of the sub-
structure due to constraint modes are

{uc} - [¢C]{“c} (®)

They are defined only if the interfaces are
siatically indeterminant. (Interface cannot be
defined as a linear combination of rigid body
modes.)

Features of constraint modes include
orthogonal to normal modes evaluated with all
interface degrees of freedom constrained.

E. Attachment Modes (Ref. 5)

The number of displacement functions
necessary to represent the dynamic character-
istics of the system may be minimized by the
selection of substructure modes that closely
represent system modes. In a combined struc-
tural system, a gridpoint of a substructure at
which another substructure is attached is sub-
jected to concentrated attachment forces. These
forces result in a displacement function that
may have to be represented by many normal
modes.

Attachment modes are displacements
@ A ] of the substructure correspending to con-
centrated loads [ {4 ] on the substructure. Dis-
placement [¢ 4 , are the solution to Eq. (6),
where fg] = [fo]and “up, = 0. The displace-
ments due to attachment modes are

{ua} = [¢A]{QA} 10)

A disadvantage of attachment modes is
nonorthogonality to the normal modes or to
each other. Thus, unless extreme care is
exercised, attachment modes that are nearly
linear combinations of normal modes or other
attachment modes may inadvertently be
selected. If the system equations comprising
substructure modes are not independent, the
equations cannot be solved.

F. Normal Modes

The normal modes of the substructure are
evaluated from Eq. (7). The displacements due
to normal modes are

{“N> = [¢N]<qN} (1)

G. Total Displacement Function

The displacement of the substructure can
be any combination of displacement funciions
selected above.

H. Geaeralized Coordinates

Substitution of Eq. (12) into Eq. (7) and
premultiplication by [¢]T result in

(61 [m] (844} + [61T (k] [¢]4a} = {of

[mg]tit+[x,]tat = 1o}

[s][¢)ia} = {P}

(13)

s e AP S



T

Damping corresponding to the displacement
functions is introduced into Eq. (2) if desired.

[ Jf}e [eqfad+ [ Jfa}={o} ao

1. Mixed Coordinates

Equation (14) represents the equation of
motion of any substructure in terms of its
generalized coordinates. The VO analysis
approach uses hybrid coordinates where the
real displacements of the bus are retained and
the generalized coordinates of the substructure
attached to the bus are used,

Mixed coordinates were used because of
the order of the system equations of motion.
Originally generalized coordinates for all sub-
gystems were retained as described in Ref. 6.
This approach resulted in numerical difficulties
due to limitations of single precision arithmetic
in the Structural Anaiysis 21d Matrix Intexpre-
tive System (SAMIS) on the Univac 1108 com-
puter. The use of real coordinates for all
subsystems was rejected becaus# of size limi-
tations in the eigenvalue routine. The symbols
used are shown below.

tulgy  Hulp,

The terms are defined. Subscripts differ-
entiating substructures are introduced at this
time.

{q}i = generalized coordinates of ith
substructure

{u}B = real displacement of the VO bus

{u}Bi = subset of {u}% defining compati-
bility of the ith substructure to
the bus. Often the displacements
are in local coordinates.

The Eq. (14) for the ith substructure with
the interface degrees of freedom is
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filg +[C'| {olgs |
{d} ) L9y Hah ‘

(15)

[mq]i
tulg;
+[kq]i ja % {o}

Two classes of interfaces are distinguished.
Statically determinant and statically indeter-
11inant interfaces result in different forms of
the coefficient matrices [mgJj, [cq];, and

[kqJs-

A statically determinant inte~face exists
when the interface coordinates {u}gj represent
linear combination of rigid body displacements.
Although it can be greater than six, six is the
maximum number for VO. The matrices are
of the form

RR _RE

m m 0 0 0 0
a al L ,and (16)
ER _EE EE EE

mqi mqi 0 cqi 0 kqi

where superscripts

R

rigid body motion

E = elastic motion

~ Statically indeterminant interface coordi-
nates {ulpj kave more interface coordinates
than can be represented by a linear combination

of rigid body displacements. The matrices
are of the form

o _10llm 1o o Jo
mqi mqi cqi cqi kqi kqi !
nd
oo ool| o1 ool?™| o1 00O
gt Mai | |%qi %ai Kai Kqi
(17)

where superscripts

I

]

interface motion

0

other than interface wotion
Equation (16) is a special form of Eq. (17).

J. Equation of Motion of Total Structure

If each substructure is considered as a
finite element, they can be combined with the
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bus in a way similar to Eqs. (2) and (4). The
results are

AN A
e

(M1t 5+ [C1<1dY p+ [K]

fdl lil; |

iP%B = [s] {ulg

= [s] [¢]i !uii

{P}

where

rigid body degrees of freedom of
the V-S/C or the motions at the
V-8/C/Centaur interface

=
X
i

displacement function of ith

i substructure

L]
et
H

real displacements of ith
substructure

——
=
e
-
"

..._
o
S

1

member forces in the bus

member forces in ith substructure

.._
]
i

The eigenvalues and eigenvectors of
Eq. (18) with terms ~ssociated with [C] and
{ulp removed are [©-&] and [#]. Substitetion
of the transformation

{U}B

{aly

= [o]{x} (19)

fa

into Eq. (18) and vremultiplication by (¢)T
results in
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where

[MEE ] - [0]" [M] [e]

"0 0
e

[eme]- | o7 /oo |

~

(1)

where p; is the criti.~1 viscous damping ratio,

[0 0

H% o [ree]

[REE }- (o) (K1 [0 -[ M°E2

The significance of the rigid VLC is
illustrated. Since the VLC attachment to the
VO is statically determinant, from Eq. (15)

N B

RR  .RE

MqL MqL 0 0 0 0
and

ER _EE| EE { EE

MqL MqL 0 CqL 0 KqL

where i = L is the symbol used for the VLC.
Combination of the mass matrix of the VLC
with the bus can be shown as

e
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The damping and stiffness matrices do not

couple. Thus the physical addi of the rigid
VLC is equivalent to adding [ ] to the mass
matrix of the VO, No other parameters

are included in the VO analysis.

The equations are derived for a system
with small damping where the eigenvectors of
the undamped equation can be assumecd tc
diagonalize the original damping matrix. This
is assumed for VO although discrete viscous
dampers exist. See Ref. (6) for treatment of
viscous dampers.

K. Size of the Probiem

The approximate size of the VO dynamic
model used for Load Analysis is summarized
in Table 3.

SUBSTRUCTURE TESTS AND
ANALYSIS CORRELATION

During the program, information on sui-
structures, structural compusents, and param-
eters related to dynamics wer¢ obtained during
the development test program. The tests were
run to

(1) Directly obtain dynamic data.

(2) Establish feasibility of future tests.

The principal objectives of many tests
were other than obtaining data to verify models.

Two tests to be discussed illustrate the
procedure used in correlating the mathemati-
cal model with th: test data.

A. Propulsion Module Modal Test

Figure 4 shows the propulsion module
modal test setup. The objectives of the test
were to:

(1) Establish the difficulty of performing
a modal test with vilage in the tanks.
(Both a zero ullage and ullage condi-
tions were tested.)

Establish nonlinearity of the system
with excitation force.

Establish the influence of the tank
pressure on its dynamic character-
istics.

@
®

(4) Measure the eigenvectors and

eigenvalues.

(5)

Indirectly measure the constraint
modes.

(6)

Measure tha modal force transforma-
tions.

The changes in the model as a result of the
test are shown in Tables 4, 5, and 6.

TABLE 3
Size of VO Dynamic Model
Substructure Elastic DOF Dynamic DOF Interface DOF Normal Modes
Rigid lander and bus 1,720 153 15 0
Scan platform 580 84 14 3
Solar panels 3,444 452 28 20
Cable trough 192 153 20 0
Propulsion module 695 78 16 12
3-hole tab 20,000 0 192 0
Mickey mouse tai 3,400 0 24 0
Siamese tab 1,760 0 22 0
CTA/VTA 42 0 36 0
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Fig. 4 - Propulsion module modal test

B. Solar Panel Modal Test

Figure 5 shows the solar panel modal test
setup. A brief description of the results is
shown in Table 7.

Since the mode shapes of the analysis and
the test compared well, only the frequencies of
the modes were changed. Extraneous modes
from the analysis were eliminated. The modal
test was performed on the solar panel with the
relay antenna. The solar panel model result
without the relay antenna was obtained analyti-
cally using the model with the relay antenna
adjusted to the test data.

SYSTEM MODAL TEST AND
ANALYSIS CORRELATION
A. Modal Test Configuration

As illustrated in Fig. 2, the VO system
modal test configuration did not duplicate the
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flight configuration. The objective was to verify

48 many significant substructures and their
interactions as feasible. The modal test con-
figuration is represented by the equations

Hiitg tutp
hi!B falg
[0]=[M]_ {tdlp oo+ [€] {tdlp ¢
T4 lyiilg 1 T4 dtg 7
tile g
fulg
fulg
+[k] < lalp T (@2
T,A m‘s,T
quc

Fig. 5 - Solar panel modal test
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Frequency Change and Damping of Propulsion Subsystem Modal Test

; TABLE 4
E
3
E

Mode No. Pretest Model | Modal Test | Posttest Model

] 1 12.11 12.95 12.95 Oxidizer and fuel tanks 0.010
f in Y direction (in phase)
b 2 14.90 17.66 16.36 Oxidizer tank in 0.0049
3 Z direction

3 19.24 20.80 19.83 Oxidizer and fuel tanks 0.0084
5 in Z direction
E l 22.43 Local thrust plate
b i 4 25.76 22.97 26.70 Oxidizer and fuel tank
i H in Y direction (out of
E’, i phase)
; i 5 27.50 28.33 28.30 Fuel tank in Z direction 0.0074
E ! 35.57 Local PCA
E 6 38.67 32.76 34.25 Pressurant tank in 6y 0.0106
E direction*

7 42.80" 45.75 Local PCA in
¢ X direction!

8 41.62 50.67 49.69 Pressurant tank in 0.0078

Y direction
12 50.54 65.38 65.67 PCA in 6y direction 0.0107

*
0y is rotation in radians
TMMA test data

Pl =S 1q} = generalized coordinate of the scan
% *B [ ] % ;B §,T platform in test configuration;
joints are not allowed to slip along
%P‘i = [S] [¢]i {u}i the serration
where jaic = generalized coordinate of the
cable trough
1 T,A = subscript representing analytical
3 ’ esumatg of Sxe modal test In steps identical to obtaining Eqs. (19) through
configuration (21), cne obtains from Eq. (22):
{u}R = rigid body displacement Elspa e
-9 N 2
r* {uly = displacement of bus [ w \] T A {22a)
{qu 1= generalized coordinate of pro- eigenvectors,
’

pulsion module with test propel-
lant mass (see Table 2) [¢]T A (22v)
y
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TABLE 5

Kinetic Energy Distribution of Propulsion Module Modal Test

o

Mode Pretest Analysis (b} | Modal Test (%) | Posttest Analysis (%)
|
Oxidizer tank X
Y 63.38 76.18 68.17
Z
12.95 Hz
Fuel tank X
Y 21.41 18.04 24.27
2
Oxidizer tank X 33.11 23.63 34,02
Y
Z 25.39 50.09 35.12
17.66 Hz
Fuel tank X 15.65 13.81 16.72
Y
Z 2.89 0.71 2.22
Oxidizer tank X 13.83 26.96 19.27
Y
2 58.58 38.83 49,82
20.80 Hz
Fuel tank X 2.33 6.22 3.52
Y
Z 19.03 22.34 22.04
Oxidizer tank X
Y 22.14 21.82 23.26
Z
22.97 Hz
Fuel tank X 0.84 0.02 1.22
Y 50.75 64.18 50.08
Z 3.27 0.09 3.66
Oxidizer tank X 11.60 172 11.29
Y 1.65 0.37 2.04
Z 5.22 3.54 5.75
28.33 Hz
Fuel tank X 6.78 8.35 6.39
Y 2.74 0.83 3.42
Z 57.10 58.92 56.58




TABLE 6
4 Modal Forces of Propulsion Subsystem Modal Test .
i Member No. Mode 1 (ib) Mode 2 (1b) Mode 3 (ib) Mode 4 (Ib) Mode 5 (Ib)
Pretest -627.5 133.9 -220.4 -12.99 -43.4 ;
4 Test -568.2 .1 -266.1 -53.3 -43.7
Posttest -572.9 112.9 -237.3 -110.5 -41.9
v
; i
f ! Pretest -70.8 -130.3 63.2 135.7 95.4
; 3 Test -66.8 -87.1 85.3 90.5 73.7 z
; Posttest -73.8 -109.7 12.1 124.1 97.5 |
- |1 H
& T |
1 Pretest 469.7 ~241.9 -179.2 231.6 -32.0
A
3 41 Test 476.6 -252.5 -109.6 188.0 -57.4
F Posttest 427.2 -244.3 -147.8 183.4 -30.9
Pretest 237.6 . 158.6 110.2 44.7 -89.6
3 40 Test 205.9 144.7 82.1 56.5 -53.0
1 Posttest 249.2 143.7 95.6 40.4 -98.5
'E Pretest 596.2 ' 124.0 -286.5 62.6 -64.4
i 12 Test 497.7 82.6 -294.7 43.1 -53.3
Posttest 549.1 95.8 -290.9 62.9 -71.2
Pretest 144.7 -125.9 48.6 -46.5 124.0
11 Test 151.4 -99.4 79.9 -98.4 99.1
Posttest 152.6 -108.3 58.1 -38.2 131.8
Pretest -530.9 -220.4 -152.2 170.6 -60.5
36 Test -452.6 -266.1 =-91.7 172.4 -61.3
Posttest -489.0 -220.8 -126.0 134 5 -63.9
Pretest -124.0 171.5 118.9 119.5 -58.2
37 Test -197.7 120.8 89.0 -67.8 -47.8
Posttest -130.7 157.1 101.3 -105.3 -60.9
Pretest 273.8 -25.9 -127.3 -52.4 =-21.1
18 Test 264.9 -33.0 -121.5 -39.5 -27.7
Posttest 309.1 =30.7 -126.5 -48.9 -17.7
Pretest -299.0 -17.9 -104.4 43.5 -22.2
8 Test -292.1 38.6 -115.3 25.7 -23.9
Posttest -302.4 23.4 -100.0 70.5 -23.9
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TABLE 7
Frequency Change and Damping of Solar Panel Modal Test

Mode No. | Pretest Math Model (Hz) | Modal Test {Hz) Aﬁi‘:mpgf‘?gz’)‘ Damping Ratic
J

1 37.0 22.4 22.4 0.023
2 31.56 26.8 26.8 0.017
3 34.55 31.0 31.0 0.030
4 40.11 = - -

5 45.17 38.5 38.5 0.030
6 59.70 51.5 59.70 0.030
7 62.32 64.9 - -

transformation,

: B

i B
fal 1
14 ;P X ['] T,A *X‘T,A (22¢)
g

equation of motion,

filgy filgy
R AN Rt
{“}R
*[Rlra l; Xl A’ (22d)

and force transfor mations,

Plp=[S1[¢)1 4 ixl

iPl = [s][6], ["]T Al T a (220

The above values are the analytical predictions
of the modal test configuration.

(22¢)

The [M]T A term of Eq. (22d) can be
expressed simila: ly to Eq. (21) as

M 1R ﬁRE

[\ﬁ,ﬁil = [¢] $,A RPN CIPWN

(22h)
B. Correlation

The objective of the correlation of modal
test data and analysis is to verify the mathe-
matical model as shown in Eq. (22). However,
this mathematical model is in a hybrid system,
i.e., some degrees of freedom are expressed
in the physical coordinates and others are in
the generalized coordinates. The hybrid sys-
tem is a result of the modal coupling technique
used in the analysis. For a direct comparison,
the solutions of Eq. (22) must be expressed in
the form compatible to the measured test
rescits. For this purpose, the normal modes
obtained from Eq. (22) are transformed into
the accelerometer iocations.

[(0']1a=[T1[e)7 4 (23)

where

[¢] TA" analytical mode expressed
at accelerometer locations

") = normal mode solution of
[e]r,4 Eq. (22)

[T] = transformatior. matrix
In Eq. (22), 1773 degrees of freedom exist in

the hybrid coordinates, whereas [(¢']T A
involves only 153 degrees of freedom. Because

[ﬁ] = —E,R -—r.E (22g) the accelerometer locations often do not coin-
T,A l-\ ] cide with the analytical node points, Eq. (23) is
an approximation.
139
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For the modal test, a test mass matrix
[M] T was constructed based upon physical
mass distribution and corresponded to the
experimental accelerometer measurements.
Throughout the correlation, the analytical pre-
dictions reduced to the accelerometer degrees
of freedom [Eq. (23)] and the [M] T are used.
The use of the [M]T,A of Eq. (22) is compli-
cated because it contains masses corresponding
to hybrid coordinates and the degrees of free-
dom of the test modes must be matched to cor-
respond to the analytical degrees of freedom.
The validity of { M] is verified with the solu-
tion of Eq. (22) by the mixed orthogonality
check.

(4] ¥,A (MIp(#]r =[], @

Ideally [M']T 4 is a diagonal matrix, however,
as shown in Table 8, there are off-diagonal
terms. In general for the first twelve modes,
the off-diagonal terms are very small (less
than 5%). This indicates that [M] is indeed

a valid mass matrix representing the total
structural system for the first 12 modes. Addi-
tionally the magnitude of the off-diagonal terms
indicates the best accuracy one can expect in
an orthogonality check of the test modes with
the [M]T. Since a more detailed mass distri-
bution was used in the analysis than in the

modal test data reduction program, the orthog-
onality of (m] T,A deteriorates for the higher
frequency modes.

The test modal data together with analyti-
cal prediction [¢'] T A and [M]T are read into
the computer file for processing. The correla-
tion work is automated.

C. Mode Identification

Frior to any correlation, the identification
of test modes to the corresponding analytical
modes is required. This task is achieved by
the following criteria:

by = [0']7 o (M) 195ty (25)

Here the j'™ test mode is checked with all
the analytical modes [¢']p 5. The jth test
mode corresponds to the analytical mode
related to the largest kth term in IM{T. A per-
fect correlation exists when the kth term is
upity with all the other terms zero. After the
identification of a test mode to an analytical
mode, the correlation program calculates the
necessary information required for a detailed
comparison between the test and analysis.
Table 9 shows the cross-orthogonality check
between the test mode 701 and the first 30 2na-
lytical modes. For this case, the test mode 701
corresponds to the third analytical mode.

TABLE 8
Mixed Orthogonality -- Model VIO
B Frequency
4.35 4.40 7.48 7.83 10.92 13.36 14.64 17.95 18.81 23.42 24.28 26.18 ~——— {Hz)
1 2 3 4 5 6 7 8 9 10 11 12 -——Mo:ie
100 0.9 -0.3 -0.2 0.8 -0.9 1.4 1.6 -1.7 -03 -0.9 0.4 1
100 -0.2 -0.2 0.3 0.1 -0.1 0.2 -3.1 0.4 -2.2 -04 2
100 1.3 -1.6 1.1 -1.7 -1.4 0 2.1  -1.2 0.7 3
100 -0.4 1.2 -0.2 -0.3 -2.7 1.7 -.03 1.1 4
100 1.0 0.8 1.1 -0.6 2.2 -0.2 1.1 5
100 04 -0.7 0.8 0.9 -0.9 1.8 6
100 -1.8 0 0.2 -2.3 0.9 7
100 -0.2 -14 1.2 -0.2 8
100 -0.9 0.7 -1.4 9
100 -1.0 0.2 10
100 -2.3 11
100 12
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TABLE 9
Cross Orthogonality — Orthogonality of Test
Mode No. 7¢!, Run Mame DTA701 at
Freguency 7.53 Mz with Respect to

All Analytical Modes

Analytical -

Mode No. Frﬂl Ortho
1 4039 cepryl

2 4o eeQUd

3 Je4A woy9?

4 7.8) =e0ld

s 1092 =e02

s 1334 L)

7 XXX syde

4 17495 023

9 188 Qi

10 23042 eCus
(R} 24028 0l
12 24018 YL
13 28472 oci!
14 29.78 oCut

15 Jjeds o240
16 23.%y -egu?
1?7 34e88 eQCH
18 35.8Q o003
17 36495 egll
20 3a.43 eub2
21 39.1 4 -ocﬂa
22 40e5y “e(0S|
23 M2eLS eegldb
24 43415 -eQuld
25 45032 ~eCH
24 4S80 o0l
27 S1e8g egUd
28 52640 eeQ0?
29 53198 YL
30 SGety -epl0

roRRELATON CHOILE [}
ANALYTICAL MOOE 3 FREQUENCT 7o48

D. Modal Test Equation

The mathematical equation governing the
modal test structural system is:

ftig 't = (M) diily + [C] bk,

+ [K]T!u!,r

where

!u}T = displacement vector for each
DOF associated with
accelerometer measurement

[M]T = test mass

matrix

(26)

[C]‘l’ = test damping matrix
[K]T = gtiffness matrix
MT = force vector from the shaker

In contrast to the modal analysis as shown
by the homogeneous Eq. (22), Eq. (26) is a
forced response equation, The external har-
monic excitation is provided by the shakers
used in the modal test. The solution of Eq. {26)
can be expressed in terms of generalized co-
ordinates as follows:

‘“}T—‘ [OJT{‘”T @7

where [@] T is the normal mode matrix, which
is the eigenvectors of the test configuration
measured at accelerometer locations. Substi-
tution of Eq. j{g'l) into Eq. (26) and premultipli-
cation by [¢] 7 result in

[e]p ity €t = [0 bl « [Ty baky

+ R Jplaly (28)

where

9]y = 007 (M) [e)y

generalized mass (26a)

R 3y = [e)7 K]y [0];

generalized stiffness (28b)

[EJp = [e); [C)p (81

generalized damping (28¢)

w, = /En/ﬁn

nth eigenvaiue (284d)

The accelerometer measurements obtained
during the test are the response from the

shaker force instead of the normal modes. The
response is expressed as:

luig = [#]p [Hal) ] (017 tlp €' 29)
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where

H (v} =

When the shaker frequency w is tuned to
one of the natural frequencies wy, only one
term in the [“Hp(w)_] dominates if £, the per-
centage of critical damping, is very small and
all the natural frequencies are well separated.
Thus the following approximation may be
obtained:

iu}Ta' W"I‘}n

A relatively "clean' normal mode can be
measured when damping is small and the nat-
ural frequencies of the structure are weli
separated. In general, the damping of the
structure is indeed very small but not all the
natural frequencies are well separated.
Hence, errors are expected when two normal
mode frequencies are not well separated.

E. Modal Test Output

The output of the modal test is

eigenvector,
[e)r (30a)

eigenvalue,

oy (30b)
and modal force coefficients

1Py (30¢)

Evaluating the generalized mass matrix
similarly to Eg. (22g), including the masses
corresponding to the rigid body displacements,
results in

MRR  MRE ]

(M), - (30)
~ER [“ZEE
MT [MT ]

~

where

(%" |-0mdy 60

of Eq. (28a). Equations (30a) through (30e) are
compared to Eqs. (22a), (22b), and (22e) through
(22h).

F. Frequency

The first data correlated are the natural
frequencies. Table 10 lists the natural frequen-
cies from analysis and corresponding test fre-
quencies together with the mode description for
the first twelve modes. Except for the eleventh
mode, which is a scan platform mode, all the
frequecies match fairly well.

G. Orthogonality

The generalized mass, Eq. (28a), is normal-
ized to a unit matrix by proper normalization of
each individual mode. Ideally,

M)y = [6]] (M), () - 1] @)

Any errors in the mode shape measurement or
mass data produce finite off-diagonal terms in
the generalized mass matrix. If all off-diagonal
terms are small, the measured normal modes
are orthognnal to each other with respect to the
mass matrix. Therefore, the orthogonality
check serves as an indication of the accuracy

of the measured test modes and test mass
matrix. The orthogonality check of the first
twelve test modes is in Table 11. The off-
diagonal terms are indeed small and are within
the 10% goal established for tne test. The
largest term occurs between the first and sec-
ond modes. Since Table 10 indicates the natural
frequencies of the first two modes to be almost
identical, accurate mode shape measurements
for thesc two modes are difficult to obtain.

H. Effective Mass (Ref. 7)

In principle, the number of independent
normal modes in a structurzl system is equal
to the number of degrees of freedom. Obviously
some of these modes are highly localized and
of minor importance as far as the load analysis
is concerned. With a limited number of modes
obtained in the mndal test, criteria are required
to establish that the measured modes include
the significant structural modes. For this pur-
pose, the generalized rigid-body mass is used
in the following way. In the analysis, the gen-
eralized rigid-body mass is defined, as in
Eq. (22g), as [ MR ]T AT

’

[MRR]T’A N [{U}R]T [M]T,A [*U}R] (32a)
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TABLE 10
Modal Frequency Comparison

Frequency (Hz)
Mode Description
Analysis Test Error (%)
—
1 4.35 4.51 3.5 Bending in X
2 4.40 4.63 5.0 Bending in Y
3 T7.48 7.87 5.0 Lander in oz
1
4 7.83 8.30 5.7 Lander in Y
5 10.92 11.51 5.1 Lander in X
6 13.36 14.09 5.2 Lander in 6y, |
] 7 14.64 15.35 4.6 Oxidizer tank in Z
E 8 17.95 19.49 7.9 Fuel tank in Z
E 9 18.81 19.83 5.1 Lander in 6y
3
: 10 23.42 24.85 5.8 Fuel tank in Y
1j 26.18 29.54 11.4 Scan platform in Oy
12 24.28 26.49 8.3 Lander in 2
TABLF 11
Orthogonality
Mode —=1 2 3 4 5 6 7 8 9 10 11 12
1 1000 6.2 -02 11 -03 1.1 .23 .06 -1.7 06 -24 0.0
2 1000 0.1 -1.2 -41 -30 -09 -25 10 1.2 34 -15
3 1000 04 08 16 -0.z 35 -1.5 -0.5 -0.7 0.4
4 1000 1.0 13 12 -01 -18 1.2 11 -0.5
E 5 1000 06 08 46 -1.6 02 17 -0.4
r 6 1000 04 -0.5 13 44 -06 1.6
7 1000 -0.2 -0.1 36 -0.1 -1.3
8 1000 -1.1 -1.9 -0.2 -1.5
9 1000 5.9 -2.9 2.7
10 100.0 1.0 -3.4
3 11 100.0 2.5
12 100.0
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From the modal test results of Eq. (30d),

[iRR]T - [MR]T [M]T [lulg] s20)

An experimental generalized rigid-body-mass
derived from [ MRE] 1 is defined as

(=], - (%2 ], [1] (M=), e

where
("), - [tuip) [MIp Lo}y 9
(%"= [RE], (35)

If all the experimental modes are obtained,
it can be prove that

%], - (6] = (W), oo

Another check is [ M)y must be equal to
the rigid body inertia property of the test
configuration.

In the modal test, a limited number of
measured modes was used to calculate the
[MRR1p, now defined as effective mass. The
comparison of [MRR]x and [MRR)y indicates
whether the major modes were effectively sur-
veyed. 1f [FIRR] 1 is close to [ MRR]y, the
major important modes with respect to the
restrained point were obtained. Table 12
shows the summary of the effective mass of
the first twelve test modes and corresponding
analytical modes. The first twelve modes rep-
resent over 90% of the effective mass with
respect to the base of the VTA/CTA.

TABLE 12
Effective Mass in Percentage
Mass

Made X® [ Y& 2 | 6@ | o, | o,®
Analysis 96.42 1.76 0.01 1.34 85.20 0.14

! est 89.51 7.97 0.03 6.12 78.23 0.88
Analysis 1.67 87.47 0.0 63.66 1.49 1.09
Test 3.30 86.49 0.03 64.45 3.15 1.13
Analysis 0.95 0.28 0.0 1.75 0.02 55.21

3 Test 0.89 0.35 0.01 1.88 0.02 56.91
, Analysis n.06 5.60 0.03 28.95 0.01 1.94
Test 0.10 4.81 0.10 21.51 0.0 1.66
Analysis 0.05 0.06 0.56 0.10 6.40 19.58
Test 0.0 0.11 0.58 0.19 7.80 20.43
Analysis 0.20 0.06 5.63 0.10 4,71 9.83

® Test 0.38 0.01 6.67 0.01 5.65 7.39
Analysis 0.0 0.01 49.02 0.01 0.40 0.25
Test 0.01 0.0 51.80 0.0 0.63 0.24
Analysis 0.02 0.01 12.98 0.01 0.04 0.07
Test 0.02 0.0 12.52 0.01 0.0 0.15
Anzlysis 0.0 0.06 0.45 0.06 0.0 0.41
Test 0.0 0.05 0.90 0.02 0.0 0.09
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TABLE 12
Effective Mass in Percentage (contd)

e

Mass
Mode X® | Y® z@® [ o,® [ 6 (® | o,
——
Analysis 0.0 0.02 3.15 0.03 0.0 0.0
10 Test 0.0 0.01 €.58 0.03 0.01 0.04
1 Analysis 6.0 0.02 13.60 0.07 0.0 0.23
Test 0.0 0.01 11.57 0.02 0.0 0.06
“ Analysis 0.0 0.02 5.02 0.06 o.u 0.0
Test 0.0 0.07 22.17 0.20 0.0 0.06
Analysis 99.37 95.37 90.45 96.12 98.33 88.75
Total
Test 94.39 100.24 95.96 100.20 95.89 89.15
I. Mode Shape deflection is indicated by the last digit in the

The eigenvectors or mode shapes are
important in the load analysis. The mode shape
is expressed in the form of modal deflections
of each degree of freedom (DOF). In the mathe-
matical model, each DOF is assigned tn 2 numn-
ber shown in Fig. 2, the ODTM modal test
configuration. The direetion of the modal

SUPERSCRIPT C DENOTES CAPSULE LOCAL COORDINATE
SUBSCRIPT §,C DENOTES SPACECRAFT COORDINATE SYSTEM
NUMBER IN PARENTHESES IS A NODE NUMBER

N
s e I

78.31 in,

$C

Fig. 6 - Local coordinate of VLC

DOF. Translation in X, Y, and Z are 1, 2, and
3 respectively. For example, 1013 represents
the motion of node 101 in the Z direction. The
modal deilection of each DOF is expressed in
their own lacal coordinate system, which is
shown in Figs. 6 to 10,

The maximum amplitudes of the modal
deflection are normalized to unity. The analy-
sis and test are compared and the difference at
each DOF is expressed as a weighted deviation
(WD) defined as

WD = [[¢'] TA" [cp]T] normalized
(37a)

SUPERSCRIPT S DENOTES SCAN PLATFORM LOCAL COORDINATE *s/C

’s/c

Fig. T - Local coordinate of scan platform

-t o




SUPERSCRIPT 8 DENOTES BUS LOCAL COORDINATE
NUMBERS (N PARENTHESES ARE NODE OR BAY NUMBERS

SUPERSCRIPT P DENOTES PROPULSION LOCAL COORDINATE
NUMBERS IN PARENTHESES ARE NO DE NUMBERS !

(son”

Fig. 8 - Local coordinate of bus

Fig. 10 - Local coordinate of propulsion module

where
SUPERSCRIPT D DENOTES CABLE THROUGH LOCAL COORDINATE
NUMBERS IN PARENTHESES ARE NODE NUMBERS N - number Of DOF
. . .th
(28,585, 0, 16.0i~.) (WD)i. = We;ghted deviationof i~ DOF

{0, 28.585, 16.0 in.}

In Tables 13 and 14, a typical mode shape
comparison of a mode and the summary comn-
parison of the first few modes, with only the
important DOF and the standard deviations,

are given.
{ . P
! TABLE 13
Modal Comparison - Anaiytical Mode 3 vs
Experimental Mode 701
i .
. Weighted
DOF Analysis Test Deviation
w 11 «345+0g .370*C0O =,247=01
128,585, 0, 16.0 i) 12 1665400 655406 109=G1
: _ : 13 +784=0] 490°01 +295°C1
Fig. 9 - Local coordinate of cable trough 14 -¢418-02 |..319-02 | =.994=C3
15 0417202 | ao225=02 o 192=C2
. 16 101=01 1901 ~.181=02
Also, for each mode the standard deviation 21 +5050¢ 542400 ~¢369-01
(RSS) is calculated as 22 «2840¢ $27940C «548=02
23 *314=01 e 459=03} =«145~01
24 =e2460+02 021303 -,282+02
25 -.389-02 0254°02 -4843=02
N 1/2 26 +608-02 +958°02 | =e351-02
1 9 3l 0268900 v284%G0 -.178=¢1
RSS = _2 ;(WD) (370) 32 0272400 . 22606 JU52=G1
N i 33 «747=01 0636=g1} «111=01
i=1
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TABLE 13
Modal Comparison — Analytical Mode 3 vs
Experimental Mode 701 (contd)

TABLE 13
Modal Comparison — Analytical Mode 3 vs
Experimental Mode 701 (contd)

. Weighted

DGF Analysis Test Deviation
34 es3ll4e02 -ell12"02 | =+s2p2~02
3s v948=02 057902 v399-02
3 «707=02 162=01 “e913-02
41 =e914=02 - 189=01 97202
42 e3J14¢00 «299+00 «147=01
43 0696=0] «755=41 =s593=02
49 =¢895-03 «263°G2 *,353=02
45 =e115=01 esl71=02 =.981"02
46 74802 12901 =e538=02
3] =.106¢0Q =el10*GO «312%02
s2 .353+00 «325°G0 «281°G1
53 e140¢00 e121GG 187=C1
sS4 -9923-013 0282=02 =,375=02
58S *sl43=01 =eB889-Q2 =s544=02
56 «820~02 e133=01 =,506"02
&1 «s847=01) «e966-01 e 11901
62 «4903+00 e322%00 «804=01
63 0 135+0¢0 o113¢00 «229=01
&4 ®e.854=02 =e3d7=02 =,507"02
&S =e976=02 =e824=02 =.152=C2
&6 ¢139=01 15801 *,184=02
71 =¢309+00 ~e397¢00 87E=01
72 47400 «507¢0Q0 =,328=01
73 «707=01) «137%0G =.445-01
74 =s364=02 se447=0Q2 «827=013
7% 4946=02 =es124=01 «1723=0i
76 e145=-02 e146=01 *,132=¢01
el =¢561¢00 =0551¢00 -.980"02
82 «399200 e366¢00 «327=01
83 W 346=0]) -0388-G1 «734=01
84 “e982=02 «e216"02 =,766"02
ng =el19=01 -e®17"02 =,270"02
86 e 15=01) e155=01 =.394=02
91 =4297+00 029100 =,417=02
92 «806+00 8l6°00 *,987"02
93 =e756=01 e 999=01 e243=01
94 “9976=02 -ebb69"02 =,307=02
95 =el21=02 =e782"02 66202
«100=C} v520"02 48202
«186+CC «167%00 .195=01
«851+00 «931*%00 -,800"01
=s161¢00 ee819=01 «,7086=C1
e816=03 =es629=02 « 71102
-¢856=01) «230"02 =s315=02
-,208-02 es172=02 =e351=03
®,949=0) =e106*00 «108=01
86400 1824*00 «409=01
=e124¢00 -¢312=02 =e«121¢0C
=«108-01 =0352=03 *.104=01
1195-01 0227701 *,326=02
«103=01 «913=02 «118°02

= 40900 ee3b1*00 -,4188=01
+953+00 +100%01 “.4468=01
=e187+00 e 78501} -.889-¢C1
~elb6=02 v239=02 =,4%05-02
=e475=02 382-01 *s429=01
«401-02 452=01 =,412=01
«287=01 0327=01 *,397=02

|

A Weighted

DOF Analyeis Test Deviation
132 «100+Ct «951*@0 49l=0!

13 =e140+0% «ellleQQ =.287=01

134 032302 e513°02 19102

138 =e¢120-01 65602 *.185=01

136 091502 0225°01 “s133=01

141 46000 0459400 +825=03

142 +790¢00 v691400C v 994=01

143 ~e268+01 -02496=01 “,215"G2

L) ee263=03 e862°02 -, 68802

145 =e106=0! -e128=G2 =e935"G2

1496 «138=01 0 195=gG1 =.570"02

151 «197+00 v210¢00C “«129+C1

152 079500 J44eGG «504=01

153 «S5Q0C=01 e l¥2=01 «b43=C1

154 «308=02 -e193=03 «327=G62

155 e141=03 se¥l1i"02 0926=02

156 e589-02 «158*Q1 99402

161 =+101=01 «228=01 =e329+C1!

162 e784¢00 «773*00 slu2=01

163 0690=01 215=01} W476=01

164 -s731=03 0296=02 =,349"02

165 =e757=02 =e831°02 «738=03

166 e152=03 ol1l=01 «408=02

|0ll 464400 e 46C*C0 =,392-02
1012 =93749¢00 «0394¢QG «204=01
1013 =e151-ul -e206=01 «547=02
1014 e426=02 429=02 *c3p9=04
1018 017G6=01 0165=01 «462=03
1016 0398=01 W426-0G1 =¢279=02
3011 «470+00 W467*00 e239*02
3012 41900 433G =, 146=01
3013 v 340=01 e 175=G1 016501
3014 W499=02 S12=02 =s126=03
3018 =e289-02 eed43=02 «S541=03
3016 v164=01 e171=01 “¢742=03
3031 45800 452400 «608=C2
3032 =e165+00 -0 196%00 «313=C!
3033 «s191=01 s 426=01 0236=01
3034 s428=02 v331=02 969-03
1035 | =e267=02 | 0364702 «978-03
3036 e160-01 vi168-01 =,798=03
4011 v387+00 W375¢qC 121=C1
4012 =s704=C1 «e598=01 =.106-C!
4013 0v756=02 e0286=01 «Js2=01
4019 0373=02 689=0Q2 =,317=C2
40158 v289=02 = 499*03 v339-02
4016 181=01 192=01 =.112=02
5011 «551+00 e966*00 =.148=01
5012 e2494¢00 026900 =,245=01!
5013 «115=01 -el25°G1 «34G=0!
sQ14 «340=02 Wl74=02 v652=03
5015 -e223=02 ee713°03 ,151"02
5016 «173=01 2049=01 =s313=02
2011 v687¢00 616%00 «701=01
2012 184600 -ed07%00 «217=01
2013 20400 102¢00 «102¢00
2014 e 425=02 293=02 =s718=02
2015 e106=01 231*01 ~et26=01
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.
TABLE 13 TABLE 13
: Modal Comparisen — Analytical Mode 3 vs Modal Comparison — Analytical Mode 3 vs
Experimental Mode 701 (contd) Experimental Mode 701 {contd)
Weighted : Weighted
k DOF Analysis Test Deviation DOF L Analysis Test Deviation
—— %
4 2016 | o1e70) o158=01 | =.516-02 6021 | +379+00 | 398¢c0 | =.193=01
; 402l 47300 743400 | =.4698~C| 6022 | =.848+0¢ ~e852°Q0 «437=C2
€022 e 120000 «159°00 *e39G=C1 €023 «600-01 -e395°01l «996"C1
3 4023 =e?5¢=01} -0324=01 =.432=C1 6031 =,t9C*00 =e 13500 =e951Cl
4 4031 06734G0 «818¢00 | =,14%¢00 6032 «120¢00 «120=01 «108+00
3 5032 %77-0} «833=01 | ~.356=Gl 6033 ¢301=01 | =+59%6=01 «897-01
4033 | =,048=0} ~e122%00 371Gl 6041 «239+00 0267460 | =.280-01
[T'L1] 0467300 «734%Q0 *e603"C1 6042 «4£73+00 069900 024301
4042 =.338-0) .o %65°C} o127=G1 6043 | ~e379-01 «12%9=04 *+503°0}
] 4043 | =e756=01 | -¢120%00 44901
3 6011 | =¢338400 | -0266%00 | =e717=01 MAX EXPERIMENTAL AT o8
5 6012 *=¢268+00 «e259°00 | =e934-02 MAX ANALYTICAL AT I9
; 4013 =«600-02 «341=01 | =e40l=01 RSS ERRCRs 153400
TABLE 14
- Summary of Mode Shape Comparison
Mode i Mode 2 Mode 3 Mode 4 Mode 5 Mode 6
. Hard- Direc-~
Anal- Anal- Anal- Anal- Anal- Anal- .
1 ware ysis Test ysis Test ysis Test ysis Test ysis Test ysis Test | tion
h Lan- 1.00|{ 1.00-0.09 | 0.14| 0.45| 0.46|-0.11| 0.10 ! -0.81 |-0.80| 0.15 | 0.19 X
3 ; der 0.10 |-0.23 | 0.45 | 050 0.37( 0.39 | -1.00 [ -1.00 | -0.04 |-0.07 | -0.02 |-0.08 Y
| -0.01| 0,01 | 0.02| 0.02] 0.02-0.06|-0.07 | 0.C1 ] 0.01]-0.06 [-0.07 Z
4 i
, i Scan |-0.06 | 0.23 | -0.52 {-0.48 | -0.69 | -0.62 | 0.09 | 0.08 | -0.51 [-0.45 | -0.30 |-0.35 X
: plat- 0.83 | 0.85|-0.08 { 0.12} 0.19( 0.21 |-0.01 )-0.02 | 0.85| 0.75| 0.92 | 0.94 Y
form |{-0.01 |-0.12} 0.10 | 0.18 |{-0.20 {-0.10 | 0.29 | 0.30 | -0.12 {-0.07 | 0.31 | 0.40 Z
: 0.83 | 0.88|-0.08 | 0.16 { -0.35 {-0.37 | -0.10 |{-0.10 | 0.20 | 0.20| 0.13 | 0.14 X
] Bus 0.11 |-0.34} 0.56 | 0.63 | -0.67 | -0.66 | -0.17 | -0.15 | -0.72 | -0.63 | -0.59 [{-0.63 Y
0.01 | 0.02] 0.0 0.0 {-0.08 |-0.05(-0.05}-0.02] 0.37 | 0.31]-0.29 |-0.31 VA
Oxid 0.92 | 0.94|-0.07{ 0.12)-0.47 | -0.47 | -0.10 | -0.10 | 0.67 | 0.61{ -0.17 [-0.18 X
tank 0.17 [-0.35( 0.78 | 0.84 | -0.42 | -0.43 | 0.48 | 0.50 | -0.24 | -0.27 | -0.28 [-0.33 Y
[ 0.04 |-0.02| 0.0 0.01{-0.03 |-0.02 | 0.01} 0.0 0.25 | 0.25]-0.42 |-0.52 VA
Fuel 0.91 | 0.94{-0.09 | 0.09 | -0.46 | -0.45 | -0.09 | -0.10 { 0.61 | 0.60| -0.16 |-0.18 X
0.16 |-0.32| 0.78 | 0.79} 0.17 | 0.20| 0.48| 0.50 | 0.38 | 0.41 | 0.39 | 0.49 Y
0.01 | 0.0 0.02| 0.04| 0.02| 0.02 | -0.15 |[-0.16 | 0.04 | 0.05 VA
-0.08 | 0.07}-0.39 |-0.38 |-0.08 {-0.97 | 0.22 | 0.12| 0.38 | 0.47 X
0.51 | 0.55| 0.07 | 6.06 |-0.05}-0.05{ 0.06 | 0.07{ 0.85 | 0.79 Y
0.0 0.01|-0.01} 0.03| 0.02| 0.02| 0.04 { 0.05|-0.20 |-0.26 VA
0.240 0.15 0.13 0.18 0.15
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J. Local Kinetic Energy

The generalized mass as shown in
Eqs. (22h) and (28a) is expressed in the tenso-
rial form as

N N
—EE
My - Z Z ®u My % (38)

t=1 k=1

If the normal modes #;j are in the form of
velocity, M‘F).:E is in the form of kinetic energy

(see Eq. (5)). Then each term in Eq. (38) rep-
resents the modal kinetic energy associated
with that particular DOF. In essence, this is
an itemized generalized mass. The comparison
of each individual term in Eq. (38) between the
test and analysis provides detailed information
about the mass associated with each DOF and
the modal amplitude of that DOF. This is
especially valuable for those degrees of free-
dom where the mass is questionable, such as
the propellant tanks. The standard deviation
(RSS) for the local kinetic energy comparison
for each mode is calculated similarly to the
mode shape comparison. In Table 15, a typical
mode is selected for the kinetic energy com-
parison. Also, in Table 16, a summary com-
parison of the first few modes and the standard
deviation of the kinetic energy comparison is
given.

TABLE 15
Kinetic Energy Comparison — Analytical
Mode 3 vs Test Mode 701

DOF Analysis Experimental
11 08 eg?
12 °3] 027
13 «Q0 00
14 4] *00
15 e0C «00
16 «00 «00
21 020 021
22 +Cs e 05
23 «00 00
24 «00 «C0
25 «00 «0C
26 o0G «00
31 05 «05
32 «CS 03
33 e0g 00
34 00 +00
a5 «00 o0
kY [ 1] o0l
41 «00 «00
42 o0& 05

TABLE 15

Kinetic Energy Comparison — Analytical
Mode 3 vs Test Mode 701 (contd)

DOF Analysis Experimental
43 «0¢ «00
(X1 «G0 «00
45 «C0 +00
LT oGC «00
S1 °0] 01
$2 olD 08
54 02 01l
S4 «00 +0GC
113 01 «0C
Sé «0¢ 00
41 o0} o0l
62 el 07
63 00} «0l
(1] «Qp0 «00
65 e 00 00
'Y o00 ecl
71 °0s 08
72 e13 o] ¥
73 00 *0l
74 00 000
75 «0¢ oC1
76 «00 .01
81 els 14
82 e08 s06
8) o015 «00
84 «00 «CO
8s oGC o 00
86 «00 Y}
91 09 08
92 [X-Y 082
9?3 «01 0l
94 «Go +C0
95 <00 ecd
96 «00 o0C
1C1 02 02
102 [3-1] e54
102 o02 «00
104 oGO eCO
105 <00 «00
106 o 0G 00
111 e01 o0l
112 ¢S] eu2
113 001 o 00
118 «01 «00
115 e0} 02
118 «00 N0
121 ols o1l
122 o8y 84
123 «03 o0l
124 «0C 00
125 «QC )

126 «0C nS
131 « 00 «0C
132 1¢G2 o84
133 e02 o0l
134 «00 ¢ 00
135 «00 «0G
136 e00 o01
141 oi2 ol
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TABLE 15

Kinetic Energy Comparison — Analytical
Mode 3 vs Test Mode 701 {(contd)

TABLE 15

Kinetic Energy Comparison — Analytical
Mode 3 vs Test Mode 701 (contd)

DOF Analysis Experimental
142 (1Y 24
143 oGO «00
Juy 00 00
148 «00 «0C
146 +0c o0t
15) G2 202
152 °l9 031
153 o 00 «00
154 oCG orC
159 «00 Y J7
156 »09 0l
161 030 .00
162 5] o45
163 «00 00
164 +CC 000
165 oG *00
166 «0}) 00

1011 Sel9 “e?5

1012 Je98 o0

1013 00} 002

1014 43 o4

1015 7659 X311

10l e 62420 64090

3011 4055 4eld

3012 Jebp Jes |

3013 «0) 01

3014 002 oC2

3015 00 200G

3016 ol o1l

3031 2063 2034

3032 °J3 xR}

3033 001 °02

3034 002 o0l

3035 oG2 003

3036 olo 010

4ol by 0 )2

4012 00 00

4013 o 0g 00

4004 oGO ocO

DOF Analysis Experimeatal
_
40195 k] «00
4016 003 oc3
5011 ol9 )8
5012 o0w Q4
5013 «0¢ «00
SCl4 «0c o 0C
5015 oL 111
501)é& oc2 02
201} 9 o798
2012 oCés *10
2013 07 ord
2014 =02 02
20195 2y o860
2016 =03 «0?
4021 oCYH L]
4022 00 «00
4023 «0C + 00
401 e0% 007
4032 «00 «00
4033 «00 «0C
404} o0S 205
4042 oGO «0G
4043 G0 «00
6011 e02 o0l
6012 oG] 0l
60)3 «00 °«0C
6021} =02 02
6022 ol Q9
6023 oo «00
6031 o0} «00
6032 «00 0
6033 «0C «00
6041} «01 0}
6042 «07 Qb
604) 00 00
RSS ERRORE  424740G

The local kinetic energy information is

Since the magnitudes of the analytical modal

also valuable in identifying the mode shapes by
describing the items with the largest kinetic
energy. The data are also used in defining the
system damping from the substructure damping
measurements.

forces are arbitrary, a normalization factor is
found to multiply the analytical value to make a
meaningful comparison. This normalization
factor is calculated as follows:

K. Modal Force

N

In the analysis, the modal forces of the E (PA PT)
truss members are calculated for each mode. i i
During the test, strain gauge data were taken o - i=1 (39)
at these truss members from which the test N
modal forces are obtained. The calculated 2 (PA PA)
modal forces from the analysis and measured i’
member forces from the test are compared. i-1
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TABLE 18
Summary of Kinetic Energy Comparison

Mode
1 2 3 4 5 6
DOF
Bus (%) A* 11.45 11.23 6.87 1.98 13.76 17.82
1! 11.38 11.43 6.25 1.54 11.90 14.41
Lander (%) A 42.75 19.22 79.61 711.35 42.72 43.65
T 40.58 21.88 80.65 77.35 44.25 42.51
Oxidizer A 25.64 39.35 8.32 11.16 23.81 21.05
(%) T 26.42 39.80 1.75 11.64 22.51 24.04
Fuel A 15.26 24.53 3.10 7.08 14.34 7.66
k (%) T 16.01 21.22 2.93 7.52 15.46 9.18
Pressure A 0.84 0.79 0.18 0.05 0.23 0.73
tank (%) T 0.97 0.78 0.16 0.05 0.13 0.86
Engine (%) A 0.93 2.00 0.25 1.02 1.31 0.84
T 0.92 1.78 0.25 1.14 1.39 0.85
Scan A 2.08 1.92 1.27 0.64 3.22 7.30
piatform (%) | 4 2.01 2.09 1.63 0.59 3.80 7.40
RSS (%) 0.452 0.319 0.247 0.208 0.233 0.330
*Analysis.
$Test.
where together with the ratio of the comparison for a
typical mode. The truss member identification
a = normalization factor is defined in Ref. (8). Only the axial forces are
used in the comparison. The bending forces
N = number of members are not included in the comparison.
A . The discrepancies between the test and
Pi h ;?]alrﬁh;? :_mdal ol gthe analysis are thought to be from two sources.
embe One is the inherent disadvantage of using strain
T _ .th gauges that were setup for high strain reading
By 2 Gess g EINERES ol (i 5 eilegs from the static test. Since low levels of strain

The factor a minimizes the difference
between the analytical value and test value in
the least-square sense. The analytical member
forces are multiplied by o and compared with
the test value. Table 17 shows this comparison

b s s A b s e
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were recorded in the modal test, the accuracy
of the reading is in question. The other source
of discrepancy is the difference between the
analysis and test mode shape. The modal
forces are very sensitive to local differences
in the mode shape.
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Axial Force Comparison — Factor = 6.076

{ TABLE 17
:
2

P (test) P (analysis) Ratio
Member Mode 701 Mode 3 P (analysis
Freq = 7.840 Hz Freq = 7.480 Hz P (test)
TECFRAYE
BUSESY -« 2318402 -.2716+C2 .119G+01
eucsst 4773401 «£8224C1 21222401
8U3662 . 2578402 «3603+C2 .1167+01
BussE s ~.9597sCC -.%127¢C1 S4T11e01

“PACECFAFT TRLSS

BYUS586 ~e49211402 ~e 84710402 «3427+00
Buses? «1785+02 «1788¢C2 «10024+C1
3us6Is « 832402 «523%¢02 «CS2+00
BuseRO ~e111C+03 ~elC2Ge(? «3787+LC
susec0 ~« 599002 ~e5524¢02 «1C89+C1
Ltusse“tl «274%7+C1 ~e231C{1 -~ o8 2+LC
3use92 -¢110c¢C2 —e9f. 32401 «2703+C0
Eysea? 829742 «EEELSLCT «1LES4(C1
BLSSIe «2033+03 «1728403 «28C5¢0C
1 5us6°F -e1€13eC3 ~el1F32e02 «IFL4 oLl
3 ERRAE R ~.1848+02 ~e1332¢(2 «1C42+01
3 } cusee7 «659C+02 « 050402 #fE8L4CC

UFFER] FLAND TFRUSS

2LsT26 -.5527402 -.43724(2 «3732eCC

Bus727 JEG18402 WEI21eL2 JUEC L

, 3us729 ~. 9633401 -e12554(2 «1294%+C1
4 Eus72C - 7076402 ~e202702 1265001
] 3yS732 . 13284+C1 +99574(1 «1359¢C1
p Bus?ez .1C23+02 W05 eL2 IR TR
1 3USTeR -.1C85+03 -e 924002 « 1557401

—

LANDEP TRUSS

BusrsC °1198+C1 «€561401 5621401
8US7s51 -«1671+03 ~e1515L% «2667¢CC
Eus7=2 «98CBe(2 ~94394+02 «9F24aLL
8uys7s3 -¢1791+03 ~e1794403 «10601+G1
Eustcn +2112¢C2 «2C274L1 «1L55+01
3us7ss «4500eC2 «5G93¢02 «1130+C1

2US MAIN LONGTCN

BUis8CF « 2042402 «3C31¢L2 «11244(C1
2Us3lo «1632+C2 1527402 «2073+0C
Eussll «53998+C1 «14lBel2 236401
guss13 -«1721¢C2 ~«1518¢L2 «3323+400
Bussie -e1321403 ~e1515¢013 «10974C1
Bys813 ~e1525+02 ~e1213¢L3 »3R11¢0C
Eyss2C «4821+C1 «5156+01 «1C€34+01
8US323 -«1852402 ~«130U6¢C2 « 2663400
SUS8ZE «20734(2 «2228+C2 «10 72401
345317 »16413+00 =+ 9334¢L1 ~e5543402
152




i . TABLE 17
Axial Force Comparison — Factor = 6.076 (contd)

: P (teat) P (analysis) Ratio
3 Member Mode 701 Mode 3 P (analysis
{ Freq = 7.840 Hz Freq = 7.480 Hz ‘L(_Z)‘)p test
= i
fuss2y -.38E74L2 S L1 4 XY #1G2 201 i
23,5917 «3093¢02 474002 «238440C
EUsSs3* -.10284L3 -e1053¢L2 #1220 01
3use39 ~. 831301 -e1553+C1 « 3625400
Eus8aC 1817402 1782402 .1287eL1
3uS941 -.2594¢02 -e21234(2 «218%40C
“PCPULZION SU3ISYSTrW
] FPPOL? «7637+01 «31754L1 +4TETeLL
I 25P00e -e5652¢01 «912CeC1 -.1614+C1
FEPGCS +29€£2401 15ECeL?2 1767401
} PePO11 01276402 e1552¢L2 e1215C1
{ FeePQ12 -e£8290(2 -~eEEG3eC2 9C 10 eLL
b , PPPO1S -.1608+01 -e1349e02 »3291eC1
¢ i FPPQ2E RYYLTI s $2€L2e01 2757001
3 i PPPO3E «S4TL40G2 f4350eC2 «7970+00
! FFPO3Y 2020402 BEETe0L L2170
! POPGUT -e2423402 -.2981¢02 ©1213¢C1
1 ] FFFOa] «1826¢L2 2142002 e1172001
] POPO43 5246051 6036001 «1013501
4 FEFQe? -e5330e01 -eIF15401 57°Ls0C
- PPPQOR2 «270G+0U -e2533¢01 -e 951001
: [
g ReSeSe E®27R IJF TCST YS AMALYSTS COMPARISIN OF AXIAL FCRCES
H
i ! “OOVALTZATICN RSS FRROR
rz CACTCR OF FrRCCS
3
INFUT FACTOPR +LLL +CLC
] CALCULATED FACTZ? 54076 24937
Coef ez .‘-06?00(.'
Wel o= «1682+00

Several methods are used to establish a measure of error. They are: !

Description Relation Reason
N ' 1/2
1 T A .
Least square error (LSE) 5 Pi - Pi No weight
i=1
153




Description Relation Reason
N 1/2
Weighted least square 1 E( ‘T )( p'I‘ _ PA)z x(:ll‘gmx;eadings
error (WLSE) N ~ g\ 1 i ki
5 27 1/2
Pl . pA
I T|| i i
3 P
i
= i Weighted read’ ags
Composite error (CE) N with higher
i=1 T forces
Z lpi l
e i=1 -
] ; where The results of the various weighting
methods are in Table 18. Also the composite
: : _ . . error is applied only to the Viking lander cap-
‘r* [EEtiStre Neaug e ading sule adapter (VLCA) and V-S/C-A as shown in
: Table 19 to compare the data with the proof
§ tpg = full scale strain gauge reading launch spacecraft Modal test (Ref. 9).
3 TABLE 18
‘ Modal Force Comparison Errors
k- I
Ghoce Least Square pueighted Composite
Error (lb) sl Squate Error (%)
Analysis Test Error (1b)
708 53.01 2.09 74.82
703 32.28 0.90 50.62
701 6.94 0.94 54.62
702 17.69 0.030 19.40
704 9.19 0.015 19.89
705 6.38 0.086 21.94
711 28.41 1.16 35.54
7117 42.66 1.37 75.13
712 45.87 1.73 72.12
707 2.26 0.0035 51.87
714 22.39 0.29 101.3
713 52.71 1.61 98.83
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TABLE 19
Composite Error of VLCA and V-S,/C-A
Mode vica | v-s/c-A
Analysis Test (%) (%)
1 708 55.75 46.81
2 703 54.56 41.67
3 701 18.81 12.08
" 702 | 5.7 7.19
5 704 8.20 17.52
6 705 25.46 8.53
1 11 21.82 14.89
8 117 49.18 51.88
9 712 79.37 82.52
10 707 29.95 59.40
11 114 102.0 108.6
12 713 62.99 21,99

To help resolve the source of discrepancy,

test force coefficients are checked using the
modal acceleration data. The truss loads
resulting from the modal acceleration times
the mass applied as a static load are compared
to the modal force coefficient. The compari-
son for the VLCA members is shown in

Table 20. The good correlation indicates the
error to be the result of the difference in the
analytical and test modes.

TABLE 20
Comparison of Modal Force by Inertia Load —
Mode 713, Frequency 26.49 Hz

Member Test Inertia Analysis
No. (1b) (Ib) (1b)
750 161 175 134
151 53 47 -20
752 262 299 166
753 279 291 290
754 116 131 -44
755 104 130 157
LSE 20.92 85.41
CE 12.76 62.99

Future efforts will be to obtain the force
coefficient throughout the structure by applica-
tion of the modal acceleration times the mass
as an external load.

L. Strain Energy

Strain energy (SE) of a mode is a signifi-
cant parameter in the description of a mode
shape, especially when modal forces are of
interest. Equation (5) directly relates strain
energy to the stiffness matrix.

For a mode, strain energy values describe
the member or sets of members with the largest
forces and deformations whereas kinetic
energy (KE) describes the masses with the
largest inertial motion. The significant dif-
ference is the SE of the system is directly
related to relative displacements at the ends
of the members whereas KE is directiy
related to the absolute dispiacement.

The axial strain energy of the ith member
monitored during the modal test is

1 FfLi
SE), = 31 &

(40) !
it ;

(SE)i = strain energy of the ith member

F. = force in the ith member
~_ .th
L, = length of the i member

Ai = cross-sectional area of the
ith member

E. = modulus of elasticity of the
ith member

The SE of each axial member for both
analysis and test is listed in the order of its
magnitude. Also the SE of each member group
is listed to help identify the characteristics of
the mode shape. Table 21 shows the strain
energy of each member and the comparison
between test and analysis of a typical mode
both in its magnitude and percentage. Table 22
shows the comparison of the same mode listed
in the order of magnitude. Table 23 shows the
percentage SE of each member group for the
first twelve modes.
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Strain Energy Comparison ~ Analytical Mode 3 vs Test Mode 701

TABLE 21
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Tcst (%)

Analysis (%)
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TABLE 21
Strain Energy Comparison —~ Analytical Mode 3 vs Test Mode 701 (contd)

Member Test (in.-1b) Analysis (in.-1b) Test (%) Analysis (%)
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TABLE 22

Strain Energy in Order of Magnitude — Analytical Mode 3 vs Test Mode 701

Strain Energy (Test)

Strain Energy (Analysis)

Member (in. -1b) Member (in.-1b)
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TABLE 22
Strain Energy in Order of Magnitude — Analytical Mode 3 vs Test Mode 701 (contd)

Member Strain Energy (Test) Member Strain Energy (Analysis)
(in. -1b) (in.-1b)
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M. Reaction Forces

The calculation of reaction forces at the
base of the VTA/CTA by the modal forces

from the V-S/C-A strain gages and the modal
accelerations provides a check on the test data.

The [ﬁRE]T matrix from Eq. (30d) repre-

sents the reaction forces from the modal

accelerations. The reaction forces calculated

from the V-S/C-A modal member force data

are compared to [MRE]T. The comparison of

the data are in Table 24.
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N. Generalized Mass from Modal Damping

The generalized mass terms rﬁEEﬂ from
Eq. (30d) are checked by the following relation-
ship. At a normal mode, the damping values
are offset by the force values. From Eq. (28),

[T {d} g = (2154}, (41)

for the nth mode. Since
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TABLE 23
Strain Energy Distribution Comparison

Upper -
vV-S/C Lander Bus Main Propulsion
Mode Bed{i;‘ me Truss 'II‘, ane Truss Longeron Subsystem
*) o ) @) $3)
(%)
1 A* 0.01 0.86 0.03 0.09 0.064 0.02
T 0.01 0.84 0.03 0.08 0.04 0.03
2 A 0.09 0.713 0.03 0.04 0.01 0.i0
T 0.06 0.78 0.02 0.04 0.01 0.09
3 A 0.09 0.36 0.10 0.50 0.02 0.01
T 0.06 0.36 0.12 0.48 0.02 0.01
4 A 0.10 0.35 0.03 0.42 0.04 0.06
T 0.07 0.40 0.03 0.40 0.04 0.06
5 A 0.0 0.54 0.03 0.30 0.04 0.09
T 0.0 0.55 0.04 0.26 0.04 0.12
6 A 0.05 0.43 0.05 0.31 0.04 0.13
T 0.04 0.47 0.1 0.24 0.04 0.15
1 A 0.26 0.22 0.05 0.11 0.06 0.35
T 0.20 0.24 0.08 0.11 0.07 0.38
8 A 0.36 0.09 0.01 0.09 0.02 0.44
T 0.26 0.11 0.02 0.25 0.03 0.34
9 A 0.20 0.05 0.05 0.44 0.03 0.23
T 0.20 0.05 0.64 0.38 0.04 0.29
10 A 0.01 0.08 0.02 0.57 0.02 0.30
T 0.04 0.07 0.02 0.58 0.03 0.28
1 A 9.10 0.22 0.06 0.46 0.02 0.13
T 0.04 0.22 0.27 0.58 0.01 0.08
12 A 0.06 0.08 0.10 0.63 0.02 0.11
T 0.10 0.23 0.03 0.51 0.03 0.12
*
Analysis.

! Test.
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TABLE 24
Comparison of Reaction Force

Reaction Force: Accelerometer (Strain Gage)a

Mode Fy Fy F, My My M,

(1b) (1b) (1b) (in.-1b) (in.-lb) (in.-1b)

708 401 -120 -8 16700 60000 -1270
(517) (-169) (54) (15587) (52441) (~1565)

703 75 383 8 -52400 11600 1394
(78) (391) (-102) (-33728) (6802) (1926)

701 45 -28 -4 10300 1110 11400
(50) (-36) (-10) (9540) (-1398) (12847)

702 19 131 19 -49300 59 2440
(14) (138) (-22) (-44093) (-1311) (2374)

704 -2 19 -44 -3900 23700 8060
(-1) (-1) (-50) (-1585) (25842) (9087)

705 25 -4 -107 684 15000 -3440
(22) (5) (-119) (62) (14108) (-4483)

711 12 -2 1080 241 18100 -2240
(5) (-2) (1106} (974) (18207) (-3388)

117 17 -6 444 1810 833 -1490
(28) (-40) (465) (3392) (762) (-557)

712 2 28 125 2600 -438 1200
(17) (81) (97) (-63175) (248) (920)

3Numbers in parentheses refer to strain gage measurements.

then

an = 2PMpn @y
%]
nn =_2m{f}

(42)

(43)

160

Each generalized mass term My, is calculated
from Eq. (43) by measuring the modal damp-
ing, frequency, velocity of the participation
factor, shaker force, and displacement in the
force direction. The ccmparison is in Table 25.
Since the modal damping pp, varied, the Mpn
varied accordingly. As noted, the Mpp is
within the range of the damping measured; how-
ever, because of the variation in o, My, can-
not be accurately measured by this method.
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TABLE 25
Generalized Mass Comparison

Based on
Damping Baserd on
Moce Aver- Mode Shape
High age Low

708 |0.065 | 0.141 | 1.021 0.261
703 {0.111 ; 0.179 | C.617 0.252
701 |0.130 | 0.227 | 0.833 0.290
702 }0.063 { 0.091 | 0.410 0.364
704 |0.133 { 0.290 | 0.785 0.344
705 | 0.056 | 0.081 | 0.330 0.244
711 | 0.902 { 1 499 | 3.037 0.681
T7i2 | 1.111 | 2.043 | 5.557 0.776
707 | 0.011 | 0.J24 | 0.060 0.083
714 {0.171 | 0.376 | 3.141 0.397
713 {1.292 | 2.179 | 6.692 1.101

FINAL DYNAMIC MODEL

The final VO dynamic model is a combina-
tion of the modal test configuration and sub-
structure characteristics verified by substruc-
ture tests. Since Eq. (22) representing the
modal test configuration was verified by test,
thec parameters are accurate. Modifications
are made to update the parameters to the
V-S/C Mission B configuration. The subscript
FB denotes Mission b configuration, The
changes are:

CHANGES REASON

The mass of the pro-
pellant is changed to
the Mission B config-
uration; see Table 2.

(Ml o to (M]pp

The dynamic charac-
teristice of the
propulsion module
change:s

{q}P,T 2 {q}P,FB

The dynamic charac-
teristic of the scan
platform changes
since its joint is
allowed to move along
the serrations

<q}S,T 2 ’:q}s, FB
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The parameters verified by the modai fest
and updated to represent Mission B are com-
bined with the remainder of the substructures.
Each substructure ir verified by a modal test.
The combined equation of motion represented
by Eq. (18) becomes

g 15t fut
IR 1 (R IR
) 1 luis
S W ip
Vits s Vs
)
ey e el gt [RYeg y laic ‘ (o]
Tispa 1ispa 1%spa
Nl Vilsp Mism
Vispa Vispa Lilspe
Viisps 1isps 1ism3
kB ¥B FB
(44)
s = (52 w9
{#); - [s10e3{u) e)

Table (26) summarizes the various param-
eters verified by the corresponding tests.

SR




TABLE 26

Test Verified Models
Parameter Description Test for Verification
[M]FB Mission B mass matrix All the modal tests and the propellant

(Klpg

{s]

Rigid body mode

Model of bus with CTA/VTA

Displacement function of
propulsion

Displacement function of scan
platform

Displacement function of
cable trough

Displacement function of solar
panel with relay antenna

Displacement function of solar

panel

Damping matrix for Mission B
configuration

Siiiiness matrix for Mission B
configuration

Load matrix

effective weight tests

Calculations MEh should check with the rigid
inertia properties of the V-S/C/CTA/CTA at

its base

Static test on the bus and system modal
test; the CTA/VTA only included in the
system modal test

Modal and static test of propulsion module
and system modal test with reieree fluid

Modal Test of scan platform and system
modal test without joint slippage; the jcint
slippage was included for load analysis
since higher forces would result in joint

slippage

Modal Test of cable trough and system
modal test

Modal and static solar panel tests with
a relay antenna

Based upon a mathematical model of the
solar panel with a relay antenna; the relay
anienna was removed from the math model
for this configuration

Data based upon modal tests where avail-
able; the damping matrix was diagonalized
at each transformation; the kinetic energy
evaluation of the modes was used as a
guide to estimate damping; solar panel
viscous dampers were not included but
estimated as a modal damping

fabstructure modal and static tests; sys-
tem modal tests

Substructure modal and static tests; system
modal tests
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The real eigenvalues and eigenvectors of
Eq. (44) with [C]pp = 0, results in

{ulr
{U}B
{afp

{q}S I{u}R
lafe : [»]FB) (47
{alspa {clen

{q}spl
{q}spz

{
{q,-sm
FB

Substituiion of Eq. (4']1) with Eq. (44) and pre-

multiplication of [¢] Fp results in

Mep  Meg | (file

Mip [\Mgg]J {&les

[0 0 ] ifg
+ (48)
0 l.\c Eg] 3
o 0 ] {U}R
+ =[o]
L g ['\KES] {X}FB

{Plg = [810#)pp{xX}ep (49)

{P}; = (310, [#)p{xlep (50)

The procedure to obtain the flight model
was not complicated. The effort required to
obtain [C EE | was based upon engineering

judgement. Since damping for mast substruc-
tures is measured or estimated, the system
damping matrix was based upon the kinetic
energy contribution of the substructures to the
system mode.

The data represented by Eqs. (48) through
(50) was transmitted to MMA to couple the VLC
on the VO to obtaia the V-S/C mathematical
model.

CONCLUSION

Highlights of the steps leading to the VO
dynamic model are summarized with the
mathematical equations and data. The success
is attributed to substructure modal coupling
concepts where each substructure is experi-
mentally verified. The degree of correlation
is dependent on the use of the dynamic model.
The mode shapes and frequencies of the sys-
tem correlated well but some difficulty exists
in correlating moadal forces. A measure to
establish the degree of correlation is still
required.

An overall structures and dynamics pro-
gram integrating the substructure analysis,
hardware availability, and test will result in
a successful dynamic model. Qverall system
modal tests may not be required.
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system.

A modal test of the Orbiter Development Test Model (ODTM) has been
conducted to verify, or update, the mathematical model used for load
analysis. The approach used to assure the quality and validity of the
experimental rata is defined, the modal test is described, and test
rasults are presented and compared with analysis results. Good cor-
relation between the analyses and the test data assures an acceptable
model for incorporation into the mathematical model of the launch

INTRCILUCTION

The Jet Propulsion Laboratory is respon-
sible for the Viking Orbiter System (VOS),
which is part of the overall Viking Project
managed for the National Aeronautics and Space
Administration by the Viking Project Office at
Langley Research Center. Two Viking space-
craft will be individually launched on a new
Titan IIIE/Centaur D-1T launch vehicle in
August 1975,

The analysis process used to define design
loads utilizes mathematical models of the
launch system and of the Viking spacecraft.
The information is in the form of moda! char-
acteristics and requires the use of moda!l
coupling techniques for sclution with present
computers [1]. Experimental verification of
the dynamic characteristics is necessary to
provide confidence that the analysis model ade-
quately represents the actual structure.

The major objectives ot the test [2] were
to determine the dynamic characteristics and
to evaluate the dynamic load paths of the ODTM
configuration. Special efforts were made to
ensure that the accelerometer measurements
would provide valid dynamic information,

Strain gage measurements were desired at the
highest feasible excitation level consistent
with constraints to limit the accumulation of
fatigue damage.

Before the tests reported in this paper
were conducted, modal tests had been made on
major and minor substructures of the VOS.
Some of these tests were conducted to provide
improved dynamic predictions for the mathe-
matical model of the modal test configuration.
These included tests of the propellant tank
(""'slosh' test), propulsion module, scan plat-
form, and cable trough. Additional tests were
conducted on the solar panels and the high-
gain antenna to provide experimentally updated
characteristics for inclusion in the final math-
ematical model of the VOS,

The general techniques described below
for obtaining valid data and for data evaluation
and correlation for the modal test configuraticn
were also used in the substructure tests. In
some cases, improvements were made in the
test operation as a result of the substructure
test experience.

Each test contributed to better definition
of the dynamic characteristics of the modal

“This paper presents the results of one phase o/ research cariied out at the Jet Propulsion
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test configuration and thus to improved confi-
dence in the modal test predictions.

The planned approach to assure the quality
and validity of the test results included com-
puter programs especially written for pre-test
and post-test calculations, and data checks
made during the tests. The computer pro-
gram outputs provided information for conduct-
ing the tests, for evaluating and correlating
the test results with analysis predictions {3],
and for delineating the source of differences,

MATHEMATICAL SUMMARY

A brief description of the mathematical
operations and terminology used in this test is
provided below, primarily in the form of
definitions. (Complete development can be
found in [3], [4], and [5].

[m]A. [m]T mass matrix; analytical, test
[4]a, o) normalized mode shape matrix
(vectors)

[é]g rigid-body vectors

l¢],{[m]-r [6]a = [m] test for (n

validity of [m]

1~y

rmeeJT orthogo- (2)

417 [m)T (6]
nality, test

[mrr] rigid-body mass matrix
[mer]) rigid-elastic inertial coupling
rr . re
T . _';n__ total elastic and rigid-body
- matrix
er . ce
m , m
[mer] [mee]‘l [(m™e] - [m:;f] effective (3)
mass
rr rr} _ .
[m ] - [meff] = fmresJ residual (4)
mass
matrix

Note that the normalization for the orthogo-
nality matrices is such that each diagonal term
ig 100%. The effective mass terms for each
modc are also presented in terms of percent of
the total rigid-body value,

TEST CONFIGURATION

The configuration selected for the modal
test (Fig. 1) included a rigid simula‘ion of the
Viking lander capsule (VLC), the Viking lander
capsule adapter (VLCA), the Viking Orbiter,
the Viking spacecraft adapter, and the two
adapters connecting the spacecraft to the

b L

PRESSURANT TANK \nc.lo ONRiGER

—VICA

SCAN
PLATFORM
—CABLE TROUGH

WS

PROPELLANT TANK

_— THRUST ASSEMBLY

VIKING SPACECRAFT
ADAPTER

!
Fig. 1 - Modal test configuration

Centaur bcoster (the Viking transition adapter
(VTA) and the Centaur truss adapter (CTA)).
The Viking Orbiter included tl.e bus, propul-
sion module, scan platform, and cable trough.
Specifically excluded were the solar panels
and the high- and low-gain antennas, which
had been tested earlier, The thermal blankets
were also excluded from the test article,

The rationale for selecting the components
of the test configuration included the necessity
to provide good analytical interfaces between
the test article and both the flexible lander and
the Centaur booster, and the requirement for
obtaining accurate information on the dynamic
characteristics of the major components of the
VOs.

The inclusion of the rigid lander and the
VTA/CTA trusses provided good mathematical
interfaces, and the ability to attach shakers
and to position accelerometers took precedence
over inclusion of some of the less important
components.

DETERMINATION OF INERTIAL
PROPERTIES

The inertial properties of each item of
the test article were experimentally deter-
mined or were calculated using measured
weights and a detailed (estimated) weight dis-
tribetion of the item. In particular, the
properties of each bus bay were obtained by
using measured values of the contents of the
bay supplemented by calculation of the bus
structure contribution. Similar weight
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calculations were made for other items; the
resulting weights were used in both analysis
and test prediction and in correlation
calculations.

The propellant tanks were filled to the
flight ullage condition with referee fluids
(liquid Freon and isopropyl alcohol) aud pres-
surized to 100 psi above ambient. The "effec-
tive' weight parameters were obtained from
the reeults of the ""slosh’ and propulsion mod-
ule tests.

The total weight of the test article was
7456 1b, of which 3235 1b (43%) was liquid.

The breakdown into weight items was
coordinated with accelerometer positions so
that the contribution of each portion of the
etructure to the total kinetic energy was cor-
rectly accounted for. For each weight item, a
transformation for relating the accelerometer
readings to the 6 degrees of motion of the
lumped mass was generated and was inverted
to prove its validity.

Meaningful comparisons between experi-
mental and analytical results (such as ortho-
gonality) are not possible if the inertial
properties for each are not realistic and com-
patible. The difficulty arises in part because
the analysis uses a2 more detailed distribution

and generates mode shapes at many structural
node points, whereas the experimental distri-
bution uses larger "lumped” masses and mea-
sures motion with a llmited number of accel-
erometers. To determine that there was
equivalence, a transformation of the analysis
mode shapes to accelerometer readings was
made and was used with the experimental mass
matrix to obtain an "'orthogonality'’ matrix
(see Table 1 and Eq. 1). The clos~ approach
to being diagonal indicates the validity of the
experimental distribution.

TEST FACILITY AND INSTRUMENTATION

The test was conducted in a special test
facility consisting of a seismic base and a test
tower. The test tower provided sets of beams
and cranes for pendulous support of electro-
dynamic shakers, as well as catwalks and lad-
ders for adjusting the cranes and for access to
the test article (Fig. 2).

The test article was instrumented with
125 accelerometers and 290 strain gages dis-
tributed as shown in Table 2.

The accelerometer data acquisition system
utilized a scanner to acquire the acceleration
signals sequentially in a preselented order.
The output of each scanned acceierometer sig-
nal and of a reference accelerometer signal

TABLE 1
Orthogonality of Analytical Modes and Test Mass Matrix?
4.35| 4.40 7.48 | 7.83[10.92|13.36{14.64 [17.95(18.81{23.42|24.28] 26. 18 F’egl“:“cy'
1 2 3 4 5 6 7 8 9 10 it 12 Mode
100 0.9] -0.3| -0.2] 0.8] -0.9] 1 1.6 -1.74 -0.3| -0.9] 0.4 1
100 -0.2] -0.2| 0.3] 0.1| -o0. 0.2| -3.1| o0.4| -2.2] -0.4 2
100 1.3] -1.6) 1.1] -1.7] -1.4] o -2.1| -1.2] 0.7 3
100 -0.4| 1.2| -0.2) -0.3§ -2.7{ 1.7} -0.3] 1.1 4
100 1.0 o. 1.1] -0.6| 2.2 -0.2] 1.1 5
100 0 -0.7! 0.8| 0.9} -0.9| 1.8 6
100 -1.8{ 0 0.2( -2.31 0.9 7
100 -0.2| -1.4| 1.2] -0.2 8
100 -0.9( 0.7 -1.4 9
100 -1.0| 0.2 10
100 -2.3 11
100 12
2See Eq. (1).
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Fig. 2 - Modal test setup

TABLE 2
Instrumentation Distribution

r Substructure Accelerometers 2tram
ages

Rigid lander 6
VI.CA 18
Bus (16 bays) o) 163
Cable trough 8
Scan platform 6
Attitude control 4
support
Viking space- 36
craft adapter
Propulsion 33 69
module
Total 125 290

(selected for each mode) was fed through
matched tracking filters to a gair -phase meter,
where it was reduced to ratio and phase angle
form and converted by a coupler and

e L b

teletypewriter to printed and punched tape out-
put. The strain gage system procured data in
a similar manner. Information to fully iden-
tify each run was manually inserted with the
teletypewriter.

The equipment could operate in a ''manual
select'" mode to allow examination of accelera-
tion ratio and phase of any individual channel.

TEST OPERATIONS

The test article was excited by (up to)
ten 25-1b peak force Ling shakers. The sys-
tem provided separate power supplies for the
field and armature current; an oscillator to
control the frequency of excitation; meters,
oscillographs, and oscilloscopes to monitor
the operation; and a means to simultaneously
open the armature circuits for decay
measurement.

The physical operations used to find and
isolate the ''pure'' modes of the test article fol-
lowed a normal pattern of searching for a
response peak, then adjusting shaker positions,
forces, and phases until Lissajou figures of
force and velocity closed. For a simple sys-
tem with good frequency separation and little
stiffness or inertia coupling, this is an ade-
quate approach. Initial calculations of the
dynamic characteristics of the test article
indicated that this approach would probably
not be completely adequate.

To supplement the approach, computer
programs were formulated to provide tables of
predicted frequencies and mode shapes in the
form of normalized accelerometer readings,
normal mode plots, and plots of residual
weight.

Figure 3 is an example of a residual
weight plot [4, 5] for the Z direction, The plot
is a measure of the importance of the mode in
that direction and of the number of modes
remaining to be isolated. In conjunction with
a typical plot of the mode shape (Fig. 4) and
tables of local kinetic enerygy distribution
(Table 3), the residual weight plot provided
information for the placement, phase, and
force levels required to excite each mode,
Residual weight plots were provided for X, Y,
and Z translations and for 64, 8y, and 6, rota-
tions; the mode shape plots included two lateral
views in addition to the plan form view shown.
The tabulated mode shape data allowed selec-
tion of the reference accelerometer channel
and, with the data acquisition system in the
"'manual mode, ' a means for checking the
amplitude and phase readings of important
accelerometers with the predicted values. If
these comparisons were not satisfactory, addi-
tional adjustments of frequency and shakers
were made,

When satisfactory isolation was obtained,
the accelercmeters and strain gages were
recorded, and oscillograph decay records of

SR T

N A2 WA R




L

7000~ '1 -
6000 =
2
%W 50001~ ~
3
-
8
- 4000 -
H
:
5 W00 -
H
2000~ e
1000~ .
0 1 1 =l 1 =y I =
[ S 10 15 20 25 30 35
MODE

Fig. 3 - Analytical residual weight plot, W,
vs mode number (see Eq. 4)
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DOTTED LINES INDICATE MODAL DISPLACEMENT
FREQUENCY 7.48 H:

Fig. 4 - An analytical mode shape

selected accelerometers obtained. Additional
recordings of each mode were obtained at
higher levels with adjustment of frequency and
shaker force, if required, to re-establish the
mode. The higher-level tests were made to
obtain more realistic damping and to establish
the linearity characteristics of the test article.

As each recording was completed, the
punched paper tapes were transmitted to
storage in an 1108 computer and were pro-
cessed by special data reduction and evaluation
programs,
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Three basic shaker setups were used —
with major forces in the X, Y, and Z direc-
tions. After all the excitable modes for a
given direction were obtained, sine sweeps
were made to reveal possible additional modes.
Routinely, a mode obtained early in a given
shaker setup was reacquired before the setup
was changed. In several cases, a mode was
excited a second time by shakers in a different
basic force direction,

DATA CHECKS

Prior to and during the test operations,
planned checks were made to ensure that good
strain gage and accelerometer data would be
acquired, Additional checks were instituted
as a result of anomalies encountered during
the test.

During assembly and disassernbly of the
test article, and before and after each test
period, static strains were recorded and pro-
cessed. Before and after each test period, a
scan of excitation voltage was taken. Good
comparison of these readings to a standard set
indicated that the data were valid., Any sig-
nificant change wac investigated to determine
the cause of the discrepancy. A similar check
on the gain-phase meter output was included
when an intermittent error in output numbers
was observed.

A series of checks on the accelerometer
data provided comparisons between original
and re-acquired modes, routine on-line com-
parison of modes at successively higher levels
of excitation, and computer comparison of
accelerometer levels to determine those gages
with a consistently low output. A major
accelerometer data error, caused by base sen-
sitivity to stress (transmitted through a
1-1/4-in. micarta block) was detected by
observing a distorted mode shape (Fig. 5).

RESULTS AND DISCUSSION

All important structural modes below
30 Hz were obtained, many at multiple levels
of excitations. An initial set of data was at
least partially invalidated by problems in
strain gage readout and erroneous accelerom-
eter readings, but adequate checks were
developed to ensure the validity of the final
measurements.

The most usually accepted measure of
good modal data is the orthogonality of the
modes as defined by Eq. (2). The pre-test
criterion goal for off-diagonal terms was 10%
or less, From Table 4, the maximum term is
6. 2%, with only three terms equal to or greater
than 5%.

Since the motion of the experimental mode
is defined by a lirnited number of accelerom-
eter positions, the mass matrix used cannot be
considered exact, However, the orthogonality
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Analytical Local Kinstic Energy (Anaiysis Mode 701)2

TABLE 3

Local Kinetic Energy Distribution, %

Node
X Y Z ex ey ez Sum
1 0,08 0. 31 0. 00 0. 00 0. 00 0.00 0.40
2 0. 20 0. 06 0. 00 0. 00 0.00 0.00 0. 26
3 0.05 0. 05 0. 00 0.00 0. 00 0.00 0.11
4 0. 00 0. 06 0.00 0.00 0,00 0.00 0. 06
5 0.01 0.10 0.02 0.00 0. 01 0.00 0.13
6 0.01 0.11 0.01 0.00 0.00 0.00 0.14
7 0. 06 0.13 0.00 0. 00 0.00 0. 00 0.19
8 0.16 0.08 0.00 0. 00 0. 00 0. 00 0. 24
9 0. 09 0. 66 0. 01 0. 00 0.00 0. 00 0.77
10 0.02 0.50 0.02 0.060 0.00 0.00 0.54
11 0. 01 0. 51 0.01 0. 01 0.01 0.00 0. 55
12 0.16 0. 84 C.03 0.00 0.00 0.00 1.03
13 0.00 1.02 0.02 0.00 0.00 0.00 1.05
14 0.12 0. 35 0.00 0.00 0.00 0.00 0.48
15 0.02 0. 39 0.00 0.00 0.00 0.00 0. 41
16 0.c0 0. 51 0.00 0.00 0.00 0.01 0.53
101 5.39 3.98 0.01 0. 43 7.59 62, 20 79.61
301 4,55 3. 60 0.03 0.02 0.00 0.11 8.32
303 2.63 0.33 0. 01 0.02 0.02 0.10 3.10
401 0.14 0.00 0.00 0.00 0.00 0,03 0.18
501 0.19 0,04 0.00 0.00 0. 00 0.02 0. 25
201 0.95 0. 06 0.07 -0.02 0. 24 -0.03 1. 27
402 0.05 0. 00 0.00 0.05
403 0. 05 0.00 0.00 0.05
404 0. 05 0. 00 0. 00 0. 05
601 0.02 0. 01 0.00 0.03
602 0.02 0.10 0. 00 0.12
603 0. 01 0. 00 0.00 0. 01
604 0. 01 0.07 0.00 0.07

15.02 13. 89 0. 26 0. 46 7.90 62, 46
2Frequency = 7.48 Haz,
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Y at matrix of Table 1 indicates that an adequate
ws representation has been used.

The experimental frequencies show good
comparison with the analytical predictions
(except for one mode) with 4n average increase
of about 5. 5% over the analytical (Table 5).
Typical correspondence of the modes is shown
by means of the effective mass (Table 6) and by
modal plots (Figs. 4 and 6). In each case, the

relationship between analytical and experi-
.‘T mental data is good. Table 6 verifies that the
major modes have been obtained when a mini-
mum of 89% of the effective mass is accounted
for. Additional good comparisons of ''cross'
orthogonality, mode shapes, and kinetic ener-
gies are shown in [3).

Y COORDINATE
e~

NIRRTy T Although good comparison of the analyti-
- - = cal and experimental results does not neces-
X COOKDINATE sarily assure that the experimental data are
DOTIED LINES INDICATE MODAL DISTORTION good, when an analysis is updated by data N
FREQUENCY  7.84 Hx obtained from modal tests of substructures, a
good comparison tends to reinforce the validity
Fig. 5 - Distorted experimental mods shape of both.
TAB..E 4
Orthogonality of Test Modes®
4.51 | 4.65] 7.84 | 8.30 [11.51[14.19]15.35[19.61 |19.82 [24.85|26.49]29.34 F";l{‘;e"cy'
708 743 701 702 704 705 711 709 712 707 713 714 Mode
100 6.2t -0.2| -1.1] -0.3 1.1t -2.3] -1.9| -1.7 0.6 0 -0.6 708
100 0.1 -1,2}| -4.1 3,0 -0.9( -2.4 1,0} -1.2f -1.5; -2.5 743
100 0.4 0.8 1.6 -0,2| -0.7| -1.5| -0.5 0.4 3.5 701
100 1.0 1.3 1.2 1.1} -1.8 1.2 -0.5] -0.1 702
100 0.6 0.8 1.7 -1.0 0.2] -0.4 4,6 704
100 0.4 -0.6 1.5 4.4 1.6 -5.0 705
100 -0.1| -0.1 3.6 -1.3] -0.2 711
100 -2.7 1.0 2.5| -0.2 709
100 5.9 2,71 -1.1 712
100 -3.4| -1.9 707
100 -1.5 713
100 714
%See .Eq. (2).
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TABLE 5
Analysis Prediction and Modal Test Fecuencies
. Analysis Test Percent
LD Vil Frequency, Hz [Lestiitoas Frequency, Hz Deviation
1 4.35 708 4.51 3.55
2 4. 40 743 4. 65 5.38
3 7.48 701 7. 84 4.60
4 7.83 702 8. 30 5.65
5 10.92 704 11.51 5.12
6 13,36 705 14. 19 5. 85
7 14. 64 711 15. 35 4.63
8 17,95 709 19. 61 8.45
9 18. 81 712 19. 82 5.10
10 23.42 707 24. 85 5.75
11 24. 28 714 29. 54 17. 8
12 26.18 713 26. 49 1.17
TABLE 6
Analytical and Experimental Sffective Mass?
Mode X Y z 8y by 0,
1 96. 420 1. 76 0.01 1.34 85. 20 0.14
(89.51)¢ (7.97) (0, 03) (6.12) (78. 23) (0. 88)
2 1,67 87.47 0.0 63. 66 1.49 1. 09
(3.30) (86. 49) (0.03) (64. 45) (3.15) (1.13)
3 0.95 0.28 0.0 1.75 0.02 55. 21
(0. 89) (0.35) (0.01) (1. 88) (0. 02) (56.91)
4 0.06 5.60 0.013 28.95 0.01 1. 94
(0.10) (4. 81) (0.10) (27.51) (0. 0) (1. 66)
5 0.05 0. 06 0. 56 0.10 6.40 19,58
(0.0) (0.11) (0. 58) (0.19) (7. 80) (20. 43)
6 0. 20 0.06 5.63 0.10 4.77 9. 83
(0. 38) (0.01) (6. 67) (0.01) (5. 65) (7.39)
7 0.0 0.01 49.02 0.01 0.40 0.25
(0.01) (0.0) (51. 80) (0. 0) (0. 63) (0. 24)
8 0. 02 0.01 12.98 0.01 0,04 0. 07
(0. 02) (0.0) (12.52) (0.01) (0. 0) (0. 15)
0.0 0.06 0.45 0.06 0.0 0.41
? (0. 0) (0. 05) (0.90) (0. 02) (0. 0) (0.09)
10 0.6 0.02 3.15 0.03 0.0 0.0
(0. 0) (0.01) (0,58) {0, 03) (0. 01) (0. 04)
11 0.0 0.02 13.60 0.07 0.0 0.23
(0. 0) (0.01) (11.57) (0.02) (0.0) (0. 06)
12 0.0 0.02 5.02 0. 06 0.0 0.0
(0.0) (0.07) (22.17) (0. 20) (0.0) (0. 06)
Total 99. 37 95. 37 90. 45 96.12 98. 33 88. 75
(94. 39) (100. 24) (95. 96) (100, 20) (95. 89) (89. 15)
aSee Eq. (3).
bAnalysis.
CTest.
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Fig. 6 - Valid experimental mode shape

The accuracy of modal strain is more
difficult to establish. One representative mode
is presented to help establish the accuracy as
related to data scatter on strain magnitude.
Figure 7 shows small scatter over a stress
range approaching specified stress limits.
(Since the limits were set to preclude possi-
bility of fatigue damage, the member loads
and strains are not large.)

Other methods were used to establish
strain gage accuracy. The modal forces can
be evaluated from strain gage or by a static

200 — T T 1 T !
MO DF 701
10k FREQUENCY - 7.84 H 1
Eiehin MEMBER 754
£
S
: ok
3 &
z
§ -
- & -
ol PEMBER 755
0 1 1 L | | |
0 0.04 0.0 0.2 0.6  0.20 0.4 0.28

RESPONSE ACCELERATION, g (PEAK)

Fig. 7 - Strain vs response acceleration

solution of a structure with modal inertial
forces. Table 7 shows the Viking lander cap-
sule adapter results compared on this basis.
Table 8 shows the Viking spacecraft adapter
results based on the reactive forces from the
VTA into the struts. A general observation
is that the strain gage rzadings are accurate
to within 25% if the magnitude of the strain

is greater than 5 pin. /in,

Damping was generally low, with the
highest value (2% critical) corresponding to the
two lowest frequencies where sloshing of the
fluids was greatest. From Table 9, the lowest
value was 0, 4% for a mode which was domi-
nantly rotation about the pitch axis for the
rigid lander,

In general, the structure responded in a
linear manner for the level of excitations
achieved, as shown by the strain curves,

SUMMARY AND CONCLUSIONS

A modal test has been conducted on the
ODTM configuration of the Viking spacecraft
using a coordinated approach of analysis and
test, Results from modal tests of substruc-
tures, conducted earlier, were used to pro-
vide data to improve the analytic model of the
test article, from which high-confidence pre-
dictions of test characteristics were obtained.

The good correlation that was obtained
between analyses and post-test data reductions
reinforces the validity of both types of data and
assures an acceptable model for incorporation
into the analyses of the complete launch vehicle.

TABLE 7
Viking lander capsule adapter forces
Forces, i\
Percent
e Strain Inertial Error
Gage Load
750 161 175 8. 70
751 53 47 11. 30
752 262 299 14. 20
753 279 291 4,20
754 116 131 12. 80
755 104 130 24, 65
2For mode 713, frequency = 26. 49 Hz.




Viking Spacecraft Adapter Base Reactions

TABLE 8

Force, 1b Moment, 1b-in.2
Mode
Fy Fy F, M, My M,
708 4012 -126 -8 16700 60000 -1270
(517)b (-169) (54) (15587) (52441) (-1565)
703 75 383 8 -52400 11600 1394
(78) (391) (-102) (-33728) {6802) (1926)
701 45 -28 -4 10300 1110 11400
(50) (-36) (-10) (9540) (-1398) (12847)
702 19 131 19 -49300 59 2440
(14) (138) (-22) {-44093) (-1311) (2374)
704 -2 19 -44 -3900 23700 8060
(-1 (-1) (-50) (-1585) (25842) (9087)
705 25 -4 -107 684 15000 -3440
(22) (5) (-119) (62) (14108) (-4483)
711 12 -2 1089 241 18100 -2240
(5) (-2) (1106) (974) (18207) (-3388)
717 17 -6 444 1810 833 -1490
Y (28) (-40) (465) (3392) {762) (-557)
712 2 28 125 2600 -438 1200
(17) (81) (97) (-6375) (248) (920)
B =
3Values from inertia] loads.
Values from strain gages,
TABLE 9
Summary of High-Level Tasts
’ q . . Damping
Basic Mode | 11igh-Level High-1 svel Ratio? | Member Load, 1b | Stress, psi G
Mode Freq, Hz p = ——
Cer
708 708 4. 51 4.48 751 125 430 0.020
743 753 4. 65 5.98 754 93, 321 0.020
701 701 7. 84 1. 07 754 520 1780 0.007
702 732 8. 29 1.56 752 360 1309 0.006
704 704 11.43 1.51 755 370 1280 0. 005
705 705 13,95 1.41 752 398 1150 0.004
711 711 15,32 1.39 664 287 1848 0.007
709 709¢ 19,61 7.1 750 79 250 0.010
712 712 19, 47 1.84 750 304 975 0.013
707 747 24, 39 2.42 A-P4v - 2065 0.014
713 713 26. 39 1.31 753 428 1311 0.007
714 714 29, 44 3.12 754 180 629 0.009
a - specified limit
Ratio of actual load
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DISCUSSION

Mr. Dorland: The last modal test I was involved
in, linearity was a big bug-a-boo that we had

to cope with., What would your strategy have been
if the structure had not been linear?

Mr. Leppert: The structure tere was linear but
we have nonlinear components in our total vehicle.
The solar panels are sttached to the truss by
means of viscous dampers. They also have sttach-
ments with a little bit of slop in them. This

is one reason why they were left off. We needed
to get a good definition of the basic structure
of the airplane. The other modal test of the
high gain antenna showed a nonlinearity with
frequency also. That was the reason for leaving
it off. However, I wouldn't really expect that,
at the test levels used here, we would get into
treuble. At higher leveis there is, I think,

a definite probability that, at 2 1/2 or 3 g
levels on a plece of hardware like this that

you will begin to bend. This is good, in a
sense, because it's an indication that damping

is gcing up, and you would like to have some
damping.

Mr. Wada: Let me answer that question. The
reason we went to such high levels as 1 to 2 g's,
which are very high frow the modal point of view,
was to get as high a damping an possible in the
flight type situation. (The commenter did not
use the microphone aund the balance of his answer
was lost.)

Mz. " land: That is a reascaable strategy.

I have e other question. I gather from the
Schematic ~f the etructure that it is full of
pin joints ¢. tuose trusses.

Mr. Wada: They were monobolts., (Other dis-
cussion lost.)

Mr. Dorland: That brings me to the last questior
T vant to ask. With all those joints of that
nature in the test article, did you find that
the structure tended to work as you were running
the survey. Did you £1-° :hat the mode that you
tuned on the last da;: . the survey came in on
the same frequency as you tuned it on the first
day of the survey?

Mr. Leppert: No, I had no problem setting up a
mcde at the same level that I had set 1t up
before. H.vever, there were two modes one of
them whizh had some nonlinear characteristics.
(Balance of discussion lost.)
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IMPLEMENTATION OF INTERACTIVE GRAPHICS TO A TRANSIENT RESPONSE RING CODE

Robert W. Buchanan®, Thomas N. Vogel®, and Philip G. Underwoodt
Lockheed Missiles & Space Company, Inc.
Sunnyvale, Califo.nia

An interactive graphics approach to the implementation of a transient response ring
code is described in detail, along with the requirements that led to its creation. The
merits of this system are discussed including the ability of the analyst to selectively ac-
cess any mode of operation and view or update any current system parameter. Finally,
the system which is fully operational at Lockheed Missiles & Space Co., Inc., is
illustrated by an example from a production-analysis environment.

INTRODUCTION

The code developed as an extension of the work
begun by P. G. Underwocd [ 1,2] to include various
strain-rate and strain-hardening formulations and an
interactive graphics capability. This paper reports
on the work which was undertaken to determine the
feasibility of employing interactive computer graph-
ics for correlation studies involving experimental
and calculated dynamic response data. Since the
creation of the Hybrid Ring SHORE (HRS) code, the
code has been utilized with great success in a pro-
duction anaiysis environment in various departments
throughout Leckheed. The visible potential of
SHCERE HRS has demanded rewriting of two addi-
tional codes to facilitate an interactive capability.

Though the authors feel the HRS code is an ex-
tremcly economical and practical tool for the analy-
sis of th2 transient response of rings, their primary
goal in 4 riting this paper was not to praise the code,
but ratt: r to indicate the enormous opportunities and
capabi'i izs availshle to the interactive user.

CODE SOLUTION METHUD

The plane stress ring version of the SHORE code
{Shell of Revolution) is based on a one-dimensional
simolification of the original two-dimensional code
[1.2{. In the ring version. the mericional displace-
ment, its derivatives, and stress are assumed to he
equal to zero. The subscquent text briefly describes
the solutior technique. and features of the code.

The shell equations solved by the SHORE code
ave derived by Sanders [3] with provisions for hota
linear and nonlinear kinematic solutions. The

*Researcih Engincer. Vulnerazbility & Hardening Stadies.

i Pesearch Scieviist, Structural Mechanics Lahoratory.

loadings are initial radial velocity, initial step change
in temperature, and surface pressure histories; all of
these can be specified for each mesh point. The
boundary conditions implemented through fictitious
points include symmetry or antisymmetry at the
starting angular location (0 deg) and at the terminal
angular location.

Time integration is handled with the straight-
forward second-order central-difference operator.
Use of the formulation in terms of past- and post-
displacement increments [2} produces a solution
technique most compatible with incremental plasticity
theory. The spatial derivatives are based on second-
order three-point diffterence in conjunction with a
balf-spacing grid. This gridwork greatly simplifies
the expressions for the various derivatives needed,
and it also results in a more accurate solution than
normally associated with second-order finite-
diffcrence expressions (4] .

The plasticity formulations include perfect plas-
ticity, and isotropic and kinematic linear strain hard-
ening options. To obtain thc stress resultants, the
siresses are computed at five points through the
thickness, and the integrations are performed using
Simpson's method. For elastic solutions, algebraic
expressions are used for the integration to save com-
puter time; throughout the coding, algebraic forms
are uscd wherever possible to avoid time -consuming
numerical techniques.

The computational sequence is as follows, Start-
ing with a new increment in time, ‘he required bound-
ary conditions for the disnlacement increments are
set. The increments of strain and stress are com-
puted tirst, then the total strain and stress, and then
a check on vield conditions is made. If yielding has
occurred, new total stresses are computed in the
plasticity subroutine. Now, with the total stresses
available. the resultants are computed. and their

Preceding page biank
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boundary conditions are set. Using the resultants
and their derivatives in the equilibrium equations,
the next increments in the two displacement quanti-
ties are computed, and once again the time loop
commences.

EQUIPMENT

Lockheed's present scientifically oriente 2, inter-
active graphics capability consists of a Tektronics
CRT Display Unit (Ser‘es 400) used in conjunction
with a CDC 6400 Computer System. The CRT display
system consists of two storage scopes, a tablet and
stylus unit, and a hard copy output device. Interac-
tion with the graphics system may be accomplished
through the console keyboard or function keys, the
tablet and styius hardware or th. ,uystick. which can
be used to position points, iines, arcs, and alpha-
numeric characters on the scope. The hard copy unit
is capable of producing 8-1/2-in. by 11-in. dry cop-
ies of any information displayed on either scope.

The CDC 6400 system fextures a 60-bit scientific
computer with a 67,000-word, 100-nsec user avail-
able central memory. It aiso has an additional 8.4
million-word fixed-stack disk unit as secondary stor-
age. The system is specifically designed for multi-
joh processing (seven CPU's) and therefore readily
lerds itself to interactive graphics applications.
Figure 1 provides a view of the arrangement of the
interactive graphics equipment.

sz we et soceia e ) it

BIENd MY del TERTRONICS COY DISPLAY Uil

Fig. 1 - Equipmenr*

In addition. there is a CRT scope which monitors
the prograin cxecution on the CDC 6400 (Scope A).
Through this scope, commands may be input to the
computer during execution. Aisc, it allows the user
to view any coce location or register of the computer.
This is significant in permitting efficient. interactive
debugging or updating of the basic computer ccde.

INTEGRATION OF GRAPHICS INTO CODE

The original transicnt response ring code, de-

. veloped tur the UNIVAC 110~ System, consists of a

set of program modules or overlays whose interde-
peudence is established by input parameters. There-
fore. to implement the interactive graphics, one
additional overlay was written to facilitate five basic
maodes of operution which, when used in the proper
scquence. ailows the analyst to:

(1) Influence the program‘s execution by updating
system parameters.

(2) Overlay experimental and calculated graphs,
overlay two calculated graphs, or selectively
request printed and graphical output.

(3) Update any input parameter or array value

and then re -execute the code. 3

(4) Execute multiple stacked decks of experi- ]
mental or input data.

(5) Pause or terminate program execution at any
desired time.

(6) Verify input decks prior to program 3
execution.

(7) Generate plot tapes for high speed, off-line ]
plotting. i

The CRT scopes are used for two distinct pur-
poses. The first is to display cutput or input cata,
The output can be shown in graphical or printed form.
The input consists of variables or arrays, both of
which can be viewed ard updated as desired. Sec-
ondly, the scopes are used to display questions which
necessitate action by the analyst, or display the set
of commands which are active in a given portion of
the program. Figures 2 to 5 exemplify these
displays.

R

The interactive portion of the code was designed
for ease of operation by the analyst. Through dis-
plays on the CRT's or the 211 scope, the analyst is
constantly able to monitor the program's execution,
and he is cued as to which commands or program
paths are currently available. Also, if the program
encounters some difficulty, suchasnon-convergence,
or non-compatibility between information requested
or functions in the program, it does not error off.
The problem is related to the analyst through the dis-
play, and several avenues of action are then made
available to him. This type of interaction between
the system and the analyst allows for almost on-site
introduction and training on the equipment.

ILLUSTRATIVE EXAMPIE

Some discussion is merited on the type of project
which precluded implementation of an interactive
graphics capability to the existing transient respcnse
ring code.

Figure 6 illustrates the experimental configura-
tion for the study. The pressure imparting device,
or pusher plate, consists of an aluminum/mylar/
aluminum layup preformed to the test specimen's
outer radius. The pusher plate impacts the ring
through an arc of -83 to +83 deg, The use of mag-
netic repulsive forces, which are porportional to the
square of the current density applicd across the
pusher plate. supplies an casily determined and uni-
forn: pressure on the ring. From these tests, inner
and outer surfacc strain gage data were collceted
for several angles.
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UPDATE/RET  KEY F1
NEW VARIABLE KEY F2
NEW CASE KEY F3
END RUN KEY F4
COMPARISON  KEY FS

Fig. 2 — Display of Command Module (CM) of
program, denotes 5 major branches
of code's logic

CALL MENU FIRST
KEY F1

Fig. 3 — Allows for viewing and updating all
input variables and array values

JO ALTER OME VALUE, ENTER LINE MMBER, A DELIMITER, THE NEW VYALUE, DEPRESS RETUNN.
TO ROLL OUT, FXx FCR PROGCRAMED OPTIGN.

OEPRESS: PACE 10 (POATE VALUES, TAS

SYSTEM PARAMETER M@DIFICATION ROUTINE 1

1. 07 18 21. 82 4.7007TEG4
2. LAYS 4 22. ALPHAT -0.

3. K -1 23. 82 4

4 1ewe ? 24. H 2. ¢
5. KT [ 25 Ine 1

6. In2 2 26. 52 1.2 ]
7. 188 1 27. s21 3 H
8. NS 1 28. ETA ¢ i
9. NON -9 29. S2A 2 :
10, KBC(1) 1 30. SZ2a 8. i
11, K8Ct2) 1 31, HA 8. i
12. 1V 1 32. InPA 2

13, 1T 1 33 S22 2

14, 1EPT 1 3%, Szat 3.

15. 1P21 1 35, Rr0A 2

16. IPTT 1 3. 1a 8.

17. RHO £ 67502E-82 37. 1M -2.

18. THD 1. 80ICIE+2 38 va -8

19. LMD -0 39. PR -2

28, ET 4 40GOZE+07 . o7 2 52005E-87

F1 EXECUTION OF PROC. F2 VALUES CMANSEC CONT.  F3 CALL MENU NUMBER 2

Fa CALL COMMAND POCULE £5 VALUES CMANGEC COMP F6 INACTIVE

1 41 %A

Fig. 1 — First of 2 displays of input variables

A particular study which utilized this code con-
sisted of a one-layer beryllium ring which was sub-
jected to transient pressure loadings imparted by the
previously described pusher plate configuration. In
such a study, the analyst might wish to consider
many possible parameters and formulations in an
effort to obtain correlation with the experimental re-
sults. In past studies, because of limitations on time
and money (i.e., high com, ‘ter costs, time in
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de-bugging changes to the code, and the required
one- to two-day tura-around time for graphical out-
put), only a limited number of these variables were
able to be considered.

The major goal of such a study is to enhance our
capability of predicting experiinental results, thus
allowing for the proper placement of strain gage
on specimens, and reducing the overall number of
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DO YOU WANT TO GENERATE AN 1108 PLOT TAPE §

IF YES TYPE RUN NO. AND RETURN

CALL CM TO RE-VIEW PLOTS, KEY F1 . ;

NEW CASE , NO PLOT TAPE GENERATED, KEY F2

Fig. 5 — Allows analyst o generate off-line
plot tape
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Fig. 6 — Test specimeu installed in magnetic pusher assembly
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costly experiments. With the speed and Tlexibllity of
the new code, it was anticipated that for the same ex-
penditure in time and money, additional effort could
be put forth to (1) improve, if necessary, the mater-
ial model for beryllium (2) investigate the effects of
different strain hardening and strain rate formula-
tions or calculated results, and (3) obtain a better
understanding of the interaction between the pusher
plate and the test specimen. The study evolved into
a process of making many short computer runs, and
comparing the calculated data to the experimental
data. After the mode! had compared favorably with
the experimental results for early times, a run was
made for the desired response time intervai. The
interactive graphics system lent itself favorably to
this need because without wasting time, the analyst
could make a run, view the results, change parame-
ters and other system information, and re-execute.
This alleviated the normal wait for the return of batch
jobs and the ultimate hand plotting of experimental
data on the calculated plots. The following para-
graphs briefly describe the work performed, the re-
sults, and the role of the interactive graphics system.

Although the material properties for beryilium are
generally well established, variances do exist in
specimen properties because of the manufacturing
methods {5] . Table 1 gives the final values used for
the material model, and the bands over which such
parameters as the yield stress, fracture stress,
elastic modulus, and density were evaluated. A pre-
liminary study conclusively showed that the ring's
response, over the range of these parameters, is
almost invariant. Also, note that the peak response
values are identical (Fig. 7). Having determined the
effect of the material properties on the response, the
more difficult portion of the work was undertaken
determining the proper plasticity formulation.

Two strain-hardening formulations (isotropic and
kinematic), and two strain-rate effects were investi-
gated. In past studies, oniy an isotropic formuiation
with no strain-rate effect was used. However, be-
cause of the characteristic reverse loading behavior
of beryllium, as noted in other experiments and
papers [5), it was believed that perhaps a kinematic

TABLE 1
Table of Vaiues

T
Material Range of Valves | AELS
Prope:ty Evaluated Chosen
‘ for Study
Yield Stress 4.2E4 to 4.7E4 psi | 4.7E4 psi
Fracture Stress | 5.7E4 to 1.0E6 psi | 5.7bk4 psi
Tension
Compression 1.0E5 to 1.0E6 psi | 1.0E5 psi
Elastic Moduius | 42E6 to 14EG6 psi 1.4E7 psi
Density 6.675E-2 to 6.675E-2
6.688E-2 Ib/in.2 ib/in.2

Strain Hardening | 2.94E5 psi 2.94E5 psi

Modulus
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KJSPONSE VS, MATERIAL PROPERTIES OF
BERRYLIUM (CASE 1.) s
INKNER FIBER STRAIN AT THETA - 0.00 DEG  22.39.0%.

1.ox1093[

STRAY Y

<

-1,0x10°%3|

Fig. 7 — Shows programs capability of overiaying
two caiculated piots

strain-hardening formuiation would more arcurately
describe the material response for the in~lastic
cases. Figures 8 and 9 show the results of the iso-
tropic and kinematic formulations, respectively.

The kinematic formulation exhibited greater strain
reiaxation (i.e., less permanent strain) than the ex-~
perimental results because the difference betv.een
the yield stresses in compression and tension was
kept constant, i. e. ,no Bauschinger effect was consid-
ered. This formulation afforded too much elastic
deformation between the yieid points. After further
investigation, the isotropic formulation with 1 percent
structural damping was chosen because it seemed to
give the best approximation to the early time experi-
mental peaks, and it aiso proved to give good results
throughout the entire time intervai of the response
(Fig. 10).

20C1. 73
23,20 . 54

EXAPMILE CF 1SOTROPIC STRAIN
HARDINING ( CASE 2)
INNEREPER STRAIN AT THETA = 0.00 DEG

4 S I SR

ooy DK (DR ;4%,,_} I

-2.0x107% 1

!
b

STRAIN

03 oL PPN SO | .- N | W S |
0 2.0x10°%  aoxi00 6.0xt0™™  g.oxi0
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Fig. 8 — Example of isotropic strain hardening
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DIAMPLE OF KINEMATIC STRAIN 20C1.
HARDENING (CASE 2) 23.11.32
ININER FIBER STRAIN AT THETA = 0.00 DEG

. [} :
% boce —— - \ Tr 1t

e e T D S N

}

+ —

S NNl

o LT i i

-4.ox|o"”' I nif .—2 -
i / j ’f —

2010 g ox10® L ooxi0™  8.0x107%

STRAIN

TIME

Fig. 9 - Example of kinematic strain hardening

EXAMPLE OF ISOTROPIC STRAIN 20C1.73
HARDENING (CASE 2 24.02.54
ININER FIRER STRAIN AT THFTA = 0.00 DEG

I T

| A T T I
et
2.0x10°%3 Y I p——r

STRAIN

-4 esp | L A ol | I cncu.‘um N—
4,015 ﬂhr . \" “y&m RESPONSE __j
VT, R 1 ol L

-6.0x10” L exmrmenta s L
| DATA '

L e

PN

-8.0X10

1.0X10 03 1,5x10°03

TIME

Fig. 10 — Experimental data (solid line) caiculated
response (cashed line)

Incorporating time-dependent strain-rate effects
into the code proved very difficult because of the
it rative scheme of the code, and entailed more time
than it subsequentiy proved to be worth., Two formu-
lations, one from Ref. [6] and the other derived by
the authors were examined. Both however, produced
excessively high yield values, thus allowing for large
stresses which ultimately exceeded the specified
fracture strcss, Because dynamic fracture stresses
are somewhat arbitrarily chosen and in the experi-
ment the rirg was known not to have failed, the frac-
ture stress was increased to prevent fracturing (final
value equaled 1.0 E6 psi). However, the resulting
strains were then inappropriately small (the stresses
still being very large) with respect to the experimen-
tal results. It should be noted that the intcractive
portion of the code proved extremely effective as
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a debugygiog aid during this portion of the study. The
211 CRT scope was used to trace logic and data er-
rors, thus allowing for the fast location and updating
of the incorrectly coded areas.

The addition of the extra mass associated with
the pusher plate also proved very important in
achieving good correlation. The pusher remains in
contact with the ring for 2 finite period of time (this
time being a function of the initial pressure appiied
by the pusher). If the time is found to be a signifi-
cant portion of the total response time, the added
mass of the pusher must be considered in determin-
ing the ring's response. Because there is no con-
straint or bond between the pusher and the ring, the
pusher was assumed to add only mass and not stiff -
ness to the system. The interactive system was used
to monitor the directionai veiocities of the nodal
points to determine when the pusher flies off the ring.
The fly-off time at each node therefo.e was deter-
mined so that the first peak of the experimental data
was duplicated.

Figures 11 through 14 show the final results of
this study for two cases with different pressure-time
histories. The correiation between experimental and
calcuiated resuits is very good; note that the maxi-
mum experimental vaiues were always equaled or
bounded by the calculated resuits. This indicates the
capability to predict peak strains and stresses at
varioug iocations around the ring, and the approxi-
mate time of their occurrence.

CONCLUSICN

As the illustrative example shows, these studies
are quite extensive and predominately computer ori-
ented. Consequently, it was a naturai step to make
the computer a direct tool of the analyst by an iter-
active graphics system, rather than a remote job
processing system. The previous sections have dis-
cussed how the muitiple capabiiities of the system
facilitate our present work, It is important that the

EXAMPLE OF ISOTROPIC STRANIY
HARDEHING (CASE 1)
INH[R FIBER STRAIN AT YHEIA B 0 00 D{G

) e
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e
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Fig. 11 — Experimentn! data (sclid line) calculated
response (d: shed line)
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EXAMPLE OF 1SOTROPIT STRAIN
HARDENING (CASE 1)
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Fig. 12 — Experimental data (solid line) calculated
response (dashed line)
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Fig. 13 - Experimental data (solid line) calculated
response (dashed line)

system can perform the analysis successfully in a
reasonable time, and it is also important that the
complexity of the system has been held to a mini-
mum. In all such system development, the analyst's
ability to be able to understand and operate the sys-
tem is vital; only when the analyst is fully aware of
the system capabilities can he adapt the system to
his needs. Wnen this has been accomplished, the
anaiyst wil! have a very powerful tool, which will not
only allow him to receive direct feedbhack on the
problem, but also will allow him to influence the
analysis with respect (0 his interpretation and
background of the problem.

It is difficult to state precisely the total saving
in time and money achieved through this system, A
cost study showed that for identical jobs on the
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CXAMPLE OF 1SOTROPIC STRAIN 20C1. 7
HARDENING (CASE 2) 2418.1%
TMNER FIBER STRAIN AT THETA = 180,00 DEG
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Fig. 14 — Experimental data (solid line) calculated
response (dashed line)

interactive and batch system, the interactive system
cost 25 to 27 percent less per run. However, this is
just a portion of the total savings, The amount of
time saved by the analyst who no longer has to wait.
overnight or longer for graphical output and no longer
has to hand-plot much of the experimental data saves
many manhours each month,

Most of the analysts who have used the system
found it very easy to use and capable of fulfilling
most of their needs.

This system was our first endeavor into interac-
tive graphics, and proved to be a very beneficial
learning process. Because of the initial success of
the present code, two additional programs have been
incorporated into the interactive graphics system.
One, a lumped-mass dynamic response code is now
in operation and the shell version of the present ring-
code i currently being implemented.

It is reiterated that the most important aspects
of this gystem are:

1. Flexibility
2. User orientation
3. Interactive nature
REFERENCES
[1] Lockhecd Missilcs & Space Co., Inc., User's

Guide to the SHORE Code, P. G. Underwood,
LMSC-D244589, Palo Alto, Calif., Nov 1971

[2] P. G. Underwood, "Transient Response of In-
elastic Shells of Revolution, " Journa} of Com-
puters and Structures, Vol. 2, 1972
pp. 975-989

[3] J. L. Sanders, Sr., "Nonlinear Theorics for
Thin Shells," Quarterly Applied Mathematics,
No. 21, 1963, pp. 22-36

N S VS St

S SO I NS

Ak

b




AT

Sk

a2 i

WRTITR

TR

sl

IXAMPLE OF 1SOTROPI” STRAIN
HARDENING (CASE 1)
INNER FISER STRAIN AT THETA = 90.00 DEG
04
s

T H v 1 | T}
s ; S
P e
: 1 - —
I In Is o /" A |
° BRI A AN
ot Y AEELW Y Bat L4\,
g iU VR
r4 T T TV I G |
3 i L ) dopt L%{ ke L
g VIR I i R 01 WAL A T
- Y R I 5 t
.5 ox107%4 . | "I"—_"i"*\“ S
MRV J
= i \\‘
— f—- %Y,
! Ao 4
—| : 1 IA J
-1.ox10°% ! L /.
° o0 2007 3.0x10°™

TIME

Fig. 12 — Experimental data (solid line) calculated
response (dashed line)

EXAMPLHT OF ISOTROPIC STFAIN 20CT. 73
HARDLIIEIC (CASE 20 24.02.54

INNFE FICES STRAIN AT THfTA - 0.00 DG
R S A
‘l e o e+ =i i —
20100, L = =

|

- ' B i S

- S I e
i K=
ox10 9% o .f TR S b

STRAIN

-8. OXlO

TIME

Fig. 13 — Experimental data (solid line) calculated
response (dashed line)

system can perform the analysis successfully iz a
reasonable time, and it is also important that the
complexity of the system has been held to a mini-
mum. In all such system development, the analyst's
ability to be able to understand and operate the sys-
tem is vital; only when the analyst is fully aware of
the system capabilities can he adapt the system to
his needs. Wnen this has been accomplished, the
anaiyst will have a very powerful tool, which will not
only allow him to receive direct feedback on the
problem, but also will allow him to influence the
analysis with respect 0 his interpretation and
background of the problem.

It is difficult to state precisely the total saving
in time and money achieved through this system, A
cost study showed that for identical jobs on the
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Fig. 14 — Experimental data {(solid line) calculated
response {dashed line)

interactive and batch system, the interactive system
cost 25 to 27 percent less per run, However, this is
just a portion of the total savings. The amount of
time saved by the analyst who no longer has to wait.
overnight or longer for graphical output and no longer
has to hand-plot much of the experimental data saves
many manhours each month,

Most of the analysts who have used the system
found it very easy to use and capable of fulfilling
most of their needs.

This system was our first endeavor into interac-
tive graphics, and proved to be a very beneficial
learning process. Because of the initial success of
the present code, two additional programs have been
incorporated into the interactive graphics system.
One, a lumped-mass dynamic response code is now
in operation and the shell version of the present ring-
code is currently being implemented.

It is reiterated that the most important aspects
of this system are:

1. Flexibility
2. User orientation
3. Interactive nature
REFERENCES
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COMPUTER GENERATED "DISPLAYS OF STRUCTURES IN VIBRATION

3 Henry N. Christiansen
Brigham Young University
; Provo, Utah

‘Computer generated continuous tone images are used to
display the normal modes of vibration of finite element
structural models. The existence of the mathematical
model (and associated normal modes of vibration) is as-
sumed, with the process being limited to the display
process. The model is presented as a mosaic of triangu-
lar and quadrilateral elements on a raster driven cath-
ode ray tube and recorded on film by a camera which is
mounted in front of and facing the scope. Mode shape :
information (derived from the finite element structural %
¢ model) is developed by adding appropriately magnified 3
u mode displacements to the node coordinates and/or color-

ing the model according to the level of displacement in

T AT L X F LAY

INTRODUCTION

This paper is a result ¢f a contin-
uing computer graphilcs research project
conducted by the author at the Universi-
ty of Utah under the sponsorship of the
Department of the Navy and the Advanced
Research Projects Agency. It grew out
of earlier work on kinematic tolded
plate systems [1] and the display of
displacement, and stress cr strain func-
tions for two dimensional finite element
models [2]. This work introduced the
concept of using computer generated con-
tinuous tone images to display thLe re-
sults of kinematic and elastic analyses
of mathematical models.

It was apparent that simiiar display
procedures could be utilized to produce
realistic simulations of structures in
vibration. An effort in this direction
was spurved by the Naval Undersea Cen-
ter, who had a requirement to display
vibration results for three dimensional
finite element models of s~ .r devices.
Several displavs of these 1 .nsducers
are included in the paper.

As the immediate application in-
volved models for which the natural
modes of vibration had already been cal-
culated, the digital computer software
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a specified direction. Application of these procedures ;
is shown fer medels of two unclassified United States 1
e Navy electro-mechanical sonar transducers.
i.’

generated does not contain any elastic
analysis capability. This is a depar-
ture from the previous programs which
did contain kinematic and elastic anal-
ysis procedures.

COMPUTER GENERATED DISPLAYS

The past dozen years have seen the
emergence of the field of computer
graphics. The original work was con-
cerned with the reduction of three di-
mensional data onto a plane. The pro-
blem ¢f perspective was treated by
Smith [3] and Johnson [4] and a signifi-
cant advance was made by Roberts [3]
with reasonable cost elimination of hid-
den lines. The last several years have
seen the development of a number of
structural applications using this basic
line drawing t:chnology. An early but
sophisticated system was developed and
reported by Batdorf [6] which emphasized
the interactive nature of the man-ma-
chine environment and implications with
respect to computer aided design.

Another important advance has come
as a result of the creation of shaded
pictures at the University of (ftah (Rom-
ney [7], Warnock [8], and Watkias [2]),
Gf [10], and MAGI [11]. This paper,
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among others, suggests the pattern por-
trayal capabilities inherent in this
approach.

COMPUTER GENERATION OF CONTINUOUS TONE
PICTURES

As mentioned previously, the mode of
presentation in this paper is the con-
tinuous tone picture. This refers to
the rendering of shaded objects by means
of a raster driven cathode ray tube.

The image produced is recorded on filmr
by a camera mounted in front and point-
ing at the screen. As the picture is
being computed and displayed one line at
a time, the camera, with the shutter
open, performs an integration function.

Just as the complete image is a se-
quence of lines, so an individual line
is a sequence of dots (or groups of
dots). The intensity of each dot must
be computed and converted by a digital
to analog device toc a voltage which will
in turn produce th- desired intensity on
the scope. The relationship between
voltage and resulting intensity is non-
linear and it becomes advisable to com-
pensate for this effect. Each display
shown in this paper contains 1024 lines,
with each line containing 1024 dots.
Thus, the picture is a mosaic of approxi-
mately one milliorn dots, and the resolu-
tion of the scope is so good that it must
be slightly defocused to avoid the ap-
pearance b thawe I iwidual dots

A scene is composed in terms of poly-
gonal (in this case triangular and quad-
rilateral) elements. The hidden surface
problem, which is analogous to the hidden
line problem for line drawings, is solved
as a result of comparisons of elements in
a scene in order to determine which is in
front of which. A simplification is ob-
tained as a result of a perspective
transformation which locates the observer
at infinity in the direction of the 2
axis, reducing the problem to a compari-
son of Z coordinates.

Systems have been written (Comba
[12], Weiss [13], and Mahl {14}) which
remove hidden components for curved sur-
faces by restricting the class of sur-
faces and/or accepting long execution
times. In 1971, Gouraud ([15]), suggested
a method which accepts a finite element
approximation of the surface and shades
the elements according to a linear
function such that visual discontinuities
betmoon nlidescn® po¥ygons Jddmgpony Tie
procedure suffers in that the derivatives
of the intensity function are not con-
tinuous, however, the method is both
gzneral and efficient.
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In 1972, Watkins was successful in
reducing the hidden surface problem to
rardware including the linear shading
scheme. The computer generated pic-
tures included in this paper were made
using this equipment. The time re-
quired by the "Watkins Processor" is
negligible and as other components of
the system are improved, the total time
required to produce a picture is being
reduced.

To avoid the complication of shad-
ows, the light source is lccated at the
position of the observer and the inten-
sity of the reflected light is made
proportional to the cosine squared of
the angle between the normal to the
surface and the direction to the light
source. When "flat" element shading is
desired, an average normal for the
element is utilized. However, when
curved surface simulation is attempted,
approximations for the normal to the
surface at each node must be computed.
The light intensity is then assumed to
vary linearly between the nodes on the
element outer edge. For the interior,
this scheme results (except for trian-
gles) in the shading being, somewhat, a
function of the direction of the scan
line across the element. This only be-
comes a serious consideration in the
event that a single element is highly
warped.

DISPTLAY OF FINITE FIFRHFNT MU ELS

In two dimensional finite element
problems, the analyst will usually ac-
cept a one to one relationship between
the structural elements and the display
elements. However, in three dimensional
problems each structural element has
several surfaces, each of which may be-
come one or more display elements.
Therefore, it is normal (especially in
large problems) to supply only those
surfaces which will appear on the exte-
rior in the display. Interior surfaces
which might become visible in exploded
views are also required.

The elements provided are grouped
according to the '"smooth" surface to
which they belong. For example, to dis-
play a cube (from any orientation) re-
quires six squsre display elements, each
belonging to a separate group. On the
other hand, to simulate a sphere one
might use a large number of triangular
and quadrilateral display elements, all
heloggthg TO Lbé sutis STl

User control of the scene takes
place at the element group level as well
as for the total system. The option to
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include or withhold a particular surface
in a given display is made at the ele-
ment group level, as is the specifica-
tion of color and of a local translation
vector for exploded views. Rotations,
translations of the global coordinate
axes, distance from the coordinate ori-
gin to the observer, scaling of the
local translation vectors, and amplitude
of the distortions (according to a se-
lected mode shape), are all variables
which are controlled at the total system
level. The option of color requires the
computation and display of three images.
These images are the red, blue, and
green component intensities for the pre-
scribed element group and background
colors. Prior to each pass, the appro-
priate color fiiter must be inserted
between the scope and the camera.

Coloring the elements to indicate
displacement levels preceeds according
to

2

C cosze + Bi sin”8

ijk = Ak K

is the intensity of the i
color component at node j
for surface k;

where: C. . i
ijk

Aik is the intensity of the ith
color component specified (by
the user) for surface k and
displacement level GA;

B., is the intensity of the i'D
culol component specified Tol
surface k and displacement
level GB;

T (8§ - 6A)
2 (GB - SA)

§ =0 W
J

=t

is a unit vector which indi-
cated the specified direction
for gggsuring displacements;
and u; is the displacement
vecto% for node ).

These intensities are also modified by
multiplication with the cosine squared
of the angle between the local normal

and the direction to the light source.

MODEL DESCRIPTIONS AND DISPLAY EXAMPLES

Displays are presented for two fin-
ite element models of unclassified
United States Navy electromechanical
sonar transducers. Both structures were

modeled with three dimensional (solid)
finite elements taking advantage of
geometrical symmetry.
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The first device, shown in Figure 1,
is a segmented piezoelectric cylinder.
It is composed of 32 staves with alter-
nating staves having opposite tangential
polarization. Due to symmetry, it is
necessary to model only the upper (or
lower) half of two adjacent staves.

This was done with four solid elements
ezch having 20 nodai points (8 at the {
corners and 12 at the mid-points of the i
edges). Each nodal point has three dis- :
placement degrees of freedom and one
electrical potential degree of freedom.

By applying the appropriate boundary
conditions it is possible to calculate

various circular harmonic.

The display model, shown in Figure
2, contains 640 quadrilateral elements
grouped into four surfaces. These dis-
play surfaces (the inner and outer cyl-
inders and the top and bottom rings)
describe only the exterior of the struc-
tural model. Figure 3 shows how the use
of the curved surface simulation option
smooths the cylindrical surfaces but
still leaves a sharp edge between the
cylinders and the top ring. Data for
both the structural and display models
were developed by personnel at the Naval
Undersea Center (NUC), San Diego.

Figures 4 through 8 show the device
distorted according to computed normal
modes of vibration. The order of pre- !
sentation is in agreement with ascending ]
natural frequency. Figures 4, 6, and 8 ]
illustrate 1liac snaaing, wnil= Figures
5 and 7 show the effect of '"smoothing."

The Real Sonar Transducer

Figure 1.
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Pigure 2. Display Model - "Flat" Format

Figure 3. Display Model - "Smooth"
Format

Figure 4. Mode Shape #1
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Figure 5.

Figure 6,

Figure 7.

Mode Shape #2

Mode Shape #3

Mode Shape #4
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Figure 8. Mode Shape #5

Figure 9. Displacement Shading - Mode
Shape #1
Figure 9 illustrates the use of sha-

ding variations to indicate displacement
levels in a user specified direction.
This technique has been found most use-
ful in the presentation of objects
having irregular and unfamiliar shapes
and when viewing a color display. When
such techniques are applied to such
familiar shapes as cylinders (for which
the distorted shape is easily distin-
guished from the undistorted shape) and
viewed in black and white, the value of
the technique is reduced. 1in Figure 9,
the model has been shaded acccrding to
the axial displacement component orf the
lowest natural frequency mode shade.

The second device, a T-shaped struc-
ture, is shown in Figure 10. This sonar
element is composed of five main parts:

1. The radiating head (a solid
piece of titanium);

2. A steel washer;

3. The active ceramic piezoelectric
tube;

4, The tail mass (a solid piece of
steel);

5

. A steel stress rod.

The structural model which included all
of these components, resulted in 1135
displacement degrees of freedom [16]
for 1/4 of the device. The display
model, as seen is an "exploded” view in
Figgure 11, includes:

1. The outer surface of the head
(not including the surface cov-
ered by the washer);

2. The outer surface of the washer
(grouped with the head in the
"exploded' display);

3. The inner and outer surfaces of
the ceramic tube including both
ends;

4, The outer surfaces of the tail

mass (not including the portion
covered by the ceramic tube).

Figure 10. The Real Sonar Trandsucer

Figure 11. Display Modzl - "Exploded”
View
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Since the stress rod is, for the
most part, laside the device, it is
omitted from the display model. The
four parts shown are represented by ten
surfaces consisting of 452 elements.
The structural model was developed at
NUC in cooperation with the Electric
Boat Division of General Dynamics,
while the display data was generated at
NUC. Pigures 12 and 13 show "flat" and
"emooth" versions of the assembled dis-
play model.

Figures 14, 15, and 16 illustrate
the device distorted according to com-
puted normal modes of vibration.

Figure 14 is a lower frequency mode for
which most of the motion occurs in the
radiating head. Figure 15 illustrates
an intermediate mode having relatively
large displacements in the region of
the ceramic tube. Figure 16 shows a
higher frequency mode. Notice that the
steel tail mass remains relatively un-
distorted in each mode. Figire 17
shows shadirg variation utilized to in-
dicate the axial component of displace-
ment for the high frequency mode shape.

RELATED EFFORTS

The contract with the Department of
the Navy called for the production of a
computer generated continuous tone movie
of the T-shaped sonar transducer vibra-
ting in the mode shapes shown in Fig-
ures 14, 15, and 16. Accordingly, the
display program was modified to facili-
tate the specification of the desired
animation, and a color movie was made
using a new higher speed display system.

Figure 13.

Figure 14.

Disnlay ‘Model - "Smooth
Format"

Lower Frequency Mode Shape

Figure 12. Display Model - Flat Format"
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Figure 15.

Intermediate Frequency Mode
Shape
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Figure 16. Higher Frequency Mode Shape

When using the movie production op-
tions, one may specify (in addition to
the options available in the production
of single frames):

1. The number of frames to be made
under automatic control;

2. Frequency of vibration;

3. Smoothly accelerated motion for
rigid body rotation and trans-
lation, '"zooming,” and "explo-
sion" of selected surfaces:

4. The advancement of a '"peel away"”
plane in space.

The "peel away" capability allows the
viewing of interior or otherwise hidden
surfaces by eliminating, from the dis-
play, elements (in specified surfaces)
as they penetrate a user specified
plane.

Figure 17. Displacement Shading
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CONCLUDING COMMENTS

It is felt that computer generated
continuous tone images (black and white
and in color) are useful in presenting
rather complex pattern information.

For familiar objects, mode shape infor-
mation is usually discernible by view-
ing distorted structures. For irregu-
lar, unfamiliar objects, shading
according to displacement levels may be
useful (especially in color). The pro-
duction of movies of vibrating systems
becomes justified as the complexity of
the display increases. Movies have
been found to be helpful in viewing
rigid body components of the motion and
in the display of wave propagation
phenomena.

The software used to manipulate the
data is almost entirely in FORTRAN.
Due to the sponsorship of its develop-
ment under federal funding, it is gen-
erally available upon request. While
the program is hardware dependent, ma-
jor portions have been converted to
other configurations and used to gen-
erate line drawing movies. The hard-
ware system is available for government
related projects through contracts with
the University of Utah. Due to the ex-
istence of government furnished equip-
ment, it is not generally available for
commercial work.

The author wishes to express his
appreciation to Mike Milochik of the
University of Utah for his time and
talent in the processing of the photo-
graphs shown in this paper.
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VIBRATION REDUCTION BY USING BOTH THE
FINITE ELEMENT STRAIN ENERGY DISTRIBUTION
AND MOBILITY TECHNIQUES *

J. J. Sciarra
Boeing Vertol Company
3 Philadelphia, Pa.

Part of the design cycle for the development of a complex
1 structure, subject to external oscillatory forces, must in-
3 volve some means for vibration reduction. This complex
structure could be a helicopter airframe in flight. Much
of the reduction cculd be achieved by anti-vibration devices
(such as dynamic absorbers) or by structural modification
(detuning). The effectiveness of the former may be evalu-
ated by impedance methods, and the etfectiveness of the
latter may be determined by strain energy techniques. Both
these methods have been applied to the design of the Boeing
Vertol Model 347 tandem rotor helicopter.

structural modification also resulted in
) an exceptionally low final vibration
In Reference (1), impedance methods level throughout the entire flight en-

SUMMARY

3
E, utilizing the finite element method were velope. The structure to be modified
5 developed to rapidly evaluate the effec- can be indicated by energy tech-
: tiveness of anti-vibration devices niques. This paper presents and
é, attached to a complex airframe. Either comparés both methods
) test or calculated mobilities may ke )
b3 used in the analysis. This impedance Impedance methods in helicopter
g methodology has been successfully ap- design may also be used to determine
b plied to the design of absorbers fur the vibratory hub loads and moments acting
& new Boeing Model 347 tandem helicopter. in flight, or to decompose the vibration
£ The detuning of the 347 fuselage by at a point due to remote multiple,
i phased exciting forces or moments into
i its vector components (Reference 2).

1

*The work presented in this paper was
funded by the U.S. Army Research
Office — Durham, North Carolina, under
Contract DAHC04-71-C-0048. The paper

A

The practical aspects of self-
tuning Frahm type vibration absorbers
are discussed in detail in Reference 3.
was presented at the Impedance Seminar, The application in this reference was to
Imperial College of Science and Tech- further reduce vibration in the CH-47C

nology, London, England, July 3, 1973. Chinook.
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The reduction of tle vibration
level of a helicopter can be accom-
plished in many ways. Only two of these
ways associated with the airframe are
considered and compared in this report.
Another methnd that may be considered is
the reduction of the vibratory aero-
dynamic loading.

The first technique presented is
local vibration reduction. This is ac-
complished by the use of a device, such
as a dynamic absorber, a gyroscopic ab-
sorber, or a pendulum absorber, which is
attached to an area of the complex
structure. The proper tuning and design
of the device allows a node to be gener-
ated on the structure, which reduces the
vibration in its area. These local vi-
bration reducers can be analyzed by
using the impedance method in conjunc-

: tion with the finite element method

4 (Reference 1).

L An attached absorber is shown in
Figure 1.

POINT 8

POINT A

POINT P

POINT 1

Figure 1. Fuselage with Absorber -

Impedance Method.

The second technique presented is
the lowering of the dynamic environment
of a complex structure by structural
modification. The structural modifica-
tion employed should cause the movement
of the natural frequency away from an
exciting frequency. This is shown on
the spectrum in Figure 2.

EXCITING FREQUENCY
1

NATURAL

@y Wy w3 wg wg ™ rrgouencres
l ww‘ l l
MOVE DOWN MOVE UP

SPLIT MODAL ENERGY METHOD

Figure 2. Split Modal Energy Method.

194

The obvious effect of this is to
reduce the damped amplification factors.

Energy matrix methods are the ivpe
of analyses used to indicate which
structural areas should be altered for
optimum modification. Both impedance
and energy methods are summarized in the
next two sections. Their application to
the Model 347 helicopter is presented in
the last section.

IMPEDANCE METHOD

The current state-of-the-art in
structural analysis dictates the use of
the finite element method for complex
structures.

First, a finite element mathematical
model of the structure is generated.
This model is then programmed into a
computer in which a dynamic analysis is
performed. Results are then obtained
which give the damped response due to
external exciting loads at given degrees
of freedom.

This is termed '"a normal mode

analysis.” The basic equation of motion
in matrix form is:

[« [ - [t -Aedmnvfiemae

The solution to this is

- o+ o e

In the above,

B

(Eq 2)

M? = mass matrix

{x} =

displacement (inches), or
rotation (radians)

€] 2

damping matrix

sine or cosine comprmonts
of the exciting loads, 'b,
in.-1b

0 =

{XgHX.} =

exciting frequency, rad/sec

sine or cosine components
of the displacement (or
rotation) of the nodes of
one structural element,
inches, radians
t = time, sec

A normal mode analysis may be used
to find mobilities by mathematically ex-
citing one degree of freedom and finding
the response at all the degrees of free-
dom including the point of excitation.
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For example, if the exciting force
chosen is 1 1b which excites a node 5 in
a vertical direction, then tie response
at some other node, say 3 vertically, is
found using Equations 1 and 2.

The structural phase lag is deter-
mined by rewriting Equation 2 in
amplitude-phase angle form.

Summarizing: M3.5 = mobility

= X3/Fg = displacement and phase
lag at 3 node vertically,
caused by a force (=1 1b
here) at 5 vertically

The external force or moment is
usually real, but the mobility and dis-
placement are complex numbers composed
of an amplitude and modulus.

In general, mobility expressions
for energy absorbing devices can be de-
veloped. The simplest is the mass-
spring-damper system in Figure 3. The
mobility of this device at point A is

M= (V(K+82C)) - (UmR2) =asib (Eq 3)

where

a= 192 - (w? + 48202 /(m22(? + 4202 (Eq 4)

and

b= -2} Imwiw? + 4702) ) (Eq 5)

with

w = (K/m)* (Eq 6)

and

¢ = Cl2muoe (Eq 7)
m

K t;&j c

777 7777777777777 T A

F SIN 2t

Figure 3. Absorber - Impedance Method.
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Consider the complex structure in
Figure 1. The displacement at puint (1)
is

Xy =MiaFa + MyFy (Eq 8)

where Mj1 is the mobility at the point
causeéd by a force or moment placed at
the same location, F} is the force or
moment at the same location, Mjp is the
mobility at (1) due to Fj, a force at
(A). The first term on the right in
Equation (8) is the original displace-
ment; the second term would correspond
to the displacement caused by an ex-
ternal attached device. The force
caused by an abscrber is

Fy=—Fy (Eq 9)
but

F"x1/;|‘ (Eq 10)
where My, is the mobility of the ab-
sorber %rom Equation (3).

So

(14 (Myq1iMg3) 1 X, = MyaFp (Eq 11)

For two absorbers at points (1) and (2)

Xy =MyaFp+ My Fy + MpoF,

Xg=MaaFa + My Fy + MyoF, (Eq 12)
or

(14 (Mq3/M11) ) Xy + (M12/Moa) X) = MyaF A

(Mgy/Myq) Xy + 11+ (Mpa/Mpa) 1 X5 = MapFia (Eq 13)

Equations (11) and (13) are complex
simul taneous equations.

For n absorbers:

n .
T + Mig/Myy) Xy =MigFp li=1.2...,n)  (Eq 14)
k=1

where §:¢ = 1, if i = k and is zero if
i# k.

If the external exciting force is
phased, Fp may be written as Fcosine *
iFgjne. This automatically considers
the phase angle. If more than one force
or moment acts on the complex structure,
their total effect is obtained by sol-
ving Equation (14) for each, and then
summing the displacements (super-
position).
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ENERGY METHOD

Two energy methods are presented in
this section. The first is a modal
method, and the second is a damped
forced response method.

In the modal method, the natural
frequency immediately above the exciting
frequency is increased (this is referred
to as "beefing-up"). One could also re-
duce the natural frequency immediately
below the exciting frequency, if it is
possible structurally.

In order to accomplish these effec-
tively, a finite element analysis is
first employed to yield a dynamic solu-
tion. The eigenvectors (mode shapes)
are obtained, and then the modal strain
energy distribution throughout the
structure is found for a given mode
shape whose natural frequency is to be
modified. After the strain energies for
each structural element have been ob-
tained, they are then tabulated from the
highest to lowest.

The structural elements in the
highest strain would be the best candi-
dates for modification of the natural
frequency. This follows intuitively
from the almost-invariency of the mode
shapes and from Raleigh's Quotient.
Theory (Reference 4) also substantiates
this.

The procedure is more optimal from
a weight point of view if the strain
densities (strain energy/volume) are
used rather than strain energy alone.
An iterative loop could also be
employed.

The second energy method involves
the use of the damped forced response
(DFR) in place of a mode shape. This
methodology is currently being studied
at Vertol under Contract DAHC04-71-C-
0048 to the Army Research Office at
Durham, North Carolina.

As in the modal method, the strain
energies as determined by the steady
state response for some load condition

re calculated for all the structural
elements. The strain energy is
basically:

25E.- X [x.] {x}

where Ko is the stiffness matrix of a
structural element and {X} is the end
displacements or rotations.

(Eq 15)

However, from Equation (2), the
energy content of each structural ele-
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ment varies with time; so it is neces-
sary to find the maximum value within
one cycle for each element. By consid-
ering Equations (2) and (15), and using
simple calculus, the maximum vibratory
strain energy (S.E.) of each structural
element is:

2SE.~

T, T wr2oix T Ty w32 |
XTK X, + X, 'x,xco\/ 1 Tk X -%, T x4 1 T x o x Tie )

(Eq 16) .

which occurs when: |

i

at! x Tk %, » x Tk x, |
H xcrkcxc - xHKlxl (Eq 17)

The modifications may be done for
a minimum weight penalty by considering
strain density rather than energy. This
method can also be put into an iterative
loop to obtain an absolute optimal dy-
namic structure if a weight limitation
is applied.

One method of resizing the struc-
tural elements in each cycle is shown in
Reference 4 and is given as:

a{SD)
Ali: et
5D}

(Eq 18)
MAX OF ALL ELEMENTS

where "i'" refers to the ith structural
element, At is the change in a parameter
(area, thickness, moment of inertia), «
is an arbitrary constant (e.g. 1 or 2),
and S.D. is the strain density. The
weight penalty allowable would dictate
the value of a.

This energy procedure was applied
to a helicopter in forward flight (140
knots). Figures 4 and 5 summarize the
results of this study. Figure 4 in-
cludes six degrees of freedom (mode
shapes) for rigid body bending. Figure
5 includes elastic bending modes only.
A total of six forces with sine and
cosine components excited the craft at
forward and aft hubs.

The original vibratory level is
shown in the top figure. The middle
fuselage represents the vibration level
with 13 structural members doubled (1.2%
weight penalty).

In the bottom figure, Equation 18
was used to scale the thickness of the
13 members (1.4% weight penalty). No
iteration was used. It is seen from
these figures that the vibration level
was significantly reduced by structural
detuning using the damped forced re-
sponse (Reference 5).
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RESPONSE OF
ORIGINAL FUSELAGE ~
WITH RIGIO BUOY MOTION

RESPONSE OF FUSELAGE
WITH 13 SKINS MODIFIED
RIGID BODY MOTION

INCLUDED

RESPONSE USING RUBIN

METHOD FOR STRUCTURAL
MODIFICATION-RIGID BODY
MOTION INCLUDED

Figure 4, Vibration Reduction Through
Structural Modification,
Energy Method. Rigid Body
Motion Included.

gg«_-,;_ ¢I2 L MDD

RESPONSE OF ORIGINAL
FUSELAGE - ELASTIC
ONLY

RESPONSE OF FUSELAGE
WITH 13 SKINS MODIFIED -
ELASTIC ONLY

RESPONSE USING RUBIN

METHOD FOR STRUCTURAL
MODIFICATION ~ NO RIGID
BODY MOTION

Figure 5. Vibration Reduction Through
Structural Modification,
Energy Method. Elastic Modes
Only.
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THE MODEL 347 HELICOPTER

The dynamic objectives for the
design of a rotary aircraft are to at-
tain low vibratory response lcvels.
This is to assure crew comfort and in-
sure structural integrity.

The block dizgram below (Figure 6)
shows one flow of 1nalysis needed to
accomplish the goa, of minimization of
n per revolution (n = number of blades)
airframe vibration.

BQTOR SYSTEM EUSELAGE QEVICE
[+ _ .. DEFINE L ]
BLAOE NAT STRUCTURAL =i  GRAPHIC
FREQUENCY 10EALIZATION DISPLAY
[ ] 1
[Pyopp—r s ] R ]
AIRCRAFT AIRFRAME - rdelie
TRIM NATURAL MODE SHAPE
ANALYSIS FREOUENCY i
ENERGY
~ L) | } METHOD
ROTOR ~~~° 1 MODIFY ! DEVICE
LOAO AIRFRAME |4 10EALIZATION
CALCULATION
1 IMPEDANCE @ METHOD
4

VIRRATION
PREDICTION.
SUPPRESSED

VIBRATION
PREDICTION.
UNSUPPRESSED

o
+ PROGRAMMI:D
ANALYSIS

Figure 6. Airframe Vibration Reduction,
Overall Scheme.

4-8BLADED ROTOR
TO REDUCE VIBRATORY FORCES

VIBRATION ABSORBERS
TO SUPPRESS RESIDUAL VIBRATION

COCKPi{T FLOOR STIFFENING
TO INCREASE ABSORBER EFFECTIVENESS

LEFT HAND FUSELAGE DOOR
TO DETUNE FUSELAGE BELOW 4/REV

The combination of self-tuning
vibration absorbers and airframe natural
frequency alteration by structural modi-
fication as indicated in the above block
diagram was successfully applied in the
design of the new Boeing Model 347 heli-
copter. This helicopter is a growth
version of the CH-47A Chinook. The
fuselage was lengthened, the aft pylon
was heightened, and wings were added.

Other means were also employed on
the 347 to reduce vibration. These were
use of a 4-bladed rotor, stiffening of
the cockpit floor, and removal of cargo
isolation in the cabin floor. All these
are shown in Figure 7.

From the impedance study, six ab-
sorbers were finally used. For detuning,
a door was added on the left hand side
of the forward pylon cabin.

In the optimal design study for the
inclusion of STVA's (self-tuning vibra-
tion absorbers), the impedance method
was used exclusively. Because of the
speed of the analysis on the computer,
many variations were studied. The vari-
ations included location, weight, damp-
ing and number of STVA's.

CARGO ISOLATION (CH-47C) REMOVED
TO KEEP PRINCIPAL FUSELAGE MODE BELOW 4/REV

Figure 7. Methods Used to Reduce Vibration in the Boeing Vertol Model 347.
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Figure 8 shows the airframe 4 per
revolution vertical acceleration for the
various fuselage stations. The unsup-
pressed fuselage results are compared to
the results with 7 STVA's at various
locations. The analysis allowed for §
vibratory phased loads per hub. Each
analysis required only 10 seconds or
less of CPU time. The structural damp-
ing of each absorber was assumed to be
.0025; their weight was 90 1bs each and
they were tuned to 87 rad/sec.

o 100 200 300 400 500 600 700 800
FUSELAGE STATION ~ INCHES

Figure 8. Airframe 4 per Revolution
Vertical Acceleration Versus
Fuselage Station.

The mobilities were all obtained
analytically using the finite element
normal mode method.

In Figure 9, test results for no
absorbers are compared to results of a
finite element analysis for the cockpit
vertical vibration.

MOOEL 347 COCKMT Ve RTICAL
(NO ABSORRERS)

o
]

»
¥

FINITE ELEMENT
ANALYSIS

4

FLIGNT
DATA ENVELOPE

w
| J

ACCELERATION : g's
~

OBJECTIVE ( O5¢'s)

o

© 80 120 160
AIRSPEED - KNOTS

Figure 9. Correlation of Normal Mode
Analysis with Flight Test.
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Figure 10. Correlation of Impedance
Method Analysis with Flight
Test.
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In Figure 10, correlation of flight
test with results of impedance methodul-
ogy (Equation 14) is shown. It is seen
that both the finite element and imped-
ance methods provide good correlation
with test.

CONCLUSIONS

1. Significant vibration reduction
of a complex structure acting under ex-
citing loads can be achieved by adding
absorbers and through structural de-
tuning.

2. Correlation of analysis with
test is obtaimable by utilizing the
finite element and impedance methods.
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INFLUENCE OF ELASTIC SUPPORTS ON

NATURAL FREQUENCIES OF CANTILEVER BEAMS

Ruell F. Solberg, Jr.
Southwest Research Institute
San Antonio, Texas 78284

MIL-S-901.

catastrophic effects.

Nonuniform cantilever {(clamped-free) beams, excited by sinusoidal
motion at their clamped ends, were investigated analytically and
experimentally. The investigation was motivated by requirements to
design, fabricate, and test complex radio frequency direction finding
antennas which attach to the top of surface ship masts. The require-
ments included design to withstand and test for vibration per MI1L-
STD-167 and design to withstand the high impact shock tests per

A general lumped-parameter (finite element) beam, forced-vibration,
computer program was used to aid the analyses and optimize the
design. Many structural parts of the antenna were mathematically
modeled and approximated as nonuniform cantilever beams. The
influence of deficient semi-infinite rigid supports at the clamped end
of nonuniform cantilever beams on the lateral natural frequencies

are presented for these structures.
results are compared to calculated results. Imperfect cantilever
boundary conditions of typical linear and rotatory stiffnesses are
shown to reduce severely the lateral natural frequencies. The
classical assumption of semi-infinite rigid supports at the clamped
end is shown to possibly produce large er “ors with possible

Representative measured

INTRODUCTION

A previous project required designing
and fabricating an anienna assembly to MIL-
SPEC and MIL-STD regquirements from the
breadboard phase, omitting the development
phase. This antenna was designed for mount-
ing at the top of a U. S. Navy ship mast.
Although many of the requirements were the
same or similar to previous projects, exper-
ience with these particular vibration [ 1) and
shock [2] requirements was limited.

Efforts to obtain information and docu-
ments to aid the design for the shock require-
ments were unsuccessful in the available
time. Therefore, the design requirements
for the equipment were to withstand static
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loads equivalent to 100 g. This resulted in
a conservative design for some of the equip-
ment with the penalty of excessive weight.

The vibration excitation frequencies
were low with the upper frequency of the
bandwidth at 33 Hz. For a narrow band-
width of frequency excitation a practical
method of vibration control is to design for
structural resonances outside the bandwidth.
The structural complexity was such that com-
puter-aided analyses were performed so the
individual major structural elements and
their assembly could be designed such that
the fundamental lateral natural frequencies
would be slightly above the upper excitation
frequency.

Preceding page blank
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NOMENCLATURE

A = cross sectional area, in.2 r = radius of fillet at junction
or support and cantilever
E = modulus of elasticity, beamn, in.
1b/in.2
V = shear load per unit width
g = acceleration due to gravity, at support, lb/in.
ft/sec?
W = load, lb.
h = depth of cantilever, in.
X,y = coordinate system, in.
h' = effective depth of load dis-
tribution at support, in. A = static deflection, in.
k = linear spring rate, 6 = deflection of cantilever in
1b/in. y-direction for linear
spring only, in.
kX, = linear spring rate, 1b/in.
tg = deflection of cantilever in
ke = rotatory spring rate, y-direction for torsional
Ib-in./rad (rotatory) spring only, in.
L = length, in. V = Poisson's ratio
M = moment per unit width at w = circular natural frequency, ;
support, lb-in./in. rad/sec
i
The antenna assembly is shown in in the futare. The purposa of this paper is
Figure |. The antenna acsembly is essen- to present and discuss some of this invest-

tially composed of three bays of antenna ele-
ments bolted to a vertical mast with elec-
tronic packages inside the mast. Numerous
parts, including the assembly, were analyzed
as cantilever (clamped-free) beams. Canti-
lever structures are undesirable for shock
and vibration environments, but these types
of structures were necessary for optimum
electromagnetic performance of the antennas.

Some unexpected resulis were obtained
when the antenna assembly was vibration
tested. The fundamental lateral natural fre-
quencies were approximately one-half of
their theoretical values, with some then with-
in the vibration excitation bandwidth. These
errors resulted from using the classical
analysis technique of assuming a semi-infinite
support with infinite rigidity at the fixed end
of a cantilever beam. Although a small shift
of natura! frequencies was anticipated because
of finite rigidity, the frequency differences
between the classical assumptions and the
real situations were not expected and could
have been catastrophic. The consequence of
these experiences was an endeavor to better
understand the effects of finitely rigid sup-
ports and to more accurately design for them

02

igation and the results.

Examples of the effects ui elastic
boundary conditions wre presented for two
structures which are analyzed as nonuniform
cantilever beams. The lower bay of the
antenna assembly, shown in Figure 1, is
composed of eight individual antenna ele-
ments which are bolted to the mast, the
vertical cylindrical structure. An individual
element is one of the structures whose anal-
ysis is presented. Each antenna element
weights approximately 12 1b (5.4 kg}, is a
welded aluminum alloy structure, und is
23.75 in. (603.2 mm) long. A tapered beam
effect was obtained for the booms of these
elements by varying the vertical distance
between two pieces of tubing such that the
cross sectional moment of inertlia and weight
per unit length vary along the boom length.
Calculation complexity for accurate natural
frequencies caused by the varying moment
of inertia and varying mass per unit length
was greatly reduced by computer-aided
analyses. The elements are welded io each
other at their outer ends, which effectively
gives high fundamental horizontal lateral
natural frequencies. The elements, then,

i
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only have vertical lateral natural frequencies
of practical design concern.

The assembly of all the bays of the an-
tenna elements, the mast, and electronic
packages and other items inside the mast is
the second structure considered in this paper.
The assembly weighed approximately 375 1b
(170 kg) with approximate envelope dimensions
of 62 in. (1570 mm) diameter by 128 in. (3250
mm) high. The assembly was fabricated pri-
marily of aluminum alloys with the parts
welded and bolted together. An important
electromagnetic requirement, which influenced
the structural design, was that a uniform,
very low radio frequency impedance exist be-
tween almost all structural parts and to elec-
trical ground.

The analyses of the antenna assembly
was simplified by analyzing individual major
structures, such as the antenna elements, and
then considering these as rigid bodies for the
assembly analyses. This is a practical as-
sumption when the fundamental natural fre-
quencies of the individual parts are high com-
pared to that of the mast. The mast is a
complex structure because of the require-
ments for holes, flats, flanges, changes of
diameter (including tapers), etc. The outside
diameter of the mast varies from 21 in. (530
mm) at the bottom flange to 6.62 in. (168 mm)
near the top.

Only lateral or transverse natural fre-
quencies are of concern here because the
longitudinal natural frequencies were at much
higher values than the vibration excitation
frequencies.

THEORETICAL ANALYSIS

This section discusses some funda-
mental concepts for the analysis and presents
the results of some calculations for the struc-
tures as they are theoretically anticipated, as
opposed to experimental test and verification
results in a later section. It is not the intent
to present significant new theory in this sec-
tion. Also, the paper emphasizes computer
results rather than computer program details.

Proper design of structures subjected
to vibration and shock environments require
anticipation of their natural frequencies, par-
ticularily if minimum weight is important and
development testing is not possible for cut-
and-try design. Classical natural frequency
equations and stress 2nd deflection analyses
of cantilever beams are for tiie condition of
the clamped end attached to a semi-infinite
rigid support. The result is zero deflection
and zero slope of the beam at the clamped end,
i.e., the equivalent of infinite stiffness for
the linear and torsionai (called rotatory in
remainder of paper) springs shown in Figure
2 in which a general cantilever beam with end
load has its support replaced by idealized
massless springs. If the spring rates for
Figure 2 have finite values, simulation of
general elastic support for the cantilever
beam is obtained. The spring designated by
ky is assumed infinitely stiff for this paper~
since it does not affec” the transverse deflec-
tions or transverse natural frequencies of
the beams. The ky spring affects only the
longitudinal natural frequencies of the beam,
which are not discussed in this paper. Hence,
the linear spring will be the one designated
by k from this point on.

y

kx

Figure 2: Schematic of Cantilever Beam
with General Elastic Support
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W. J. O'Donnell [ 3] gives the static
deflection, in addition to that caused by bend-
ing and ahear in the beam itself, of the neu-
tral axis of uniform cantilever beams as a
result of rotatory elasticity of the support.
Rotatory elasticity allows rotation of the fixed
end of the beam. Amplification and generali-
zation of this work is given in 2 later paper
[4]. The additional deflection, as a function
of the distance x along the beam from the sup-
por-t, allowed by rotational compliance is

16.67 Mx (l1-V ) Vx 1
% 7 E(h')2 Eh’' )
where h' = h+ 1.5r . (2)

This equation is for plane stress with a simi-
lar equation given for plane strain.

R. B. Hopkins [ 5] has additional dis-
cussions of flexibly supported cantilevers
with examples, but vibration analysis is con-
sidered too extensive to be discussed in his
treatise. Jacobson and Ayre discuss multi-
story buildings in which the buildings are con-
sidered as rigid bodies in an elastic soil and
as shear buildings in an elasiic soil for which
the rotational stiffness of the ground is in-
finite and the linear stiffness is finite [6].

Additional literature sources are given
[7-10]; however, they are not strictly appli-
cable to the structures considered here. For
instance, only uniform cross-section beams
are considered, which greatly simplifies
analysis, but gives inefficient designs when
weight and size are important.

O'Donnell was not concerned with the
linear elasticity of the support and canceled
its effect in his investigations. The equation
for the additional deflection for the linear
elasticity at the support of Figure 2 in terms
of the linear spring stiffness is simply

v

6 =—k—- . (3)

From the static deflection method for
fundamental natural frequency

Ww = 8 (4)

which gives the natural circular frequency as
a furction of static deflection. It is obvious
from equations (3) and (4) that the additional
deflection allowed by an elastic support re-
duces the natural frequency.
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The theoretical investigation of the
effect of elastic boundary conditions at the
fixed end for the antennas was obtained with
a computer program. The program is used
primarily for calculation of transverse nat-
ural frequencies and eigenvectors of general
limped-parameter (finite element) beams.

In addition to other calculations, the program
was developed to aid the analyses of cantilever
structures under forccd, steady-state sinu-
soidal excitation at the fixed end, i.e., aid in
determining the effects of forcefully vibrating
cantilever structures through a frequency
bandwidth which may include resonant fre-
quencies.

Variations of the moment of inertia and
mass per unit length (cross-section varia-
tions) are handled by stepwise approximation,
or by dividing the beam length into segments
within each of which the cross-section is con-
stant or varies only a small amount. The
distributed mass in each segment is then
lumped at the segment ends, or joints. The
computations included rotary inertia in the
plane of bending ard structural damping for
forced vibration. Bending moments were cal-
culated by the computer at each joint for one-
g static loading and for forced response. The
one-g static bendi.g stresses could be multi-
plied by a dynamic conversion factor to ob-
tain approximate dynamic, or transient,
stresses for the design shock spectrum al-
though this method is sometimes not prefer-
red [ 11, 12]. The multiplication factor is a
functior of the shock pulse length and magni-
tude, the structural natural frequencies, and
the weight of the structure. As discussed
earlier, the requirement here was that a
multiplication factor of 100 be used.

The forced response maximum bending
moments could be simply divided by the sec-
tion modulus to obtain the dynamic bending
stresses for steady state vibration. The
computer program also determined each mode
shape, but they are not discussed here and
were generally of much less practical impor-
tance than the natural frequencies.

The effect of finite stiffness of the sup-
port on the antenn-. parts and assembly was
analyzed theoretically by varying the rota-
tional and linear stiffness values in the input
data to the computer. The stiffiiesses were
varied with all other input data remaining
constant, and the computer calculated the lat-
eral natural frequencies, eigenvectors,
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momenis at each joint for forced vibration,
etc. The one-g moments did not change for
different support stiffness values.

The large variation of natural frequen-
cies theoretically possible is indicated by the
semilogarithmic graph of Figur> 3. The
graphica) representation of the fundamental
natural frequency as a function cf the rctatory
stiffness, represented by the torsional spring
of Figure 2, is for a mathematical model of a
single antenna element of the lower bay of
Figure 1. The linear spring rate is constant
at 1,000,000 1b/in. (1,786,000 kg/mm) for
Figure 3. The absolute value of the funda-

approach values asymptotically at their upper
and lower ends, 126.09 Hz and 0.00 Hz for
Figure 3.

A variation of the translatory spring
rate for particular rotatory spring rates gives
an indication of this effect on the transverse
natural frequencies of these structures. The
graphs for absolute values of natural frequen-
cies are very gimilar to Figure 3, so normal-
ized values for the first four modes of the
same antennz element are plotted in Figure 4.
The relative change for the modes is more
obvious when the frequencies are normalized.
Figure 4 is for a rotationally rigid support for
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FIGURE 3: EFFECT OF ROTATORY SPRING RATE ON FUNDAMENTAL
TRANSVERSE NATURAL FREQUENCY OF ANTEN!A ELEMENT

mental transverse natural frequency varies
from 126.05 Hz to 1.504 Hz for rotatory
spring rates of 10,000, 000,000 lb-in./rad
(115,210, 000,000 kg-mm/rad) and 1,000 1b-
in./rad (11,521 kg-mm/rad), respectively.
This range of rotatory stiffness is quite large;
however, if a realistic value of stiffness for
this structure is 1,000,000 lb-in./rad
(11,521,000 kg-mm/rad) instead of teu times
that, the fundamental natural frequency dif-
fers by more than 55 percent. The difference
is even greater when compared to an infinitely
stiff rotational support, or if the true rota-
tional stiffness is lower. All of the graphs
are of this general "S" shape for variations

of rotatory or linear spring rates. The graphs
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the antenna element, which was mathemati-
cally obtained by forcing the slope of the cant-
ilever beam at the support to be zero. Similar
families of graphs were obtained for various
finite rotatory spring rates.

Much smaller numerical values of the
linear spring rate, in comparison to the rota-
tional spring rate, were required for large
variation of the fundamental natural frequency.
Using the following equation for linear stiff-
ness of a uniform bar under axial load

AE

ko= = ()

the linear spring stiffness of the support for
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FIGURE 4: EFFECT OF LINEAR SPRING RATE ON TRANSVERSE
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the antenna element is on the order of
10,000,000 1b/in. (17,860,000 kg/mm). After
checking Figure 4 for this value it is obvious
that the translational spring rate is not of sig-
nificant practical concern for the antenna ele-
ment, particularly for the first two modes.

In general, the rotatory spring rate has been
of much more practical concern than the lin-
ear spring rate for all of the antenna struc-
tures. For this reason, the linear spring
rate was largely ignored for most of the an-
tenna element and asseinbly analyses. For
other types of structures or for very accur-
ate analysis the linear spring rate may be
important.

An interesting pattern of the graphs of
Figure 4 is that each higher mode has its nat-
ural frequency affected more drastically at
higher spring rate values with each natural
frequency changed less, relatively, for low
spring rates than the preceding modes. How-
ever, this pattern did not continue for ali
higher modes. The relative change of the
natural frequencies was quite varied for dif-
ferent modes, but in general, the relarive
effect was less, with most of the effect at
higher spring rates, as the modes increased.
Similar computer-aided analyses were per-
formed on the antenna assembly.

The mast of the ship to which the an-
tenna is attached should be part of the assem-
bly analyses; however, adequate information
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for this inclusion was not available, and only
the antenna assembly, as shown in Figure 1,
is analyzed. As mentioned earlier, the an-
tenna elements for the three bays, the elec-
tronics packages, and some other parts are
treated as rigid bodies for the assembly anal-
yses; however, their rotary inertias and mass
loadings were used for the computer calcula-
tions.

The antenna mast is effectively a taper-
ed beam. Portions of its length are tapered
with the diameters partly being determined by
the size of parts at.ached to it or assembled
inside of it.

Indication of the effects of rotational
stiffness cn the transverse natural frequen-
cies of the antenna assembly is given by
Figure 5. Again, the frequencies are normal-
ized to indicate the relative effects for the
first four modes of vibration. The linear
spring rate fo- these graphs is 10201b/in.
(1.79 x 1020 kg/mm), which for practical
purposes is a translatory rigid support.
Therefore, effects of the rotatory spring rate,
only, are indicated by the graphs.

For a rotatory stiffness of 10,000 lb-in.
/rad (115,210 kg-mm/rad) the fundamental
natural frequency is reduced to 2.1 percent
of its value for infinite stiffness, the assump-
tion for classical analysis. Obviously, from
Figures 4 and 5 the frequencies for all modes
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are not affected uniformly in a relative man-
ner, ard also from the data not in an absolute
manner. The second mode of Figure 5 is
affected less, relatively, than the first; but,
in contrast to Figure 4, the fourth is affected
more than the third. Of academic interest,
the relative change was greater, for example,
for the thirty-seventh mode than fcr the third.
The frequencies for all of the modes approach
asymptotic values at high and low rotatory
spring rate values.

This mathematical model of ine antenna
assembly had 42 modes of vibration (42 de-
grees of freedom), and generally the natural
frequency of each mode asymptotically ap-
proached values which did not cross the values
of the next h.gher and lower modes. In other
words, some modes, like the nineteenth,
approached and equalled, but did not become
less than, the frequency for infinite stiffness
of the eighteenth mode. The frequency is
highest for iufinite stiffness. Similarly, the
frequency for the nineteenth mode was never
greater than the smaliest value of the twen-
tieth mode. In generai, this was correct for
all of the analyzed structures, but exceptions
did occur. Also, some of the higher modes
reached their lower asymptotic limits at very
high spring rates, while a few did not change
as a function of spring rate In general, the
higher modes approached cheir lower limits
at higher apring rates, although this did not
always occur.
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Another example of the small effect of
the linear sprirg rate on the fundamental res-
onance of these structures will be given. For
the mathematical model of the antenna as-
sembly and a reasonable value of rotatory
spring rate of 25,000,000 lb-in./rad
(288,000,000 kg-mm/rad) the fundamental
frequency for an infinitely stiff linear spring
was 12.988 Hz, For a linear spring rate of
5,000,000 1b/in. (8,950,000 kg/mm), the fre-
quency decreased to only 12.983 Hz, or less
than 0.04 percent change. For a decrease of
the linear spring rate to one-fiftieth of the
last example, or 100,000 1b/in. (179,000 kg/
mm), the frequency change was less than two
percent; however, the frequency change for
the.second mode was about 20 percent. The
eftect of the linear stiffness typically was
much greater for several high:r modes than
it was for the first or second mode.

EXPERLAENTAL ANALYSIS

The cantilever structures analyzed
theoretically in the previous section were
vibration tested and an antenna element was
shock tested.* Some of tl.e testing was in
excess of the requirements to obtain addi-
tional information as an aid for future struc-
tural design.

* The tests were for Tvpe I of the vibration

standard [ 1] and Grade A of the shock speci-
fication [2] 0




A spare antenna element for the lower
bay of the antenna assembly was tested for
vibraticn and shock effects. The high impact
shock tests were conducted before vibration
testing for scheduling purposes. The light-
weight shock test machine, for items weighing
approximately 250 1> (113 ¥z} or less, was
used to apply the prescribed shock, and in-
strumentrtion was used for monitoring the
acceleration. The antenna element was tested
more severely than required, including under-
simulation of the weight of the antenna assem-
bly, to gain additional design information.
Ballast was used to simulate antenna assembly
weights of approximately 215 1b (97.5 kg) and
15 1b {6.8 kg). The drop height of the 400 1b
(180 kg) hammer was increased in small in-
crements so that the shock severity at which
failure occurred could be more accurately
determined.

The welds were examined visually
after most shock impacts and radiographically
before, during, and after shock testing. Also,
certain dimensions and eiectromagnetic char-
acteristics of the element were determined
before, during, and after testing. The boom
portion of the element was more resistant te
the shock tests than was anticipated, and ef-
forts to increase the shock severity included
adding up to 15 1b (6.8 kg) of lead ingots at
the end of the boom. The additional weight
at the end of the boom did not contribute to
more severe shock because the effect was to
lower he transverse natural frequency suf-
ficiently such that the maximum dynamic
stresses ddid not change significantly.

The antenna element was shocked
vertically for the orientation shown in Figure
1 and along the axis of the element boom.
Shock along the third orthogonal axis was not
performed because the attachment of the ad-
joining elements at their outboard ends was
not simulated, and the test would not have
been realistic. There were no observed
changes in the electromagnetic characteris-
tics of the element. Slight material yieiding
in the loop structure occurred at a particular
shock along the boom axis. After yielding
was observed, shock testing along the boom
axis was discontinued. Excessive misalign-
ment of the antenna parts severely reduces
the electromagnetic performance of the an-
tenna, so yielding of certain mechanical parts
of the antenna assembly was considered as
failure.

The severity of the vertical shock
tests was much greater than for those applied
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along the boom axia with the structure appar-
ently capable of withstanding much mcre than
was applied. However, shock severity for
surface ship equipment is typically greater
for vertical than for fore-and-aft and athwart-
ship directions.

Vibration characteristics of the an-
tenna element were then investigated alone
and as part of the antenna assembly. The
element was bolted to a thick aluminum plate
which was atta hed to a concrete floor. A
small vibratioa exciter, or shaker, was
attached at v.rious locations of the antenna
element loop and at the end of the boom to
determine approximate mode shapes, natural
frequencies, and damping characteristics.
The fundamental vertical transverse natural
frequency was 100 Hz, and the damping ratio
by logarithmic decrement techniques at this
frequency was approximately 0.002, which is
quite low. Additional vibration information of
the antenna element was obtained when the
antenna assembly was vibration tested.

Some cf the vibration characteristics
of the antenna assembly were first obtained
with it bolted to a 1-in. {25 mm) thick alumi-
num alloy plate which was attached to a con-
crete floor. A small shaker was used to drive
the assembly. The fundamental iateral natur-
al frequency of the assembly in the athwart-
ship direction was 21.3 Hz with the system
damping ratio being approximately 0.005. The
base of the mast and the aluminum plate were
rotating sufficiently that elastic boundary con-
ditions at the floor were visually obvious. The
frequency for the second rnode of vibration of
the mast was 734 Hz. The damping ratio was
slightly iess than that determined at the funda-
mental resonance.

" ith the sha%er attached to the end of
the boom of an antenna element in the lower
bay of Figure 1, the fundamental vertical
lateral natural frequency of the element was
69.6 Hz with the damping ratio slightly less
than 0.001.

Strain gages and accelerometers were
used to determine approximate values of the
rotatory stiffness of the boundary of the mast.
At the frequencies for the first and second
moder of vibration the rotatory spring rate of
the .upport was approximately 220,000,000
1b-1n. /rad (2,535,000,000 kg-mm/rad) ard
150, 000,000 1b-in. /rad (1,728,000, 000 kg-
mm/rad), respectively.

The antenna assembly was also
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mounted to a fixture attached to a slip table,
or oil-film slider table, which was driven

by a much larger electrodynamic shaker.

The fundamental lateral natural frequency of
the assembly then was 16.8 Hz with a much
broader peak, indicating much higher damp-
ing. The damping ratio at this frequency
increased to 0.1. Although the slip table was
modified to increase the rotatory spring rate,
rotation was still visually observable. The
rotatory spring rate was approximately
35,000,000 1b-in. /rad (403,000,000 kg-mm/
rad) at this frequency. Therefore, the de-
crease in the rotatory spring rate from the
previous setup correctly produced a decrease
in the natural frequency. The damping ratio
of the slip table-shaker, without the antenna,
was essentially the same as with the antenna,
as was expected. Also, the damping ratio for
the fundamental lateral resonance of the low-
er bay antenna elements increased to 0,04
from 0.001,

Although the mast was unsymmetric,
primacily because of required access holes,
the fore-aft natural frequencies at the first
two modes of the mast differed from the
athwartship direction by only 1.4 and 0.8
percent.

DISCUSSION AND CONCLUSIONS

The theoretical analyses and experi-
mental investigations of the cantilever struc-
tures considered here indicate that the trans-
verse natural frequencies are very much
dependent upon the stiftnesa of their supports.
The theoretical and experimenta! results of
these structures did not closely agree, but
the finite stiffness considerations provided
much better agreement than do infinitely
stitf supports, which is the classical and
common agsumption for analyses.

Theoretical natural frequencic¢s of the
antenna assembly for the first and second
modes of vibration with rotatory spring rates
equal to the measured values with the assem-
bly attached to the concrete floor differed
from the measured frequencies by 17 and 25
percent, respectively. When the anteana
was attached to the slip table, the differences
were 11 and 5 percent. The inertial effect
of the supports would probably account large-
ly for the lack of correlation of these theoret-
ical to experimental values because it was
not included in the theoretical analyses.

Decreases of natural frequencies for
decreased rotatory stiffn2ss at the support

were obvious experimentally as the fundamer.-
tal decreased from 100 Hz for the single an-
tenna element fastened to a thick plate which
was attached to a concrete floor to 69.6 Hz
when the element was attached to the mast.

It was apparent that the local rotatory stiffness
of the mast was less than the other mounting
arrangement. The first two mode frequencies
of the antenna assembly decreased from 21.3
Hz to 16.7 Hz and 73.4 Hz to 71.7 Hz for de-
creased support stiffness when the assembly
was moved from the concrete floor mounting
to the slip table.

The theoretical natural frequencies were
affected greatest for certain ranges of the
rotatory and translatory stiffness values.

Most of the variation of the fundamental nat-
ural frequency for these two structures was for
10,000 1b-in,/rad (115,000 kg-mm/rad)<kg<
1,000,000, 000 1b-in./rad (11,500,000, 000 kg-
mm/rad) and 100 1b/in. (179 kg/mm) <k <
100,000 1b/in. (179,000 kg/mm). In general,
for higher modes, the range of stiffness values
for major effects to the natural frequencies
increased.

For these structures the linear spring
constant was essentially unimportant compared
to the rotatory spring rate for effects on the
fundamental transverse natural frequencies.
For other types of structures, for very accur-
ate analysis, or for investigation of the higher
modes of vibration the linear spring rate may
be importaat.

The work presented in this paper was not
intended to be all inclusive nur extremely rig-
orous. The paper is an effort to share some
of the information determined by computation
and test and to stimulate others. Much of the
work required practical answers quickly for
design of subsequent structures in which
weignt was of much greater importance and
for which the development phases were again
omitted. Although the analyses and investiga-
tions of the subsequent structures are not yet
to a stage for adequate discussion, the infor-
mation presented in this paper was very mean-
ingful for their structural design.

The possible significan. effects of elastic
boundary conditions at the fixeu end of canti
lever beams ou the transverse nitural fre-
quencies has been demonstrated for some
realistic structures. Typical cantilever beams
with elastic supports as illustrated here are
evident in many structures. Obviously, if in-
finite stiffness at the support is assumed and
low safety factors are used to conserve

210

R




R

weight and size, large calculation errors may
result with possible catastrophic results,
particularly when structures are designed to
have their natural frequencies cnly slightly
higher than vibration environment or test
excitation frequencies. Reductions of funda-
mental frequencies of 90 percent would not

be unreasonable.
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