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INVITED PAPERS 

SPACE SHUTTLE DYHAMICS 

Mr. Robert Thompson 
Lyndon B. Johnson Space Center 

Houston, Texas 

I would like to outline the Shuttle as we 
see It at this time, and to point out to you 
some of the features and the characteristics 
of the shuttle vehicle that will be of parti- 
cular interest to you in your speciality area. 
As Dr- Faget pointed out in his welcoming re- 
marks, we feel that the Shuttle is fairly 
fertile ground for those interested in shock 
and vibration. 

In looking through some of your literature 
it was my understanding that one of the principal 
formats for the opening session was to have the 
host agency describe some of its current program 
activities, and to point out where In those 
program activities Interest In the field of 
shock and vibration might be found. We are 
at a very ctltlcal time in the design and 
development phase of the Space Shuttle program. 
This program has been underway for nearly four 
years. The first few years were spent in 
developing the basic concept of the Shuttle and 
advancing some of the technology required to be 
applied to the shuttle.. For the last two years, 
we have been very active in moving into prelimi- 
nary design, Ihe configuration that is described 
is fairly stable and sufficiently mature to the 
point where It can be expected to endure.  The 
detailed type of shock and vibration considerat- 
ions that I point out will be the real problems 
that we will be working with in the next few 
years. 

Figure 1 provides background for those who 
aren't particularly familiar with the Shuttle, 
and it gives you an overview of what we are 
trying to achieve with the Shuttle system. As 
the country came through its first 10 or 15 
years of space flight activity, as depicted 
on the bottom part of Figure 1, we developed 
a family of launch vehicles unique for the 
various missions in both our manned and unmanned 
programs. In the late sixties it became apparent 
to all that the Apollo objectives were to be 
achieved, and the Skylab program, which is 
currently flying, would effectively utilize the 
remainder of Apollo hardware. Thus it became 
necessary for the country to decide what it 
would like to do in space in order to have a 
space capability in the 1980 time period. So 
after many studies it was generally felt that 
the development of a general purpose launch 

systesi, or a general purpose space transport- 
ation system, was the correct next step. We 
looked at many alternates, such as continuing 
exploration of the planets, large space station 
programs, and many other things all of which 
were attractive aud had a great deal of future 
potential. We felt that the most important 
priority was the development of an economic 
space transportation system, and in so doing 
we had to balance the development cost against 
the operation cost. We were very conscious of 
the development funding that would be required 
over a period of four or five years to bring 
the Shuttle system into being, and we were 
particularly eager to assure that the developed 
system could operate to and from earth orbit In 
an economical manner. This dictated a number 
of characteristics, and we looked at many 
configurations. We have settled on the one 
depicted in Figure 2, and we are well underway 
in our design and development activities for It. 

Some of the physical features and charac- 
teristics of the Shuttle are depicted in an 
artist's concept of the vehicle in its launch 
configuration; there are three major elements, 
the Orbiter element which is the delta-wing- 
airplane-llke module, the External Tank-the 
large body in the center which carried the 
liquid hydrogen and liquid oxygen for the rocket 
engines in the base of the orbiter, and on either 
side of the tank the Solid Rocket Boosters. So 
these are the bodies, the masses, the springs, 
and the rocket propulsion force:) that we will 
be dealing with in the system in the launch 
environment. 

Figure 3 shows some of the overall system 
sizes and characteristics. The overall system 
weight is slightly in excess of 4 million lbs 
at lift off. We are able to carry a maximum 
cf 65,000 lbs payload if we Cc-e flying a due 
east orbit, and the payload would be as low as 
32,000 lbs for a retrograde orbit. The delta 
wing in the orbiter configuration has a span 
under 80 ft. The payload bay is 15 ft lr> 
diameter and 60 ft in overall length, and is 
located in the central part of the vehicle. 
The delta wing is sized to give a capability 
of flying approximate: y 1100 miles cross track 
during reentry and then achieving an acceptable 
landing velocity for a tangential landing on 



the runway In an airplane type mode. The Orblter 
has three liquid-propellent rocket engines 
located In the base and each engine has about 
470,000 lbs of thrust in vacuum. We have 
approximately 1,200,00 lbs of thrust pushing 
on the back end of the Orblter. 

the other propulsion systems in the Orblter 
are the two orbital maneuvering system engines; 
each of these 6,000-lbs thrust engines are 
Ignited in the late launch part of the trajectory 
that pushes the Orblter into orbit. These 
engines are used to attain orbit because the main 
engines are cut off just prior to going into 
orbit. They are also used for maneuvers while 
in orbit and for the retrograde mcneuver prior 
to reentry into the atmosphere. We have a large 
number of RCS (reaction control systems) engines 
located in pods on either side of the orbital 
maneuvering system, on the aft part of the 
vehicle, and located in the nose of the vehicle. 
These RCS engines are used for altitude control 
while on orbit and during the early part of 
reentry. Although the weight of the Orblter in 
150,000 lbs dry, it  would weight in excess of 
180,000 ibs at landing and could weight as 
much as 250,000 lbs for a full 65,000 lbs pay- 
load liftoff configuration. The total mass of 
the Orblter is approximately 200,000 lbs. 

The External Tank Is 27 ft In diameter and 
165 ft in overall length; It weighs 1,600,000 
lbs at launch. Approximately 907. of that weight 
is in the liquid oxygen which is located in a 
tank in the forward end of the overall external 
tank. This mass is concentrated at the front 
end of the tank in consideration of the overall 
vehicle canter of gravity relative to the thrust 
location on the Orblter and the thrust vector of 
the combined vehicle. The Solid Rocket Boosters 
are attached 20 ft out from the centerline of 
the tank, and the principle axis of the Orblter 
Is 25 ft above the tank. Thus one can begin to 
visualize some of the forces, the masses, and 
the spring constants that are involved In this 
system. The main load path for the Orblter to 
External Tank is through the aft-attachmer.t 
where the Orblter is attached to the tank through 
the three landing gear locations. The main 
2,500,000 lbs thrust from each Solid Rocket 
Booster is taken out of the forward end of the 
tank and it feeds into the Inner tank structure 
of the liquid hydrogen and liquid oxygen tanks. 

Figure 4 shows the overall mission profile. 
The lower center part of the composite picture 
shows the vehicle in the vertical mode on the 
mobile launcher as it leaves the vehicle assembly 
building. We are using many of the ground 
support features of Saturn Apollo System; the 
vehicle on the pad would be supported by the 
two Solid Rocket Boosters, the External Tank 
would be supported between these two boosters 
and the Orblter would be cantilevered on back 
of the External Tank. This view shows the 
vehicle on the launch pad nearby the service 
tower where we have the capability of onloading 
the payload while on the pad. After Igniting 
the three engines at the aft end of the Orblter 

initially, we hold down the system while we 
build up the thrust on the Orblter, and the» we 
Ignite the Solid Rocker- Motors and releat.« the 
hold downs of the Solid Rocket Motors so that 
all engines are burning in parallel at liftoff. 
We have thrust vector controls on both the solid 
and the Orblter rocket engines. Tin vehicle 
lifts off in its parallel burn mode and the 
Solid Rocket Boosters burr, for nearly two 
minutes (Fig. 4a). After the two minute burn, 
the solids have performed their mission, they 
bum out and are separated from the External 
Tank. During this separation maneuver the r---kets 
on the Orblter are still propelling; the Orblter 
and the External Tank continue along the flight 
trajectory to just short of orbit. We shut down 
Orbiier engines 150 fftet per second or so below 
orbital velocity and separate the External Tank 
from the Orblter at that point. This puts the 
External Tank in a ballistic trajectory that 
will cause it to reenter and be destroyed by 
aerodynamic heating In the remote ocean region 
some 10,000 miles down range of the Irunch site. 

We then ignite the orbital maneuvering 
engines and accelerate the Orblter to orbital 
velocity where we can conduct a very wide range 
of missions. After a mission is completed, we 
ignite the orbital maneuvering engines again to 
slow the vehicle down to put it on a path to 
reenter the earth's atmosphere. He fly the 
vehicle through the early part of reentry at a 
relatively high angle of attack of approximately 
J5 degrees where we roll the vehicle about the 
lift vector in order to achieve the crossrange 
maneuvering. Once we get down to intermediate 
supersonic mach numbers, we transition the 
vehicle down to a more conventional angle of 
attack, in the 12 to 15 degree range. In order 
to come down through the atmosphere and 
maneuver into position to land tangentlally 
on the runway. We expect to touch down on the 
runway somewhere in the range of 190 knots, 
depending on the conditions and payload. 
Incidentally we have runway touchdown and runout 
problems in the shock and vibration area. 

We are building the vehicle such that once 
the system matures, we will be able to turn the 
Orblter around two weeks from the time it 
finishes one mission until it is ready to fly 
another one. We recover the spent Solid Rocket 
Booster cases from the ocean by parachute and 
recycle, reload, and reuse the spent r.ases, 
A great deal of the economy of the system 
comes from reusing the Orblter and the Solid 
Rocket Boosters.  It is Important to focus on 
the various types of operations that we plan 
to conduct with the Orblter.  In the upper right 
of Figure 5 we have shown a artist's drawing 
depicting the placement, service, and the repair 
of satellites. The Orblter is designed to 
operate in what might be called low earth orbit, 
or altitudes up to 600 nautical miles. One of 
the principal uses that we would expect of the 
vehicle is the implanting of satellites in 
various orbits from relatively low inclined 
orbits to the equator and polar or retrograde 
orbits. He would also expect to teke propulsion 



stages and satellites for higher energy orbits 
Into the lyw  earth orbit Initially; they would 
be carried In the payload bay Into lower earth 
orbit. Then the manipulator am would move the 
payload and Its "tug", or upr?r stage, out Into 
the trajectory where the "tug" would bs fired to 
transfer the satellite on into a  higher energy 
orbit. People and experiments could be loaded 
in the payload bay of the Orbiter and go into 
orbit. The entire vehicle could be kept in 
orbit for periods of up to 30 days for various 
type of missions, either looking down at the 
earth or looking outward from earth in the 
astronomy type mode; various types of research 
activities, such as medical or manufacturing, 
where one would like to take advantage of the 
space environment. 

The Orbiter is a natural for any future 
space at. tion programs where one might want to 
take space station modules into orbic in a 
modular fonc. One can take modules anywhere 
up to the 15 ft by 60 ft size limitation and 
couple those modules together to build a large 
permanent space station. The Orbiter is also 
a natural for taking people to and from that 
space station. Furthermore, once the program 
has matured and we have as many as two Orbiters 
on hand, we «ill have a rescue capability. 

Figures 6 and 7 depict the status of the 
program. We have been under way for just under 
4 years, but for the: last 2 to 2% years we have 
had most of our Industry people on board working 
on a final dtsign. The first element of the 
syster that we put under contract was the 
Orbiter engine; this contract was awarded in 
August of 1971 to the Rocketdyne Division of 
Rockwell International. The second element that 
we placed under contract was that for development 
of the Orbiter and for support of the government 
in an overall systems engineering role; that 
contract was let in July 1972 to the Martin 
Marietta Corporation. Then the last major 
element to go under contract was the Solid 
Rocket Motor, which was awarded to the Thiokol 
Chemical Corporation in November of 1973. Thus 
we have formed our major contractor team; they 
have been on board, some of them for as much as 
over 2 years. Figure 8 shows our overall program 
target schedule. The first horizontal flight of 
the system is expected to take place in 1976, 
our first vertical development flight is expected 
to occur In late 1978, and we would then plan to 
have the system in operation by the early 1980 
time period. We have been through a number of 
our major early program milestones; our prelimi- 
nary requirements reviews, our system requirement 
reviews and our preliminary design reviews. The 
critical design reviews are expected to take 
place in the 1975 time period. 

Let us examine the vehicle to postulate 
and speculate on where we might encounter some 
of our concerns relative to shock and vibration. 
Figure 9.  The vehicle has a number of fairly 
large masses, and we have to be able to separate 
these masses while in dynamic flight. Therefore, 
separation planes have to be carefully engineered 

so that the masses will separate when we «ant 
them to and so thaf they will not separate when 
we don't want them to. One can afford to invest 
only a certain amount of stiffness In the Inter- 
faces between the major masses. We have many 
forces pushing on the vehicle as it flies; we 
have the thrust of the rocket engines, the 
thrust of both the Orbiter engines and the 
Solid Rocket Boosters, the gimballing loads, 
and the thrust vectors in flight. Accordingly, 
many disturbing forces and moments are inherent 
in the vehicle are present aa well as the 
external disturbing forces brought about by the 
disturbances of the atmosphere and the dynamic 
separation. Thus a fertile field exists to 
keep us on our toes in this overall area, and 
the overall structural dynamic characteristics 
of the vehicle has been one of the major concerns. 

The artist's concept In Figure 10 depicts 
the vehicle sitting on the launch pad and the 
vehicle is supported by the two Solid Rocket 
Boosters. While on the launch pad we have to 
worry about the horizontal wind, the vortex 
shedding from nearby structures or from the 
vehicle itself. This vehicle, unlike some of 
our previous vehicles has wings on it so that 
the old bug-a-boo of "stop-sign" flutter and 
things of that nature will have to be consider«^ 
while in the prelaunch configuration. Once we 
are ready to leave the launch pad, we ignite the 
rockets on the Orbiter initially; there is an 
upsetting moment because of the cantilever effect 
of the Orbiter. We hold the vehicle down while 
we bui'd up thrust on the Orbiter. We have 
the capaoiilty, if we had r\y  problem with the 
main propulsion systetn ■m the Orbiter coming 
up to thrust, of shutting down the engines t.ad 
holding the vehicle In that configuration. 

Once the two Solid Rocket Boosters are 
ignited, we are comnlcted to launch, so we 
would leave the pad shortly after the ignition 
of these motors. We have dynamics involved in 
igniting the engines on the Orbiter and on the 
booster; after lift off and at the start of 
flight, there are the transient wind conditions 
that must be considered as sources of excitation. 
There are many sources of multipled body res- 
ponbe», from the masses Involved, the elastic 
coupling between the Solid Rocket Booster and 
the tank and between the tank and the Orbiter; 
the disturbing forces and moments on the wing 
and on the vertical till of the Orbiter are 
such sources, as well as sources for axial- 
lateral coupling. The asyinnetry of the Shuttle 
configuration has been one of the things that 
has concerned us as compared with our previous 
vehicle (Saturn). The Titan, which has a 
similar arrangement of two solid rocket motors 
on either side of the tank, began to approach 
some of the asymmetry of the shuttle configu- 
ration, but we went one step further than the 
Titan by cantilevering the Orbiter on the back 
of the External Tank. 

In addition the axial-lateral coupling 
potential of this vehicle is of some concern 
to us, and we are going to watch this very 



carefully.   Once we move Into the higher 
speed region of flight, our maxlBtm dynamic 
treasure la expected to be approximately 650 
lba/ft2. Thl» value la not extremely high or 
flight vehicles; many of our supersonic air- 
planes experience valuea that are conaiderat / 
higher than that.  However, we have to be 
careful in spending our weights and masses in 
this vehicle, so we can't afford to put too 
much stiffness In the structure and we have 
deliberately tried to hold the c down to 650 
In concept and design of the vehicle. At that 
dynamic pressure we have the classical gust 
turbulence problems, and dynamic pressure will 
occur at transonic speeds producing both the 
aerodynamic interference and the mixed flow 
conditions Inherent In transonic flight. 

We expect fairly large lateral accelera- 
tions because we have wings and a vertical tall 
on the vehicle. Hie axial-lateral coupling 
manifest Itself here strongly. During staging 
we are at a Mach number of approximately 6, 
and we are faced with the shutdown transients 
on the Solid Rocket Boosters. There lit no way 
to shut down a solid rocket motor gracefully 
since It tails off fairly rapidly. Also It Is 
necessary to consider the asyiranetry In shut 
down and tall off of the solid rockets. 

All through this flight we have the control 
system-coupling concern, the glmballlng of the 
rockets on the Orblter as well as the Solid 
Rocket Boosters to fly the vehicle. We shut 
down the two Solid Rocket Boosters and separate 
those while the Orblter continues to thrust. 
We have shown In Figure 9 that the q, when 
separating the External Tank from the Orblter 
just prior to going Into orbit, would be quite 
low. We don't expect any design load conditions 
In that area, but we must be prepared for the 
transients Involved In shutting down the main 
engines on the Orblter, separating the External 
Tank, and igniting the Orblter maneuvering 
engines Just prior to going Into orbit. 
Following retrograde firing or entering the 
earth's atmosphere, the vehicle files a Mach 
number spectrum of 25 down to 0, and fortunately 
we are through a good portion of the Mach number 
region before the dynamic pressure gets very 
high. The dynamic pressure of reentry never 
exceeds more than 225, and that is roughly 407. 
of what It Is during launch. On landing we are 
planning to bring the Orblter back unpowered, 
glide down through a fairly steep approach angle 
to the runway, and, as mentioned earlier, we 
will actually touch down on the runway at 190 
knots. Touch-down dynamics on our runway runout 
area Is certainly one of the concerns. 

Figure 11 shows the vehicle In the launch 
configuration with the thrust of the rocket 
engines and the bodies involved. Figure 12 shows 
the vehicle configuration at max q. Figure 13 
depicts staging where we separate the two Solid 
Rocket Boosters after their burn out and their 
transient shut down while the External Tank and 
the Orblter are continuing on Into orbit. 
Figure 14 shows the vehicle during ;he early 

heating part of reentry, where it la at a high 
angle of attack, followed by a transition of a 
low angle of attack prior to landing. Figure 
15 shows the vehicle in a fairly steep approach 
path to the runway for the airplane-type 
landing. 

Figure 16 lists some of the unique features 
of potential instabilities of this configuration. 
First there is the classical coupling of the 
structure and the propulsion systems or "POGO". 
We bring the oxygen from the small tank located 
on the front of the External Tank down along 
the External Tank in 17-lnch-diameter lines, 
about 100 ft long; then we have to turn that 
liquid oxygen and run laterally a few feet 
over into the aft end of the Orblter where 
we feed the three rocket engines. There long 
liquid lines can have some closely spaced 
natural frequencies, and we are concerned 
about the overall coupling of the propulsion 
and structural systems. The lateral segment 
of this propellent line also enhances the 
axial-lateral coupling possibilities. There 
are some characteristics of the rocket engine 
that are different from previous designs. We 
are operating at a chamber pressure of 3000 
psi; the chamber pressure on these hydrogen- 
oxygen engines is three times that of the 
engines in the upper stages of the Saturn 
launch vehicle. That means that the chamber 
pressure upstream in some of our ducts will 
get as high as 7000 lbs per square inch. In 
order to get our propellents up to those 
pressures, we have two different pumps, a low 
stage pump and a higher stage pump. As a 
result we have to be very concerned about the 
coupling In between these two pumps In our 
feed system. 

We are also concerned about any possi- 
bility of coupling the propulsion-structural 
disturbing forces with our flight control 
forces. In fact, we are glmballlng our rocket 
engines close to the aft end of the Orblter 
and the aft end of the Solid Rocket Booster. 

We are concerned about normal classical 
lifting surface flutter although we have fairly 
stubby delta wings, and these are good structur- 
al configurations. However, we are fighting 
weight as we always do in any program, so we 
cannot afford to put excessive stiffness In 
our lifting surfaces. These wings are only 
useful during reentry and landing phase. We 
can't afford to carry too large a wing or too 
heavy a wing since It becomes too much a 
penalty on the overall system to be too gener- 
ous In wing area or wing stiffness. There- 
fore, we have to be careful about classical 
wlng-elevon flutter with such concerns as 
single degree of freedom flutter of the elevon. 

In any rocket vehicle system, the possi- 
bility of control system Induced instabilities 
must be considered. The large masses, the 
spring characteristics, the very high modal 
density of this vehicle makes It necessary that 
we be extremely careful In engineering and 



designing our control system. Such care Is 
needed In order that we can properly detune the 
system and not excite too many vibration modes 
In our flight control system. Inherent to the 
understanding of the overall structural dynamics 
of any vehicle Is the understanding of the vibra- 
tion modes and frequencies and the recognition of 
some of the potential problems that face us on 
the Shuttle. Figure 17 outlines a very ag- 
gressive program for understanding the vibration 
modes and frequencies of the vehicle from the 
very rtart. We have paid a great deal of 
attention to getting underway a broad base of a 
very comprehensive analytical activity where we 
use the best tools that are available to us to- 
day. The approach Is to break the vehicle up 
into many many different elements and try to 
then understand the behavior of thosa elements. 
Concurrently with this analytical activity, as 
soon as we can mature various segments of the 
vehicle and once components have become avail- 
able, we plan to schedule testing of those 
componeats. These would include static influence 
coefficient tests for each of the components, and 
we will also shake each component to understand 
its isolated vibration modes and frequencies. 
Once we have moved on to where we have combined 
these components into elements, such as the 
Orblter the External Tank, the Solid Rocket 
Booster, we will individually test those elements, 
and we will feed back ehe results of these 
element tests Into our analytical activity. 

We are also starting very early to build a 
k  scale dynamic replica model. We deliberately 
chose a \  scale In order to get ourselves a 
sufficiently large vehicle that we felt could 
replicate the structure fairly accurately. We 
will bring this model along as soon as the design 
has matured to the point where the model can be 
built. We would use this model as a check 
against our analytical activity and our full 
scale activity as It matures. 

Then as a sort of a graduation exercise, 
we currently have planned in the program some 
limited testing of the "all up" full scale 
Shuttle vehicle complete with a flight Orblter 
once that element has become available. That is 
the building block approach we have underway to 
understand the vibration modes and frequencies 
that we are faced with in the overall configu- 
ration. The replica model, Figure 18, w<1l repli- 
cate the Orblter, the Solid Rocket Boosters, and 
the External Tank, and we will test several 
different fuel loadings In both the Solid Rocket 
Boosters and the Txternal Tank.  It will give us 
early confirmation of our analytical and full 
scale test activity work, and we will be able 
to perform parametric Investigations of the 
effects of various propellent payloads. After 
we have finished out basic design phase, we want 
to use this model to study various effects of 
payload on the overall configurations; we can 
carry payloads of up to 65,000 lbs, and these 
payloads in themselves have their own set of 
dynamic characteristics. We have to be very 
concerned about the Influence of the payload on 
the overall system in the dynamic launch 

environment. We will use this model on Into the 
operational phase of the progrcm to check out 
the interactions between the model and the 
vehicle that are appropriate prior to comnltting 
the vehicle payload. 

Figure 19 depicts the shuttle acoustic 
sources. Like any good launch vehicle, we 
have our share of problems facing us In this 
area, and we have several good noise generators. 
We have the liquid oxygen rockets in the aft 
end of the Orblter at their high frequencies, 
and we expect energy content over a fairly 
^igh range of frequencies; coupled to that is 
the spectrum of the Sqlid Rocket Boosters which 
probably will fill out that part of the spectrum 
that the liquid rockets missed.  Thus we might 
expect acoustic energy over a pretty broad 
range of frequencies. We have the reflection 
problems from the pad and nearby structure 
locations, so we expect to face fairly hlfh 
acoustic levels over the aft end of the 
vehicle. The shuttle Orblter is protected from 
the heat of reentry by a reuseable external 
insulation. This might be classified as 
building a basic aluminum airplane and putting 
a light weight fire brick all over the surface 
of the airplane. We are concerned about the 
structural Integrity of this light weight 
firebrick that we use for external insulation 
from the effects of the high acoustic environ- 
ment that we face during the liftoff, launch, 
and reentry phases of flight. 

During launch we also face the transonic 
and supersonic flow conditions, and we will also 
face the hypersonic flow regions that we will 
pick up during reentry. We are currently base 
lined to have the capability of adding air 
breathing engines to the orblter for ferry 
missions, and these would be another acoustic 
source. We are concerned about the acoustic 
levels and their effects on the structure; 
specifically, these effects include the sonic 
fatigue of the structure, the thermal protection 
system integrity, and the environmental vibration 
in the payload. We intend to keep the environ- 
ment in the payload acceptable to the payload 
people by adding reasonable attenuation to 
reduce the overall sound levels In the payload 
bay and In the cabin. 

Figure 20 lists the dynamic environments 
and some of these have been enumerated in a 
discussion uf the various mission phases. Some 
of the sources of the low frequency range of 
vibration are the lift off transients and 
staging (or separation) transients where large 
loads are suddenly released or where large 
structural forces in the rocket engine are shut 
down. Also there are the relatively low- 
frequency thrust oscillations that exist in any 
rocket engine. Aerodvnamic buffet, landing, 
roll out, and taxi are all areas where shock 
and vibration specialities will be brought to 
bear in the design of the vehicle.  The higher 
frequency vibration energy sources are the lift 
off noise, rough burning in the rocket engine, 
and aerodynamic noise.  Some of the shock sources 
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Include separation and staging since we have a 
nunber of pyros located on the vehicle, and 
currently aost of our separation mechanisms are 
pyro oriented. We have saall solid rocket 
motors for separating the Solid Rocket Boosters 
from the External Tank. The shock and vibration 
associated with igniting those rockets is 
contained in the exhaust that impinges on part 
of the structure and it loparte dynamic energy 
to the vehicle. We also have the landing shock 
as mentioned previously. 

I don't vant to sound too negative. I 
thought that oat  of the reasons people like to 
cone to these type of meetings is to understand 
where others have problems. We fully expect 
to have some problems in this area, and we 
certainly didn't pick this particular vehicle 
configuration to make our vibration and struct- 
ural dynamics Job easier. We picked this shape 
of vehicle primarily for other considerations, 
such as low cost, reuseabillty, overall size, 
and complexity of development. We realise we 
face a number of challenging areas in structural 
dynamics, but we don't see any show stoppers. 
If the tools that people such as yourselves have 
brought along through the years are applied 
intelligently, effective tests are conducted on 
the components, careful attention is paid to 
how we use cur flight control system so that we 
use it in such a way that it helps to detune the 
vehicle rather than tune up the vehicle, then we 
can build a space Shuttle vehicle that can be 
flown safely and accurately. However, we have 
a lot of work ahead of us. 
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VIKING DYNAMICS - AN OVERVIEW (U) 

Richard E. Snyder 
NASA Langley Research Center 

Hampton, Virginia 

(U) The Viking mission encompasses nearly all of the dynamic 
environments encountered in any NASA mission.   These dynamic 
loading events include lafinch and boost, interplanetary cruise, 
orb t, entry, and landing.   Design loads for these events are 
gei arated using transient loads analyses of modally coupled 
finite element models.   Test programs are conducted to verify 
mathematical models and confirm loads analysis techniques. 

TNTRODUCTION VIKING SPACE VEHICLE 

The Viking Project is a current NASA 
effort to explore Mars using two unmanned 
spacecraft during the 1975-1976 opportunity. 
The project is managed by the Viking Project 
Office at NASA1 s Langley Research Center. 
The objective of this project is to obtain 
scientific data which will significantly advance 
the knowledge of the planet Mars by direct 
measurements in the atmosphere and on the 
surface.   Particular emphasis will <e placed 
on obtaining information concerning biological, 
chemical, and environmental factors relevant 
to the existence of life on the planet.   A 
detailed description of the Viking vehicle, 
mission, and scientific instruments is pre- 
sented in Ref.[l]. 

The Viking mission encompasses nearly 
all of the dynamic environments encountered 
in any NASA mission.   These dynamic loading 
events include launch and boost, interplanetary 
cruise, orbit, entry, and landing. 

In this paper, the Viking Space Vehicle 
will be described and the structural configura- 
tion of the Viking spacecraft will be discussed. 
The significant dynamic events associated with 
the various mission phases will be identified. 
An overview of the analysis and test program 
which are used to determine loads and dynamic 
environments will be presented.   This paper is 
part of a three-paper overview of the Viking 
dynamics.   References [ 2,3] present details of 
the Orbiter and Lander dynamics, respectively. 

The launch vehicle for the Viking mis- 
sion is the Titan IE E/Centaur.   Figure 1 
shows the Viking Space Vehicle configuration. 
The spacecraft is mounted on top of the 
Centaur and enclosed in the ne^ Centaur 
Standard Shroud.   While both the Titan and the 
Centaur have been used in previous space mis- 
sions, they have not previously been used in 
combination. 

The Titan III E consists of two solid 
propellant rocket motors strapped on to liquid 
propellant core stages.   The Centaur, which 
utilizes liquid oxygen and liquid hydrogen as 
propellants, is the high energy uppei stage. 
The space vehicle weight at ignition is approxi- 
mately 1.5 million pounds.   The maximum 
thrust is approximately 2.3 million pounds. 
The spacecraft weighs 7,600 pounds. 

VIKING SPACECRAFT 

The Viking spacecraft in the cruise mode 
is shown in Fig. 2.   The Orbiter and the Lander 
are the two basic elements.   A bioshield to 
prevent recontaminatiou after sterilization 
surrounds the Lander.   The Lander is attached 
to the Orbiter "bus" by means of a three-point 
to four-point adapter. 

VIKING ORBITER 

The design of the Viking Orbiter is an 
extension of the Mariner '71.   However, the 
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design is greatly influenced by the 3,500-pound 
propulsion subsystem which is attached to the 
"bus."  The propulsion subsystem is a module 
consisting of two propellant tanks, a pres nrant 
tank, and the engine.   Much of the Orbiter 
science is contained in the scan »latform. 

VIKING LANDER 

Figure 3 shows an exploded view of the 
Viking Lander capsule.   The Lander capsule 
consists of a bioshield cap and base; the base 
cover, including the mortar and parachute 
system; the aeroshell; and the lander.   The 
lander, aeroshell, and basecover are sterilized 
in order to prevent contamination of Mars with 
Earth organisms.   The bioshield serves to 
prevent recontamination after sterilization. 
The basecover vent system controls the pres- 
sure equalization during the launch and entry 
phases of the mission.   The disk-gap-band 
parachute is deployed by firing a mortar.   The 
aeroshell is used for the initial aerodynamic 
deceleration and is covered with a lightweight 
ablator material. 

The Lander in the landed configuration is 
shown in Fig. 4.   The science and other opera- 
tional subsystems are mounted to the Lander 
equipment mounting plate and side beams.   The 
Lander is hexagonal in plan form and is fabri- 
cated primarily of aluminum and titanium.   It 
is 58.8 inches wide and 18 inches deep.   The 
landing gear consists of three inverted tripods. 
Each tripod consists of a main strut, an A- 
frame, and a foot pad.   The landing gear 
absorbs most of the energy at impact by means 
of crushable aluminum honeycomb contained ir 
the main strut.   The A-frame is attached to 
the Lander body through short cantilevered 
beams which limit the loads by plastic deforma- 
tion.   In this configuration, the Lander weighs 
approximately 1,270 pounds. 

SIGNIFICANT DYNAMIC EVENTS 

Launch Phase 

Figure 5 shows the space vehicle launch 
phase flight profile.   The transient loading 
events associated with this mission phase 
govern the design of the Orbiter primary 
str icture and a few areas of the Lander struc- 
ture.   The solid rocket motors burn for about 
2 minutes and are jettisoned.   Slightly before 
solid rocket motor burnout, the first stage 
engines are ignited.   After separation, the 
second stage burns for 3-1/2 minutes.   The 
Centaur Standard Shroud is separated during 
this burn.   There are two Centaur burns prior 
to spacecraft separation. 

Transient loads analyses of all of these 
events are accomplished using a modally 
coupled finite element mathematical model. 
Each cognizant organization is responsible 
for the development of a model of the struc- 
ture for which they are responsible.   These 
separate models are coupled modally to form 
the appropriate space vehicle configuration 
and transient response analyses are per- 
formed.   Force time histories in spacecraft 
structural members are a part of analysis 
output. 

Stage zero ignition, stage one shutdown, 
and the Centaur second engine cutoff are the 
controlling loading events for the spacecraft. 
The loads associated with stage zero ignition 
are generated using 21 pairs of flight-measured 
solid rocket motor thrust time histories.   The 
resulting spacecraft internal member loads 
are each combined statistically to determine 
a "mean plus three sigma" load.   Stage one 
shutdown is accomplished in a similar manner, 
using 27 flight-measured forcing functions. 
The Centaur second engine cutoff loads analysis 
uses a worse case shutdown profile. 

The loads generated by these means are 
used to size structural members.   Hence, this 
involves an iterative procedure.   The advan- 
tage of this method of obtaining design loads 
is that it leads to minimum structural weight. 
The disadvantage is that it does require itera- 
tions which would result in redesign 
requirements. 

Entry and Landing Phase 

The entry and landing profile for a 
typical mission is shown in Fig. 6.   This mis- 
sion sequence produces the governing design 
loads for the Lander.   The Lander enters the 
atmosphere at about 800,000 feet between 2 
and 5 hours after separation from the Orbiter. 
The drag on the aeroshell produces the initial 
deceleration.   The peak deceleration, which 
occurs between 80 - 100,000 feet, produces 
the highest steady state loading condition to 
which the Lander is subjected.   The aeroshell 
and much of the Lander body are designed to 
meet this loading condition. 

The mortar wliich deploys the parachute 
is fired at an altitude of about 21,000 feet above 
the surface.   Shortly after the deployment of 
the parachute, the aeroshell is separated.   This 
mission event is the designing condition for the 
mortar truss.   The mortar fire also produces 
a high level dynamic environment for the 
components. 
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At 4,100 feet, the terminal propulsion 
engines are ignited and the parac*»-'..- and base- 
cover are separated.   The engines continue to 
fire until one of the legs contact the surface. 
The velocity at impact with the surface is 
approximately 8 feet per second. 

The landing event produces loads which 
govern die design of the landing gear, portions 
of the Lander body side beams, the the equip- 
ment mounting plate.   A significant dynamic 
environment is also generated al component 
locations.   The method of analysis used for 
the landing event is conceptually the same as 
that used for the stage zero ignition and stage 
one shutdown loading events.   That is, transient 
loading analyses are conducted for a large 
number of randomly selected initial conditions, 
and statistical member and component loadings 
are generated.   The frequency content of the 
responses at component locations are generated 
by shock spectra methods. 

The stability of the Lander for the landing 
event is of critical importance.   Stability analy- 
ses were coried out again using randomly 
selected in tial conditions to determine the 
probability of a stable landing. 

DYNAMIC TESTING 

Modal surveys of both the Orbiter and 
Lander have been conducted to verify and cor- 
rect the finite element math models which are 
used for the analysis of transient loading events. 
The final loads iteration for the launch phase of 
the mission is done using math models which 
have been confirmed by modal survey. 

Component dynamic environments associ- 
ated with the launch phase are derived fron 
measurements made on full-scale dynamic 
models of the Orbiter and Lander during 
acoustic and sine wave tests.   The sine wave 
and acoustic test levels were derived from 
expected flight environments.   During the sine 
wave tests, the inputs are notched to prevent 
loads in primary structure from exceeding 
those computed for the launch phase of the 
mission. 

Pyrotechnic shock levels for components 
have been established by measurements made 
on dynamic test models when actual pyro- 
technics, including the mortar, were fired. 

VIKING DYNAMIC SIMULATOR 

Figure 7 shows the Viking Dynamic 
Simulator mounted on the Centaur.   This space- 
craft will be the payload on the proof flight of 
the Titan III E/Centaur.   The purpose of this 
spacecraft is to acquire data which can be used 
to verify loads and loads analysis techniques 
associated with the launch phase of the Viking 
mission.   The Viking Dynamic Simulator has 
mass, inertia, and center-of-gravity character- 
istics similar to those of the Vildng spacecraft. 
It also has primary structural modal properties, 
below approximately 20 Hz, similar to the 
Viking spacecraft. 

The Viking Dynamic Simulator consists 
of a rigid mass representing the Viking Lander, 
two rigid masses connected by a spring to 
represent the Viking Orbiter, a four-point to 
three-point adapter joining the Orbiter and 
Lander simulators, ar J a twelve-point to 
four-point adapter which joins the Orbiter 
simulator to the Centaur.   The Viking Dynamic 
Simulator is instrumented with strain gages 
and accelerometers which will measure the 
structural responses associated with all tran- 
sient loading events which occur during the 
launch phase of the mission.   Acoustic meas- 
urements and spacecraft/shroud relative motion 
measurements will also be made.   Post-flight 
loads analyses will be performed using the 
thrust time histories measured on the stage one 
engines during the shutdown of those engines. 
The computed load/time histories will be com- 
pared to those measured in flight.   This will 
provide a quantative evaluation of the degree 
of accuracy with which transient loads analyses 
can be accomplished.   The math model of the 
spacecraft used in the loads analysis is in good 
agreement with a modal survey of the 
spacecraft. 

CONCLUSION 

This paper is part of a three-paper over- 
view of the Viking dynamics.   References [ 2,3] 
present details of the Orbiter and Lander 
dynamics, respectively. 

The analysis and test programs which 
have been identified herein provide assurance 
that the Viking mission can be accomplished 
successfully with a lightweight structure. 
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VIKING ORBITER - DYNAMICS OVERVIEW 

Ben K.  Wada 
Jet Propulsion Laboratory 

Pasadena, California 

The Viking Spacecraft will be launched on a Titan III E/Centaur O-IT 
in August 1975 to conduct scientific studies of Mars.   The Viking 
Orbiter part of the Viking spacecraft will conduct the experiments as 
it orbits Mars.   An overview of the dynamics program of the Viking 
Orbiter is presented with emphasis on those aspects that differ from 
most NASA programs. 

INTRODUCTION 

The Jet Propulsion Laboratory is respon- 
sible for the Viking Orbiter System (VOS), 
which is part of the overall Viking Project 
managed by the Viking Project Office at Langley 
Research Center for NASA.   Two Viking space- 
craft (V-S/C) will be individually launched on 
a new Titan IIIE/Centaur D-1T launch vehicle 
in August 1975. 

This paper is an overview of the activities 
related to dynamics in the design,  analysis, 
development tests and qualification tests of the 
Viking Orbiter System (VOS).    This is one part 
of a series of three papers providing the dyna- 
mics overview of the Viking spacecraft.    The 
other two papers are: 

(1) Viking Spacecraft — Dynamics Overview 
[1] by Dr. R.  E. Snyder,  Viking Pro- 
ject Office,  Langley Research Center, 
and 

(2) Viking Lander Capsule — Dynamics 
Overview [2| by J ■ Pohlen, Martin 
Marietta Aerospace/Viking 

The dynamics program was directly 
influenced by various Viking Project constraints 
and available data.    The significant factors 
were: 

(1) Requirement for a lightweight structure 

(2) High reliability for a two V-S/C mi&- 
sion 

(3) A new launch vehicle consisting of a 
Titan UIE and Centaur D-IT with a 
new Centaur standard shroud (CSS) 

(4) Availability of launch vehicle engine 
forcing function data from previous 
flights of Titan and Centaur 

DESCRIPTION 

General 

Figures 1 and 2 illustrate the Viking 
Orbiter System which is the responsibility of 
the Jet Propulsion Laboratory (JPL).   The 
Viking Lander Capsule (VLC) built by the 
Martin Marietta Aerospace/Vikine (MMA/V) 
combined with the VOS is the V-S/C that is 
attached to the Titan/Centaur launch vehicle. 
Figure 3 illustrates the Viking space vehicle 
and identifies the involved organizations.   The 
total activity related to loads on the Viking 
space vehicle was coordinated by a Viking Load 
vVorking Subgroup chaired by Lewis Research 
Center.   The items identified by an underline 
on Fig.  3 were designed and xntegrfited as the 
VOS was developed. 

The anticipated flight loads a.id environ- 
ments for the structure are summarized in 
Fig.  4.    Each environnnent was considered prior 
to the establishment of the appropriate design 
and qualification, loads,  and tests. 

The weights of the major substructure of 
the VOS are shown in Table 1,  and the sub- 
structures are shown in Fig.  2. 

This paper presents the results of one phase of research carried out at the Jet Propulsion 
Laboratory, California Institute of Technology, under Contract No. NAS 7-100,  sponsored by 
the National Aeronautics and Space Administration 
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TABLE 1 
Viking Orbitor.Syatem Weight 

Summary 

Substructure Weight 
(lb) 

Bui 

Sue with low-gain antenna 948 
VLCA 30    1 
V-S/C-A 131 

Scan platform 201 
High-gain antenna 47 
Solar panel with relay antenna 67 
3 Solar panels 177 

i         Cable trough 49 
Propulsion module (Mission B) 3650 

Estimated total 5300 

Schedule 

The overall schedule for events discussed 
in the paper is shown in Fig.  5. 

«SCWTION 

GENERM. PIANS 

MAIM MOHl AND 
OCSICNIOAOUPOATf 

suesnucTuti TESTS 

O0TM MOO**. TEST 

COMEIATION OF 
ANALYSIS TO TEST 

f INAl MATH MODEL 
IASE0ONMODM.TEST 

OAMriNCIASEOOf 
TEST 

FLIGHT LOADS rj 
QUALIFY STW.TUK 

STATIC QUAMFICATION 
TEST 

LAUNCH OF PROOF 
Fl.'GHT iMCECHAFT 

LAUNCH OF 2 VIKING 
SfACECHAFT 

34 

•^ngcr 
IWB 
234 

l»71 

234 

nn 
1234 

\m 
12 34 

1974 

234 

l»75 

I 23 

Fig,  5 - Schedule of structures and 
dynamic development program 

Dynamics 

The dynamic characteristic of the VOS was 
a consideration in the selected approach.   The 
low resonant frequencies and the high density 
of low frequencies of the VOS and the V-S/C 
are summarized in Tables 2 and 3.    The reso- 
nant frequencies are of the V-S/C combined 
with the Viking Truss Adapter (VTA) and Cen- 
taur Transition Adapter (CTA).    The VTA and 

CTA iaa 54-in.-high truss-type adapter between 
the V-S/C and the Centaur.   Figure 6 illustrates 
the damping of the VOS with a rigid mass simu- 
lation of the VLC based upon modal test data. 
The solid line is the original estimate uf the 
damping at the initiation of the program.   Tne 
designation and description of hardware is 
given in Table 4. 

CLASSIFICATION OF LOADS AND TESTS 

The source of the loads on the VOS and the 
related tests to qualify the structure were 
evaluated for the load profile as shown in 
Fig. 4.    The loads and the associated qualifi- 
cation test programs were subdivided into three 
categories.   The categories were defined by 
frequency ranges illustrated in Fig. 7.   The 
associated test program is shown in Table 5. 

LOW-FREQUENCY RANGE 

Definition of Loads 

1. Origin of Loads 

The loads in the low-frequency range are a 
result of quasi-static loads superimposed with 
various transient loads anticipated during the 
launch phase of the VOS.   In this frequency 
range, the forces in the structural members 
calculated by analysis is the basic parameter. 
The low-frequency range was defined to be 
between 0 Hz and a range between 20 and 40 Hz. 
The upper limit is directly dependent on the 
ability to accurately calculate VOS member 
forces.   The upper-frequency limit will be 
selected after the VOS and Viking Lander Cap- 
sule (VLC) modal tests to establish the ade- 
quacy of the mathematical models.    The analy- 
sis process to obtain member forces is 
referred to as load analysis. 

2. Load Analysis 

Load analysis is an analysis process used 
to define design loads and flight loads to qualify 
the structure.    Design loads are obtained using 
mathematical models of the V-S/C not verified 
by test.    Flight loads are obtained using mathe- 
matical models of the new hardware that are 
verified by a test program. 

During the VOS program, five load analysis 
cycles are performed as shown in Table 6. 

The load analysis effort for each load cycle 
varied and a few were not applicable to the 
evaluation of VOS loads.    The objective was to 
minimize the quantity of analysis by the use of 
conservative bounds on the launch vehicle forcing 
functions considered to result in small VOS 
member forces.    The conservatism was 
decreased for the more severe forcing functions 
by increasing the quantity of analyses. 

The design and qualification member forces 
were obtained by statistically combining the N 
member forces resulting from N forcing 
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TABLE 2 
Frequency of Viking Orbiter Spacecraft With Rigid Lander 

Mode No. Frequency 
(H») Mode No. Frequency 

(Hz) Mode No. Frequency         i 
(H«)               1 

4.42 12 17.67 50 56.76             1 
4,44 14 20.53 55 59.12 
7.52 16 23.08 60 65.01 
7.95 18 23.69 

10.22 20 24.37 
11.93 25 27.88 
12.28 30 34.55 

8 13.19 35 35.82 
9 13.26 40 43.53 

10 14.96 45 52.29 

TABLE 3 
Frequency of Viking Spacecraft 

Mode No. Frequency 
(Hz) Mode No. Frequency 

(Hz) Mode No. Frequency        j 
(Hz)                1 

1 4.33 12 13.41 50 34.71              1 
2 4.41 14 14.87 55 35.89 
3 6.93 16 15.87 60 38.51 
4 7.03 18 16.46 65 40. 78 

i               5 9.05 20 17.63 70 43.35 
6 9.67 25 22.22 75 45.64 

1              7 10.34 30 25.22 80 50. 10 
8 10.71 35 27.57 85 53.16 
9 12.05 40 29.75 90 56.18 

10 13.05 45 32.54 95 57. 55 
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TABLE 4 
Identification of Hardware 

Fig.  6 - Damping of VOS with rigid VLC 

Hardware Description 

Orbiter 
Development 
Test Model 
(ODTM) 

Proof Test 
Orbiter (PTO) 

Flight Orbiter 
(FO) 

Flight-type primary structure 
that simulates the dynamic 
characteristics of the Flight 
Orbiter up to 50 Hz 

Similar to the Flight Orbiter 
used for qualification testing 

The flight spacecraft that are 
subjected to a limited set of 
environments.    The environ- 
mental levels are those anti- 
cipated in flight                             | 

IZZZ. mm 
•- low FMQUENCV -• 

- MIDOU FMQUCNCY ■ 

- HIGH FKQUINCY - 

20 W 200 

FUOUENCY SCALE, H> 
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TABLE 5 
Summary of Teats 

Frequency 
Range (Hz) 

Type Approval Test» 
Qualification or Margin Test 

Test Margin 
Between Qualification 

and Acceptance Levels 

Flight Acceptance Test« 
Acceptance Test 

Type of Test Hardware Type of Test Hardware 

Low Static ODTM 1.25 Stitic ODTM 

1° - 40J 

Middle Sine test PTO 1.50 Sine test FO 

f,-™) 
High 

(>200) 

Acoustic PTO 6 dB (overall) 
level 

Acoustic FO 

Pyrotechnic 
firing 

PTO 1.00* Pyrotechnic 
firing 

FO 

aA statistical probability of a higher level of the PTO exists since the PTO is subjected to three 
firings and the FO to only one. 

TABLE 6 
Load Cycles Description 

Load Cycle 
Approximate 

Date of VOS Model 
Delivery 

Description 

1 6/69 to 11/69 Analysis with t. preliminary VOS configuration 
to establish design loads 

2 7/70 Analysis with a final VOS configuration to update 
design loads 

3 11/71 Analysis with a VOS model based on a firm 
design prior to hardware fabrication to confirm 
design loads 

4 7/73 Analysis of VOS model based on modal test 
data to establish flight loads for structural 
qualification tests 

5 2/74 Analysis of Proof Flight Spacecraft to verify 
the load analysis process 

functions obtained from past launch vehicle 
flights for a staging event.    The summary of 
the analyses performed for various events are 
shown in Table 7. 

The schedule required between the genera- 
tion of a VOS mathematical model and the 
results of load analysis could not entirely sup- 
port the VOS design process.   Consequently, 
a method (internal to JPL) to obtain loads was 
initiated.    The process is referred to as the 
internal loads analysis.    The internal loads 
analysis assumes that the six acceleration- 
time histories at the base of Titan Stage II 
(See Fig,  3) are invariant to small changes in 
the V-S/C dynamic characteristics. 

Thus JPL applied the six acceleration- 
time histories at the base of Titan Stage II as 
the VOS mathematical model was varied to 
obtain estimated design loads. 

3.    VOS Mathematical Model 

A detailed finite element dynamic mathe- 
matical model is required to obtain the VOS 
member forces.   The size of the mathematical 
model increased with the load cycle number of 
Table 6.   The size of the VOS model itself 
required the use of modal coupling techniques 
to allow its solution with current computer pro- 
grams.    Additionally, modal coupling proved 
to be economical, since each substructure was 
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TABLE 7 
Load Analysis of Various Events 

Events 
No. of Forcing 

Functions 
or Conditions 

Ground conditions 

Stage 0 ignition 21 
Airloads 

Stage 0 max. acceleration 

Stage I ignition 12 

SRM separation 

Stage I burnout 29 
Stag« II ignition 

Stage U burnout 19 
Centaur main engine start I 
(MES I) 

Centaur main engine 
cutoff I (MECO I) 

Centaur main engine start II 

Centaur main engine 
cutoff U (MECO U) 

independently modeled, checked, and tested. 
The substructure selection was carefully 
selected, based upon availability of hardware, 
interfaces internal to JPL, and interfaces 
external to JPL.    The substructure selected 
for the VOS and the size of the mathematical 
model are shown in Table 8. 

The resonant frequencies of the VOS model 
with and without the flexible VLC are listed in 
Tables 2 and 3. 

The sice of the Viking space vehicle (VSV) 
mathematical model required each organization 
to send the modal characteristics rather than a 
finite element model.   The VOS modal charac- 
teristics were sent to Martin Marietta 
Aerospace/Launch Vehicle who combined the 
modal characteristics of the models from five 
other organisations.   The data flow is shown in 
Fig. 8.   Careful modal truncation of each 
model was necessary to solve the VSV eigen- 
value problem with the available computer pro- 
gram while retaining the accuracy of the model 
to its highest frequency. 

4.    Load Analysis Factor 

To account for potential increases in mem- 
ber forces between load cycles (or as the VOS 
design progressed), a load analysis factor was 
defined.   The load analysis factor (LAF) 
accounts for: 

(1) 
(2) 

(3) 

(4) 

(5) 

(6) 

VLC mathematical model variation 

VOS mathematical model variation 

Launch Vehicle mathematical 
model variation 
Centaur standard shroud mathematical 
model variation 

Definition of the forcing 
functions 

Load analysis process 

TABLE 8 
Size of VOS Mathematical Model 

Structure Elastic 
Degrees of Freedom 

Dynamic 
Degrees of Freedom 

Interface 
Degrees of Freedom 

Normal 
Modes 

Bus 1720 153 75 0 

CTA/VTA 42 0 36 0 

Bay super element 392 0 32 0 

4 Solar panel 3444 452 28 20 

Scan platform 580 84 14 3 

Cable trough 192 153 20 0 

Propulsion module 695 78 16 12 

3 -Hole Tab* 20000 0 192 0 

Mickey Mouse Tab* 3400 0 24 0 

Siamese Tab* 1760 0 22 0 

Part of propulsion module 
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Fig. 8 - Data flow for loads analysis 

The LAF was defined as follo-vs. 

(Design loads or flight loads) = 

LAF • (loads from load analysis) 

The LAF is a number allowed to change during 
the VOS Program as more accurate information 
is acquired.   The initial value for LAF was 
1. 30 and was reduced to 1. 00 for loaJ cycle 4. 

5.   Primary Structure vs Secondar/ Structure 

Early in the program, specific hardware 
items were established to be designed by load 
analysis.   The hardware items were selected 
using engineering judgement to select the hard- 
ware with design loads in the LF range.   To be 
specific, the primary structure hardware is 
listed in Table 9.   All the other structure is 
designed by the loads in the middle-frequency 
(MF) and high-frequency (HF) range and is 
referred to as secondary structure. 

Development Test Program 

1.   General Plan 

An objective of the development test pro- 
gram was to obtain early confidence in the 
hardware integrity.   Another objective was to 
verify the resonant frequencies, mode shapes, 
modal damping, load transformation, dis - 
placement functions as well as other character- 
istics of the mathematical model.    The static 
and dynamic tests were closely coordinated. 

Viking Spacecraft adapter 

Viking lander capsule adapter 

Upper plane truss 

Propulsion module structure 

Scan platform outriggers 

Top and bottom bus rings 

Main longerons 

Solar panel outriggers 

Solar panel spars 

2. Substructure Test Program 

The various substructure test programs 
are summarized in Table 10.   In many cases 
the strain gauges installed and calibrated on 
the substructures will be retained through the 
development and ultimate static test of the 
ODTM. 

The substructure mathematical models 
were updated from the tests.   As an example, 
the propulsion module modal test (Fig. 9) 
and propellant effective weight test (Fig.  10) 
are presented.   Figure 11 illustrates the effec- 
tive moment of inertia of the fuel from the 
propellant effective weight test, and Table 11 
shows changes in the propulsion module dyna- 
mic model based upon both tests. 

3. VOS Modal Test 

Figure 12 shows the ODTM modal test 
configuration used to verify the VOS mathe- 
matical model.   The correlation of the results 
of the ODTM modal test and the mathematical 
model was excellent.    The frequency compari- 
son is shown in Table 12 and the orthogonality 
of mode shapes is shown in Table 13.   Other 
test data acquired and compared with analyses 
are: 

(1) Strain energy comparison 

(2) Modal force comparison 

(3) Effective weight comparison 

(4) Kinetic energy comparison 

(5) High-level damping data 

(6) Linearity check 

The results of the test are in Ref.  3 and the 
analysis/test comparison are in Ref. 4. 
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TABLE 10 
Substructure Tests 

Parameters Verified 

V-S/C Mission B mass matrix 

Model of bus with CTA/VTA 

Displacement functions of 
propulsion module 

Displacement functions of 
scan platform 

Displacement functions of cable 
trough 

Displacement functions of 
solar panel with relay antenna 

Displacement functions of 
solar panel 

Dumping matrix for V-S/C 
Mission B configuration 

Stiffness matrix for V-S/C 
Mission B configuration 

Load transformations 

Tests 

All the modal tests and the propellant effective weight tests 

Static test on ODTM bus and ODTM modal test.    The CTA/VTA is 
only included in the ODTM modal teel 

Modal and static test of propulsion module and ODTM modal test 
with referee fluid 

Modal test of scan platform and ODTM modal test without joint 
slippage.   The joint slippage was included for load analysis,  since 
higher forces would result in joint slippage 

Cable trough modal test and ODTM modal test 

Modal and static tests of solar panel with a relay antenna 

Based upon a mathematical model of the solar panel with a relay 
antenna. The relay antenna was removed from the mathematical 
model for this configuration 

Data based upon modal tests were available.    The damping matrix 
was diagonalized at each transformation.   The kinetic energy 
evaluation of the modes was used as a guide to estimate c amping. 
Solar panel viscous dampers were not included but estimated as a 
modal damping 

ODTM substructure and system modal and static tests 

ODTM substructure and system modal and static tests 

Based upon the modal test data, a special 
committee established for the model review 
recommended a LAF = 1.0.    The good correla- 
tion of the mathematical model is directly 
attributed to the substructure development 
tests. 

4.    Proof Launch Spacecraft 

A good dynamic simulation of the V-S/C 
referred to as the Viking Dynamic Simulator 
will be launched in January 1974.    A thorough 
modal survey of the proof launch spacecraft in 
addition to a good set of flight instrumentation 
should provide data to check the load analysis 
process.    The flight in-itrumentation includes 
axial forces of the six VLCA mennbersl' and 
six accelerometers that will provide the six 
components of acceleration across an interface. 
A comparison of data from a load analysis 
using the actual proof flight forcing function 
and the flight data should provide a measure 
of conservatism. 

Qualification Test Program 

The VOS primary structure will be quali- 
fied by a static test on the ODTM.    The objec- 
tive is to apply a set of external loads to load 
each primary structure member type to its 
qualification force.    The qualification force will 
include in addition to flight loads: 

(1) Thermal loads 

(2) Manufacturing loads 

A development static test using loads from 
load cycle 3 demonstrated the feasibility of 
loading each primary structure type within 5% 
of the required load.    The desired test applied 
member loads is multiplied by the test factor 
to account for the test tolerances. 

The structure was originally designed to a 
5% higher load.    The development static test 
on the ODTM is shown in Fi£.   13. 

'The two Viking Flight» will include the six VLCA members strain gauge output as part of the 
flight telemetry data. 
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Fig.  9 - Propulsion module modal test 
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Fig.   10 - Propellant effective v/eight test 
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Fig.  11 - Effective moment-of-inertia ratio 

TABLE 11 
Propulsion Module Dynamic Model 

Mode 

Model Identification                           i 

Ea V F
c
a 

Modal 
Test VC3Rb 

Frequency (Hz) 

I 7.69 12.56 12.11 12.95 12.95 

2 9.19 15.86 14.90 17.66 16.63 

3 12.26 19.39 19.24 20.80 19.83 

4 16.06 20.72 22.43 

5 19.90 26.83 25.76 28.97 26.70 

6 27.70 27.99 27.50 28.33 28.30 

7 29.81 44.79 35.57 

8 45.77 60.75 2S.67 32.76 34.25 

9 42.80 45.75 

10 49.52 66.80 41.62 50.67 49.69 

11 51.32 69.68 42.11 50.40 54.69 

aMatl- 
mod. 

ematical 
il test 

model before pi ■opulsion model 

bMart- 
mod. 

ematical 
a test 

model after pro puls ion model 
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TABLE 12 
Comparison of Modal Frequencies — 

VOS Mathematical Model Versus 
Modal Test Results 

 -M« 

Fig.   12 - ODTM modal test configuration 

MIDDLE FREQUENCY RANGE 

Definition of Loads 

1. Origin of Loads 

Since the environment or loads in the 
middle frequency (MF) between a frequency 
range of 20 to 40 Hz and 200 Hz cannot be esti- 
mated by analysis, estimates of accelerations 
were made based on flights of other launch 
vehicles.    Since the environment was an esti- 
mate, it was selected to be compatible with 
existing test equipment. 

2. Primary Structure 

Since the MF range overlaps with the LF 
range, the MF test is constrained to limit the 

Mode 
Frequency (Hz) 

Analysis Test Error (% 

1 4.35 4.51 3.5 

2 4.40 4.63 5.0 

3 7.48 7.87 5. n 

4 7.83 8.30 5.7 | 

5 10.92 11.51 5.1 

6 13.36 14.09 5,2 

7 14.64 15.35 4.6 

WM 8 17.95 19.49 7.9 

mm 9 18.81 19.83 5.1 

Vl\1 1C 23,42 24.85 5.8 Hi 11 26.18 29.54 11.4 

imv 12 24.28 26.49 8.3 1 

H primary structure to loads established by load 
analysis. 

&lt 3.   Environment 

^^55 The sine test level is defined in Fig.   14. 
The environment is defined at 12 locations on 
the VOS bus and not at the base of the VOS 
structure. 

2    I Development Test 

4.   Uardw are 

A development vibration test will be per- 
formed on the combined ODTM and Lander 
Dynamic Test Model (LDTM).   Figure 15 
illustrates the configuration of the Z-axis 
vibration test. 

5.   Axial Test 

The sinusoidal vibration input into the 
V-S/C is provided by a 30, 000-lb Ling shaker 
system.   The electronic control system 
includes: 

(1)   36 control channels, including the 
12 input control accelerometers. 
The other 24 are selected member 
forces and/or accelerations that 
will control the test. 
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TABLE 13 
Orthogonality of VOS Modal Teat Results 

[♦f HW 

Mode No. 1 2 3 4 5 6 7 8 9 10 11 12 

1 100.0 6.2 -0.2 1.1 -0.3 1.1 -2.3 .0.6 -1.7 0.6 -2.4 0.0 

2 100.0 0.1 -1.2 -4.1 •3.0 -0,9 -2.5 1.0 1.2 3.4 -1.5 

3 100,0 0.4 0.8 1.6 -0.2 3.5 -1.5 -0.5 -C.7 0.4 

4 100.0 1.0 1.3 1.2 -0.1 -1.8 1.2 1.1 -0.5 

5 100.0 0.6 0.8 4.6 -1.0 0.2 1.7 -0.4 

6 100.0 0.4 -0.5 1.3 4.4 -0.6 1.6 

7 100.0 -0.2 -0.1 3.6 -0.1 -1.3 

8 100.0 -1.1 -1.9 -0.2 -1.5 

9 100.0 5.9 -2.9 2.7 

10 100.0 1.0 -3.4 

11 100.0 2.5 

12 100.0 

(2) 59 peak limit channels that will term- 
inate the test if the preselected levels 
are exceeded. 

6.   Lateral Test 

The lateral test configuration is similar to 
the modal test setup shown in Fig.   11 except 
that the VTA/CTA adapters are not included. 
The ODTM is mounted directly to the floor. 
Four 150-lb shakers will be pendulously sup- 
ported and attached to the VOS bus.    The sinu- 
soidal vibration levels of Fig.   14 cannot be 
achieved by this test.    The structure will be 
excited at its resonant frequencies and will 
establish the degree of dynamic interaction 
between the ODTM and the LDTM. 

The ODTM/LDTM will be vibrated in two 
orthogonal directions.    The test at the specifica- 
tion levels was not considered necessary,   since 
high lateral motions are anticipated in the axial 
test. 

The control system is identical to the axial 
test. 

Qualification Test 

The VOS with a rigid lander will be qualified 
in the MF range using the PTO.    The current 

plan includes tests similar to the development 
test.   Figure 16 illustrates a rigid lander on 
the ODTM on the axial vibration system. 

HIGH-FREQUENCY RANGE 

Definition of Environments 

The high-frequency environment (>200 Hz) 
is an estimate of the acoustic level based upon 
past programs and firing of flight-type pyro- 
technic devices.   The acoustic spectrum is 
shown in Table 14 and the anticipated pyro- 
technic environment is shown in Fig. 17. 

Qualification Test 

The VOS will be qualified in the HF range 
using the PTO.    The PTO will be acoustically 
tested and subjected to a limited number of 
flight-type pyrotechnic firings. 

CONCLUSION 

The VOS Program has identified the sources 
of loads and environments.    The analysis, 
design, development test,  qualification test and 
flight data measurements have been coordinated 
to assure achievement of the Viking Project 
structural objectives. 
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TABLE 14 
Qualification Acoustic Spectrum 

Fig.   15 - ODTM/LDTM Z-axis sine 
vibrülion test setup 

1/3 Octave 
Band Center 
Frequency 

(Hz) 

Sound Pressure Level in 
1/3 Octave Bands 

(dB ref 2  x 10"4 dynes/cm2) 

SO 133.5 

63 134 

80 134.5 

100 135 

125 137 

160 139 

200 140 

250 140.5 

315 140 

400 138.5 

500 137 

630 136 

800 135 

1,000 134 

1,250 133 

1,600 132 

2,000 131 

2,500 130 

3, 150 129 

4.000 128 

5,000 127 

6, 300 126 

8, 000 125 

10,000 124 

Overall 149 

Duration:    10 minutes 
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VIKING UNDER DYNAMICS 

J. C. Pohlen* 

Martin Marietta Aerospace 

Denver, Colorado 

The Viking spacecraft will deliver a payload of scientific and 
coonunlcatlon equipment to Mars. During the mission the vehicle 
will be exposed to a variety of dynamic environments, five ol 
which are of particular Importance: acoustically-Induced random 
vibration, apldly-decaylng (transient) vibration, pyrotechnic 
shock, par; chute-mortar shock, and landing shock. In order to 
assure th; . the spacecraft will survive these envlroments in a 
satisfactory manner, the Viking Dynamics Croup at Martin Marietta 
Aerospace, Denver, was required to define the environments and 
specify the dynamic tests necessary to qualify the vehicle and 
Its components. The procedure being followed to achieve this goal, 
using an empirical approach for initial estimates followed by 
analyses performed on detailed math models and system-level,full- 
scale verification tests. Is described herein. 

INTRODUCTION 

The Viking '75 Project objective Is to 
deliver sclentlfl" and communication equipment 
to Mars orbit and the surface of the planet on 
two dual-system spacecraft. During the course 
of each of the two missions, these equipment 

systems and their supporting structures and 
primary structures are subjected to various 
dynamic environments, such as those outlined in 
Table I. The primary function of the dynamics 
group on the Viking '75 Project was to define 

TABLE 1 
Source of Dynamic Environments 

Acoustics 
Random 

Vibration 
Sine 

Vibration 
Pyro 
Shock 

Landing 
Shock 

Steady 
State 

  

Transients 

Ground Test X X X P P 

Launch (Powered Flight) X X X X X 

Cruise 0 X 0 0 

Deorbit 0 X 0 0 

Entry and Parachute X X X X X 

Terminal Descent X X X X 

Landing X X 

Post Landed X X 

0 - Negligible Load Environment 

P - Not Done on Flight Articles 

* Mr. Pohlen Is Unit Head of the Space Dynamics Unit in the Structures and Materials department. 

Work performed by Martin Marietta Aerospace under NASA Contract NAS1-9000. 
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and verify these envlronoienti, and to specify 
the necessary tests at the coaponent and sys- 
Uaw level, to qualify the vehicle for the 
flight. 

The procedure for getting these environ- 
ments was three phased: 

1. The anslytlcal/enplrlca? phase - Coopleted 
without the benefit of systea-level dy- 
naailc aodels (prelUilnary design); 

2. The analytical phase - Coapleted with 
systea-level, aultl-degree-of-freedom dy- 
namic aodels with no test verification 
(post deslgn/pre-hardware); 

3. The test phase - Experimental data was 
taken during systea-level tests to cor- 
roborate predicted loads and/or coaponent 
environments. 

During the analytical/empirical phase of 
the program, test plans were devised for prov- 
ing the various systems and subsystems, and 
the following models were defined: 

1. The Thermal Effects Test Model (TETM) - To 
prove the thermal control system and anal- 
yses; 

2. The Lander Structural Test Model (LSTM) - 
To apply calculated flight loads statically 
to determine structural adequacy; 

3. The Lander Dynamic Test Model (LOTM) - To 
apply dynamic cnvlror^ents and modal sur- 
veys to verify component environments 

and analytical models; 

4. The Proof Test Capsule (PTC) - A flight 
article for environmentally testing to 
qualification levels to prove the system 
capability and margins. 

Many documents were written to control the 
design and the test prograa. The Heater Inte- 
grated Test Plan is a collection of all the 
tests on the aforementioned test articles; Test 
Methods and Procedures dictates the system and 
subsystem test tools and tslerancea for per- 
forming the tests; and Structural Design Cri- 
teria gives safety margins, ultimate-to-limit 
ratios, tank fracture mechanics criteria, and 
proof and burst test margins. 

The LOTM was built from Viking Lander Cap- 
sule (VLC) flight article drawings for primary 
structure and bracketry. The VLC major struc- 
tural parts and their weights and design load 
conditions are shown in Figure 1. The compon- 
ents were mass simulated if they weighed more 
than one pound. 

There were three types of tests proposed 
on the LOTM: 

1. Those which confirm the math model; 

2. Those which load any or all of the flight 
structure; 

3. Those which are precursors for either PTC 
or flight article tests. 

SPACECRAFT 
ASSEMBLIES 

DESIGN 
CONDITION 

BoshieldCap 
& Equipment Module 

Parachute System 
& Base/Aeroshel Cover 

Lander 

AerosheS 
& Heat Shield 

Bioshield Base 

Hoisting 
Bioshield separation 
Bioshield pressure 

Mortar fire 
Parachute opening 
Pressure 
Entry 
Landing 
Leg deployment 

Entry (shell) 
Random (RCS eng brckts) 
Boost (launch longerons) 

(RCS tank truss 
Pressure (sep ring + struts) 
Boost (struts) 

(base ring) 

APPROX 
WEIGHTS 

100 

240 

1400 

600 

150 

Fig. 1 - Viking Lander Capsule Component Design Conditions and Weights 

42 

MMlli1"! 



Soae tests actually are aore than of one type. 
The total objective is to qualify the struc- 
ture;by the loading event itself, by confirm- 
ing the analysis and letting the analysis 
qualify the structure, or by using the con- 
fined analysis to calculate loads which will 
be applied to the LSTM and thereby effecting 
qualification. 

During the second analytical phase of 
the program, nultiple-degree-of-freedoB com- 
puter oodels were generated.    These models 
were used in combination with orbiter math 
models to calculate powered flight loads, to 
obtain package response to transient events la 
the mission, and to generate structural loads 
for applying to the LSTM. 

During the third phase of the program, 
the LDTM was put through a twelve month test 
program (now complete).   The types of tests 
applied consisted of modal tests, drop tests, 
acoustic tests, vibration tests, mortar fir- 
ing tests, and pyrotechnic separation tests. 

ENVIRONMEirrS 

Five major types of environments, which 
require further discussion, were covered spec- 
ifically during extensive testing on the Vik- 
ing project; they are:  1)  the random levels 
seen by the components when the system level 
acoustic test Is performed, 2)  the component 
vibration levels and structural loads observed 
during the system level sine test, 3) the com- 
ponent shock levels during pyrotechnic actuated 
separations, 4) structural loads and component 
shock levels measured during parachute mortar 
firing, and 5)  the total response of the ve- 
hicle to the landing resulting In structural 
and component loading.    These five environments 
will now be Individually discussed. 

Random Envlrnnmei^ 

An acoustic test was performed on the 
launch configuration In a 14-ft diameter, 20- 
ft steel, shroud.    The sound pressure level 
(SPL), measured/specified l-i depicted In Fig- 
ure 2.    The 149-dB overall SPL specified con- 
tained a 6-dB qualification test margin.    Dur- 
ing the 300-sec exposure, SPL's and random pow- 
er spectral densities  (PSD) were measured as 
response. 

Approximately 150 accelerometers were 
used to measure  the PSD's,  and Figure 3 de- 
picts a typical response curve as compared to 
the pre-test predicted level. 

Sine Environment 

Early In the program a system level test 
was conceived to "fill In" the dynamic environ- 
ment associated with launch transients In the 
frequency range between 30 and 200 Hz.    The 
available analytical models are adequate to 
predict responses below 50 Hz and the 

frfqumcy. Hi 

Fig.  2 - Launch Acoustics Spectra 

(TOUIMounUngl 

Frequtncy, Hz 

Fig. 3 - Component Specification vs Measured 
Acceleration Spectral Densities 

environment Is known to be mostly random (from 
acoustics) and pyro shock (from separations) In 
excess of 150 Hz. The levels for the system 
test and the component test specifications are 
shown In Figure 4. 

7.5 

1.5   . 

Accel, 
9's 

Component 

40" OA 

System Test Levels 

DA 

y^ tt 0018" DA 

5 10 128 200 250 
Frequency, Hz 

Fig. 4  - Sine Vibration Test Levels 
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The location for the «ystea level test Input 
was defined to be at the base of the truss 
which supports the Viking lander capsule (VIvC) 
above the Viking orblter In the launch config- 
uration.    The system level sine test was not 
allowed to be a design load condition for the 
prlaary structure of the vehicle.    The test was 
controlled by Halting the loads In the pri- 
mary structure to levels calculated during the 
launch-transient-loads analyses.    This limiting 
only existed below 50 Hz. 

tna Shflcfc Envtrnnwiir 

Sources of pyrotechnic shock (pin pullers, 
cable cutters, explosive nuts) are scattered 
throughout the VLC. Component test environ- 
ments were defined on a spectral hauls by using 
the reduction vs distance curves presented as 
Figures 5 and 6. 

10 20  30 40  50  60  '0 80 90  100 

Fig. 3 - Ramp Attenuation Curve 

Prinury Trusses 

10 20 30 40 50 60 70 80 « 100 

Fig. 6 - Peak Attenuation Curve 

These two types of reductions, when applied 
to the spectral plot, are for: reducing the 
peak value (Figure 6), which is the high fre- 
quency reduction; and for reducing the 9 dB/oc- 
tave roll-up-portIon of the spectral plot and 
controlling the lower frequencies (Figure 3). 
A further 607. reduction factor Is applied to 
the peak value for each of the first three 
mechanical Joints between the component and 
the source. 

The actual source and component levels of 
shock were measured during the separation test- 
ing on the LDTM. A typical spectral plot of 
the component test requirement and the environ- 
ment seen on the LDTM is presented in Figure 7. 

K 
Fraqmncy mil 

Fig. 7 - Component Pyro Shock Spectra 

Mortar Shock Response 

The parachute phase of the mission Is 
started abruptly by mortaring approximately 
100 pounds of canopy, risers, bildle, and 
attending hardware t-s a relative velocity of 
about 120 fps. This event not only has a 
pyrotechnic shock associated with it, but a 
significant velocity change similar to the 
landing event. Due to the fact that certain 
components are required to function after the 
mortar event, but not after landing, special 
precautions had to be taken to assure that 
proper low frequency, high acceleration tests 
were performed. 

Uadiag Shock Envltonueat 

Although the landing environment is re- 
garded as a shock, it is of a different nature 
than the pyrotechnic shock. Consequently, the 
component test to cover the event was specified 
in the form of the acceleration time curve 
specified In Figure 8. 

Accel, 
igl 

Fig. 8 

10 If, 

Time(Millisec.» 

Component Landing Shock Test 
Specification 

20 22 

In order to prove that this stipulation 
was aJequate for the myriad of possible land- 
ing conditions that could exist on Mars, a 
Monte Carlo approach to the problem was 
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undertaken. This consisted of developing an 
analytical model of the landing configuration 
of the vehicle, verifying by r?«t that the 
analytical model was accurate (cr at least 
conservative), and then determining the com- 
ponent landing environment based on 300 Monte 
Carlo selected landing events. 

The dynamic model used to analyze the 
landing event contained 628 dynamic degrees-of- 
freedom. This model was forced with loads 
calculated through program which assumes a rig- 
Id center body with articulated trlpodal legs. 
The landing conditions used In the rigid body 
program were: 1) the LDTM drop test conditions 
which were used to verify the adequacy of the 
model, and 2) the randomly chosen (Monte Carlo) 
landing conditions on Mars. 

Two methods of prediction were used to get 
force vs time to drive the dynamic model for 
purposes of verifying Its ability to predict 
the response jf packages. The first was the 
analytically derived leg loads calculated by 
the rigid body computer program, and the sec- 
ond was the as-measured-with-strain-gages leg 
loads when the LDTM was dropped on the test 
surface. A typical accelerometer g~tlme his- 
tory is presented for the two methods of pre- 
diction vs the "as tested" result (Figure 9). 

The second gat?, that of frequency con- 
tent comparison, was checked by spectrally 
analyzing the data with an assumed dynamic amp- 
lification of 10. Figure 10 is a spectral rep- 
resentation of the same two acceleration time- 
histories comparisons depicted in Figure 9 
which were time trace«. As shown, the compar- 
ison using actually-tested forcing functions 
Is quite good» whereas the comparison using 
analytically-determined forcing functions is 
not as good and is conservative. 

AccsterMMlsr No. K-031 

Shack Aniiynr 
Rcsponst - ft 

Frequency, Hz 

Fig. 10 - Typical Spectral Correlation - 
LOTM Drop No. 4 

This methodology was then used to deter- 
mine the landing shock environment for all 
components. 

SUMMARY 

Fig, 9 - Typical Accelerometer Correlation - 
LDTM Drop No. 4 

The degree of satisfaction or "goodness" 
of this type of comparison is relative and de- 
pends on the eyes and mind of the beholder. 
Peak g's predicted for the drop tests corre- 
lated quite well with those measured during the 
tests.  Since there were really only two gates 
that needed to be closed with regard to whether 
the qualification test on a component is ade- 
quate, we concerned ourselves only with these 
parameters. They were: Is the test done on 
the component (Figure 8) of sufficient magni- 
tude-plus-margin to cover loads expected on 
Mars? and, does the frequency content of the 
pulse (Figure 8) cover the frequency content 
expected in the Mars landing? 

The first gate was easily satisfied by 
searching through the 300 landings for the 
peak vector acceleration on each package, and 
comparing it to 30 g. No problem was uncovered. 
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In summary, the steps used are as follows: 

1. Verify by test that the analysis can pre- 
dict package response; 

2. Do 300 analytical Mars landings, determine 
peak g's, and envelope the spectral re- 
sponse of each of the packages for all the 
landings; 

3. Compire peak-g's-predicted to that of the 
component test pulse (Figure 8); 

4. Compare the enveloped spectral plot of each 
package for all 300 landings to the spec- 
trum of the component test pulse. 

The spectral comparison for one of the compon- 
ents is presented in Figure 11 comparing each 
axis spectral plot to the test spectrum. 
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STRUCTURAL DYNANHCS 

PERFORMAMCE OF STATISTICAL EBERGY AKALYSIS 

B. F. Dav<s and D. E.  Hlnes 
McDonnell Douglas Astronautics Company 

Huntington Beach, California 

High-frequency random vibration environments have become increasingly 
significant in the design of aerospace structures. Analytical prediction 
of these environments is beyond the current scope of classical modal 
techniques. Statistical energy analysis methods have been developed 
that circumvent the difficulties of high-frequency nodal analysis. 
These statistical energy analysis methods are evaluated by comparing 
analytical predictions to test results. Simple test methods are 
developed for establishing statistical energy analysis parameter 
values. Techniques are presented, based on the comparison of the 
predictions with teat values, for estimating statistical energy 
analysis accuracy as a function of frequency for a general structure. 

IHTRODUCTIOH 

The Increasing performance of aerospace 
vehicles has resulted in external acoustic 
fields and aerodynamic boundary layers that 
cause increasingly significant high-frequency 
random vibration environments. While classical 
modal analysis techniques for predicting dynamic 
response work well in the frequency range of the 
lower structural resonances, their application 
to these high-frequency regimes is limited by 
model complexity and required solution time. 

Statistical energy analysis (S'^A) tech- 
niques that can successfully circumvent the 
problems of classical determination of hi^h 
frequency response were introduced a decaJ- ago, 
jat have received minimal usage for flight hard- 
ware. Reference 1 contains an excellent 
bibliography of the development of SEA whi.h has 
occurred. 

The first SEA application to a complex vehi- 
cular structure was performed for the UpSTAGE 
program (see Reference 2). The SEA effort on 
UpSTAGE was directed to the scaling of data from 
an acoustic test specimen Into design and com- 
ponent vibration test criteria for a flight 
design. Because of the specific Interest in 
using SEA as a scaling technique, the approach 
was not evaluated in depth as a predictive 
technique. However, a considerable amount 
of vibration response test data was obtained 
with controlled acoustic inputs, which could 
provide a basis for a more comprehensive evalua- 
tion of SEA In application to a complex system. 

This paper Is devoted to the evaluation of 
EFA in application to a complex structure. This 

evaluation Incorporates a test program that 
successfully provided damping and coupling 
parameter values through the use of very simple 
test methods. A technique for Introducing 
acoustic energy into the SEA model is presented 
which gives good results with reverberant 
acoustic fields. This statistical structural 
analysis, in conjunction with the simple test 
methods, resulted in high-frequency vibration 
response predictions with an accuracy of +3 dB 
in comparison with test measurements. Frequency 
scaling methods are  presented that may be used 
to evaluate the frequency range in which this 
accuracy can be expected for general structures. 
The complex structure considered in this report 
is an elliptical cone excited with a range of 
acoustic configurations. In many respects, this 
represents a more complex analysis problem than 
that for typica.1. vehicles. Considering the 
complexity of the structure examined in this 
study, together with the various types of 
acoustic input configurations, one can expect 
the results to ^e valid for a wide range of 
structural problems. 

DEVELOPMENT OF STATISTICAL ENERGY ANALYSIS 
EQUATIONS AMD SOLUTICN FORMAT 

Statistical energy methods have been 
developed to consider the distribution and 
transfer of enerijy among the modes of a 
vibrating system. These mothoda assume that 
the nodes of a system being analyzed contain a/1 
the vibratory energy of that system. Therefore, 
for SEA to have valid application, all signifi- 
cant energy of a system must be resonant as 
opposed to nonresonant. 
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The SEA Mtbods separate the frequency 
range of Interest into frequency bände, vtuzh 
arc analysed independently. The aetbods assme 
that the energy in the modes of one frequency 
band is not transaitted (through coupling) to 
Modes in other frequency bands either within an 
elsMnt or saong the eleaents of a syste«. 

These energy analysis techniques are 
denoted statistical because they Involve 
averaging structural response over portions of 
the structure. This averaging is perforaed over 
tiae, space, and in frequency bands. The time 
averaging results in the use of root-aean- 
squared representation for quantltle», such as 
acceleration, which vary with tiae. The space 
averaging assumes that the energy of a system 
eleaent is evenly distributed throughout the 
element. The frequency band averaging consists 
of the assuDTtion that the energy of an ele- 
ment in one frequency bond is evenly distributed 
aaong the eleaent aodes occurring at frequencies 
within the band. 

An laportant factor in validating the space 
and frequency averaging Is the number of modes 
Included In each frequency band. With many 
modes excited In one frequency band of an 
element, the vibratory energy nay be expected 
to be well distributed throughout the element 
and among the various modes, and averaging 
will furnish a valid approximation to actual 
values. When frequency bands that are a 
constant percentage of the center frequency, 
such as third-octave bands, are utilized for 
analysis, the bands will contain progressively 
greater numbers of modes as the center frequency 
increases. Therefore, a closer approximation 
to the true response Is obtained as frequency 
Increases. The use of very wide frequency 
bände should permit SEA to have valid applica- 
tion at lower frequencies. However, problems 
with frequency resolution require a compromise. 
One-third-octave bandwldths were chosen for 
the analysis and tests that are reported here. 

The assumptions upon which statistical 
energy analysis Is based are: 

A. The modes of the elements of a 
system contain all the vibratory 
energy of the system. 

B. Only modes occurring within the same 
frequency band are coupled, 

C. The energy in one frequency band of 
a system element is equally dis- 
tributed among the modes of that 
element occurring in the frequency 
band. 

D. For two coupled elements, all of the 
nodes occurring in one of the ele- 
ments in one frequency band are 
equally coupled to each mode occurring 
In the same frequency band In the 
other element. 

AHAUTICAL MODKL OP UpSTAGE SPECMEH 

The UpSTAOE acoustic test specimen was a 
design coofiguration of the flight vehicles 
consisting of the load-carrying structure 
(i.e., external skin, field Joists, and internal 
bulkheads) without internal coaponents, except 
for a model of a laser gyro. The speclaen, 
shown in Figure 1, is an elliptical cone which 
is separated into four sections by three field 
joints. Internally, the speclaen has 12 bulk- 
heads, the 3 field Joints, and a closure plate 
at each end. The skin thicknesses of the 
sections vary, decreasing from the rear to the 
front. 

Figura 1. UpSTAGE Aeouttic Tnt Sptdimn 

The mathematical model used Initially for 
the present analysis is identical to the 
model used for the earlier UpSTAGE predictions 
(sae Reference 2). This model separates the 
speelmen lengthwise at the field Joints Into 
four basic elliptical sections. The aft section 
was further divided Into four elliptical sub- 
sections to allow for localized acoustic inputs 
at locations that simulate the positions of 
the UpSTAGE aerodynamic coutrol forces. 

The external skin of each section was 
modeled with four elements, one for each 
quadrant, with Junctions occurring at the points 
where the two radii of curvature coincide. 
Since there are seven sections and subsections, 
this modeling resulted in 38 skin elements as 
indicated with Arabic numerals in Figure 2. 
Each of the internal bulkheads, field-Joint 
bulkheads, and closure plates was modeled as 
a single element. The complete mathematical 
model therefore consists of 1*5 elements. 
Table 1 presents the elements of the complete 
model. Because this lt5-element model dees not 
treat the aft section consistently with the 
other sec ions, an alternate model was also 
utilized. This alternate model was developed 
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froa the original ^-element model by greatly- 
increasing the coupling factor between the sub- 
sections within the aft section. This change 
caused the U  subsections to respond as if they 
were only 1 section and resulted in a model 
with essentially 37 elements. This modeling 
is more consistent with that for the three 
forward sections. However, it does cause the 
local acoustic excitation to be effectively 
spread over a larger area although the total 
Input acoustic power remains the same. The 
skin sections of this alternate model are 
indicated in Figure 2 with Roman numerals. 

The matrix format for SEA systems is 

ÜD] + [C] j (E) » (S) 

ou*o I 

/*"—^s QUAD 4 / J u^*o 1 

»or       . 

5 • 7 

•OTTO**        1 

4 1- 

FiguraZ. Skin EttmMitt 

Table 1 

UpSTAGE MODEL ELEMENTS 

Section or Section or 
Element Subsection Quad Element Subsection 

No. Description No. No. No. Description Sta. No. 

1 Skin 1 1 29 Aft Bulkhead (B.H.) 107.0 1       | 
2 Skin 1 2 30 Forward B.H. 11».5 7 

!  3 Skin 1 3 31 Field Joint B.K. 88.2 l»-5 
It Skin 1 It 32 Field Joint B.H. 57.6 5-6 

33 Field Joint B.H. Ui.O 6-7     j 
5 Skin 2 1 
6 Skin 2 2 31» Internal B.H. 97.0 3 
T Skin 2 3 35 Internal B.H. 92.0 !t 

!  8 Sk?n 2 It 
36 Internal B.H. 83.5 5      j 1  9 

Skin 3 1 37 Internal B.H. 76.3 5 
10 Skin 3 2 38 Internal B.H. 68.C 5 
11 Skin 3 3 
12 Skin 3 it 39 Internal B.H. 51.2 6      \ 

ItO Internal B.H. 16.2 6 
13 Skin It 1 

1 Ik Skin It 2 hi Internal B.H. 36.7 7 
i 15 Skin It 3 It? Internal B.H. 31.9 7 

16 Skin It It 1.3 Internal B.H. 28.0 7 
Itlt Internal B.H. 2lt.O f 

17 Skin 5 1 1*5 Internal B.H. 19.1» 1» 
18 SUn 5 2 
19 Skin 5 3 
20 Skin 5 It 

21 Skin 6 1 
22 Skin 6 2 
23 Skin 6 3 
2k Skin 6 k 

25 Skin 7 1 
26 Skin 7 2 
27 Skin 7 3 
28 Skin 7 It 
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where the elefflents of the damping matrix, [D]. 
are d. 

« * Center frequency of analyzed frequency 
band In radians/sec 

p * density In mass/volume 

b » thickness 

The modal density for a curved plate Is 

n * 2 x (damping/critical damping) for 
3     the Jtn element 

[C] is the coupling matrix vhere 

c. 

n ■ n • (CF) 
c   P 

-J,k 

3,3 

-*3.*'3tori¥* 

- [ c   f or J y m 
m m'3 

i, k ~  average mode-to-mode coupling 
between J und k, and are zero for 
uncoupled elements. 

H « Number of modes in element J. 
u 

It is assumed that the total energy of an 
element may be represented by 

Ei = «1 <vf> 

and that the bandwldths of analysis are 
sufficiently narrow so that 

E = m <v > = m —*— £1   i  1    i  2 

is a valid expression for the vibrating system. 

In matrix notation 

{£} m {<a2>} 
The diagonal matrix [H] must be formed in 

order to obtain [C], The number of modes in a 
given element is 

N (u) = n M •  (Au) 

where n (u) = model density 

The structure presently being analyzed is 
made up of flat plates  (end plates and internal 
bulkheads) aiid curved plates  (external skin). 
The modal density of a plate is given as 

where 

A = area 
s 

D = bending stiffness 

CF is a correction factor that accounts for the 
curvature effects of the panel. An approxi- 
mate value used for CF Is 

CF •fef for <D < u 

for u > « 

where u   is  the ring frequency of the system. 

For the UpSTAGE specimen analysis, the 
damping factor and the base value for the 
coupling parameter were evaluated by a series 
of tests, which will be examined in the 
following section. 

The relative values of coupling in the [♦] 
matrix were assigned on the basis of engineering 
judgment and the accuracy of the predicted 
results (see Reference 3). 

The base coupling value (from the test 
program) was considered to apply to the 
coupling across the field joints between the 
four sections. The other element coupling is 
between skin and internal bulkheads (and end- 
plates), and circumferentlally around the skin. 
The initial coupling values relative to the 
field Joints were selected as 1/3 for the 
bulkhead/skin coupling and 10 for the 
circumferential coupling. 

The acoustic input term is developed by 
considering a separate acoustic field coupled 
to each excited model element. The power flow 
terms for the acoustic element are 

4    N, E 
J.ac J ac 

*    »  E, 
J,ac ac J 

The first of these terms represents the 
acoustic power input to the element. The second 
term is the power radiated from the element to 
the acoustic field and will be accounted for In 
the damping term for the element. However, this 
term can be used to evaluate the acoustic 
coupling element *. 

J ,ac 

Reference h  presents an expression for the 
acoustic power radiated in terms of the radia- 
tion efficiency. Equating the given value to 
the radiation term above gives 

*    K  E = J. A, p c 
J,ac ac J   J J o o <f 

*d was Improperly defined as 2m,  in Reference 2. 
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•here TEST PBOGRAM 

o ■ radiation efficiency 

Substituting for E. and solving for the acoustic 
coupling factor  J 

J.*c 

o, A. p c 
i   .]   9   <t 

ae J 

Ulis er ''«ssion nay now he substituted into the 
acoustic input ten, giving 

o, A. p c 

TJ,ac J ac      'ae J    3    ^ 

Reference 5 provides useful expressions for 
the number of nodes, Sac, and total energy, 
Bac» of a reverberant ehanber: 

H 
ac 

u V (Au) 
_2  

2w
2c3 

o 
2 

«P > V 

P c o o 

Consequently the acoustic inpot t>-rai will be 
expressed as 

2    2 2 Sir'1 a   A. <PS o, 
o    j      -1      -1 S    - ♦ N    E     = s«—I J ^ S. 

J       J.a.    J    ac B2 U(i)) J 

or 

2ii 
2    2r , 

(S) 
(u    Au NNNH 

The values for radiation efficiency were 
obtained from data in Reference k.   These data 
were scaled on both the ring and the critical 
frequencies of the elenents. 

The properties relating to the acoustic 
medium that appear in this expression for the 

—2 input are c0, <p >, and o. The only one of 
these terms that is unique to the assumed rever- 
berant field is o.    Therefore, this representa- 
tion would seem to be valid for nonrevertarant 
acoustic fields If a proper value for a can 
be determined for the field. 

The following section will consider the 
elements of the two matrices not yet 
defined, [D] and [C]. 

Testa were performed to (1) determine 
SEA parameter values for the damping and 
coupling for use in analyzing the UpSTACE 
acoustic test speciaen, (2) provide general 
insight into the characteristics of the SEA 
coupling parameter, and (3) establish a method 
of determining SEA damping and coupling param- 
eters by perforalng tests on simplified 
structures. 

The test program was carried out with 
three basic test specimens, each one consisting 
of two panels vitta connecting tee-Joint fabri- 
cated to simulate the aft Joint of the UpSTAOE 
acoustic specimen. Figure 3 shows the general 
specimen configuration. 

Fifura 3. *MMI Tnt ConfipaatioM 
Specimens 1 and 2 were designed to furnish 
information on the effects of Joint length on 
the coupling parameter, while Specimen 3 was 
designed to evaluate an unsymmetric configura- 
tion. The panels were made of aluminum with a 
basic size of 3 feet by 3 feet. Because the 
skin thickness is different on the two 
sides of the UpSTAOE Joint being simulated, 
three panels were fabricated for Specimen 1, two 
with a thickness of 0.l60-lnch and one with a 
thickness of 0.125-Inch so that a Joint with the 
appropriate skin thickness variation could 
be examined, as well as a Joint that was 
completely symmetric. Specimens 2 and 3 used 
only panel thicknesses of 0,160-inch. The con- 
necting tee for the panels was 0,125 inch thick, 
with a 1,0 inch overlap on each panel. A cross- 
section of this Joint is identical to a cross- 
section of the UpSTAGE aft Joint, 

The primary purpose of the tests was to 
evaluate the coupling parameter ♦• This was 
done by exciting one panel, measuring the 
response in both panels, and solving for n 
or f*  in the expression 1.2 

•The subscripts on $ will be dropped when only 
two-element systema are being considered. 
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h 
"a n1.2 * "i 

vhere 

"1.2 
^ 

The daaplng of th« panels (n) nuat be 
evaluated before 4 can be obtained. In addi- 
tion, n is required In the analysis of the total 
systea. This led to two types of testing, the 
first to determine danplng, and the second to 
deternlne i.    All testing was aceoapllshed 
with the test specimen suspended on elastlclzed 
cords (bungees). 

Damping was determined by striking a panel 
with a steel hamer or vooden stake (bop 
testing) and recording a decay trace of the 
panel vibration response with an oscillograph. 
The response signal from an accelerooeter 
mounted on the panel vas routed through an 
adjustable bandpass filter prior to being 
recorded with the oscillograph. This filter 
permitted various bandwidths and center 
frequencies to be selected. The data obtained 
from the testing consisted of decay traces using 
both octave and third-octave bandwidths with 
center frequencies encompassing the range of 
1«00 to 1»,000 Hz. This method permitted the 
vibration response of the panels to be observed 
graphically as it decayed to about one-tenth of 
the Initial level. This decay was plotted on 
semi-logarithmic paper and a straight line 
drawn to approximate the decay slope. 

This approximate d'-iay slope permitted the 
fraction of critical dar.ping to be evaluated for 
an assumed exponential type of decay. The 
damping for each specimen was measured with both 
octave and third-octave bandwidths at two 
locations on the specimen. 

Early in the test program it became evident 
that the damping of the system would have to be 
increased to obtain meaningful values of the 
coupling parameter (see below). This was accom- 
plished by applying a single layer of Scotchfoam 
damping tape to the panels. 

The damping values which will be presented 
are averaged values of all the data taken 
at each center frequency. Since two locations 
were used for each panel together with two 
analysis bandwidths, the averages are of four 
values at the octave center frequencies (U00, 
800, 1,600, 3,200 Hi) and two values for each 
of the other frequencies. 

Figure h presents the dumping data obtained 
for a damped 0,160-inch panel of each of the 
three configurations. The range of values 
for the damping parameter is from 0.005 to 
0.015. Two phenomena are shown in the graph. 
First, close examination reveals a peaking 
effect which occurs for the Specimen 1 and 

2 panels near 2,000 Hz, but not for the 
Specimen 3 panel. The effect is greater 
for the Speclaen 1 panel. This seems to Indi- 
cate a shape effect which diminishes as the 
panels beecae less square. The frequency of 
this peaking effect corresponds to a bending 
wave speed of about 3,000 ft/sec or 1.5 ft/ 
cycle (half the width of the panel). The second 
phenomenon is evidenc when the 2,000 Hz peaking 
is removed from the data; namely, the reduction 
in damping as frequency increases. 
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Fifiml Oampint ton Factor for 0.160-Inch Ptmh 
(with Dwnpmi T«pt ApplMd) 

Figure 5 presents a comparison of the 
damping data for the 0.125-Inch and 0.l60-inch 
panels of Specimen 1. These data Illustrate 
the greater effect of the damping tape on the 
thinner panel. The same type of peaking and 
frequency rolloff is evident for the 0.125-inch 
panel as was found for the 0.l60-lnch panels. 

Figure 6 presents the damping data for the 
undamped panels. It is noteworthy that these 
damping values agree with data published in 
Reference 6 (and sunmarized in Reference 7) for 
the 6061-T6 aluminum alloy panel material. The 
addition of the damping tape Is noted to have 
increased the damping by a factor of 8. 

The vibration portion of the testing was 
accomplished by exciting the panels with a 
1-pound force Goodman shaker. The Input 
spectrum for the testing was furnished by a ran~ 
dom noise generator. The evaluation of Joint 
coupling required only that the relative 
level of vibration on the two panels of a 
specimen be determined; 3onsequently, no 
specific input was required. Input control was 
achieved by operating consistently at an overall 
level of 5 G 

rma 

The average mode-to-mode coupling param- 
eter, $, vas evaluated with the equation for 
the relative energies of a two-element system. 
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♦ «, 
+ n. 

This equation Indicates that for very SDall 
dashing. 

the ratio EJ/E2 vill be very close to unity. 
This situation occurred when attempting to eval- 
uate the coupling parameter before adding 
Scotchfoam to the panels. Measurement inac- 
curacy made it ingtossible to obtain reliable 
coupling values. 

For the syrmetric Specimens 1 and 2, the 
coupling relation reduced to 

_     ♦», ± ui 

—-♦ n, 
u     1 
o 

while the element masses and modal density 
ratios were required for Specimen 3 (also for 
the 0.l60/0.125 configuration of Specimen l). 
The modal density was calculated with the rela- 
tion presented previously for plates. 

The optimum shaker location that could be 
determined resulted in an approximate average 
variation of 6 dB across a panel, with 
a maximum of about 10 dB within the frequency 
range of Interest. In order to minimize the 
effects of this variation, acceleration was 
measured at a number of points on each panel for 
every test configuration and averaged to estab- 
lish response values. 

The damping values utilized in calculating 
the mode-to-mode coupling for each center 
frequency for each specimen were from the data 
points shown in Figures U and 5. 

Figure 7 presents the values determined for 
the average mode-to-mode coupling of the O.16O- 
inch panel specimens. Specimen 3 exhibits the 
highest value at each frequency, while Specimen 
2, except at one frequency, has always the 
lowest value. Comparinc values for Specimens 1 
and 2, the doubling of the joining length causes 
the coupling parameter value to increase by a 
factor ranging from two to five. The same type 
of comparison for Specimens 2 and 3 indicates 
that this type of nonsymmefcry causes the 
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coupling paranster« to incrsas« cy a factor of 
5 to 20 over the syuaetr'.e ccnttfuration.    The 
dastted Un« indicates the approviaate \'alue« for 
coupling used during the analysis. 
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Figure 8 presents comparisons of the mode- 
to-node coupling for the two configurations of 
Specimen 1.    The data for the 0.125/0.160 con- 
figuration demonstrate much less frequency 
dependence than is apparent for the other con- 
figurations.    The data are, in fact, remarkably 
flat.    Comparison of these data for those for 
Specimens 2 and 3 indicates that two different 
effects of nonsynaaetjy are present with the 
panels.    The nonsyma.'try effect of shape (Speci- 
men 2 and 3 data) ce.uses a shift in coupling, 
while no such shift is evident for nonsymnetry 
in modal density (iata for the two configura- 
tions of Specimer 1. 
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Figure 8. Modc-to-Mod* Coupling of Two Specimen 1 Cot.figurationi 

The data from the panel tests were exafelnod 
statistically to evaluate accuracy. The frac- 
tional error, defined as the standard deviation 
dividud by the average value of the quantity 
being evaluated (fractional error » o/u), vaa 
chosen as the measure of accuracy. For the 
daBping Beasurenents, the fractional error 
in the data Is about 0.1. The value is ajproxi- 
nately 0.3.5 for the panel vibration ceasure- 
menta, corresponding to a standard deviation of 
about 2 dB on the panels. These values result 
in a fractional error for the calculated 
coupling factors of 0.1»8. An initial series of 
tests was repeated and an attempt made to 
increase the accuracy of the vibration measure- 
ment s without success. 

The UpSTAGE acoustic test specimen was 
made available, so testing was performed 
to establish the damping of the specimen 
and also to attempt a direct evaluation of the 
Joint coupling values. The UpSTAGE specimen 
was separated at the three Joints into the four 
basic sections. Bop tests were performed with 
each individual section suspended on bungees. 
Decay data in octave and third-octave band- 
widths were reduced for both an external skin 
and an interned bulkhead location on eacli of 
the sections. A graph of the average values 
obtained for Sections 11, III, and IV is pre- 
sented in Figure 9. Section I had been fitted 
with a wooden bulkhead for use as a wiring 
nockup and was therefore not considered a valid 
dynanic test specimen. The dashed lines indi- 
cate damping parameter values used during 
analysis. 
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la order to evaluate the SKA eoqpling 
factors for this eoaplex apeciaen, a very 
(rose four-elaant SEA •yotea w&a aatiaed with 
•aeli of the four Metlooa representing one 
•leant. The «peclaen was suspended on bungees 
and Section I excited by the 100-pound force 
CALUHMä shaker shown In Figure 10. Three con- 
figurations consisting of Sections X sad II; 
I, II. and III; and I, II, III, and IV were 
tasted. Vith the four eleatnt Modeling, 
coupling values were obtained by using an aver- 
age response detenalned from a survey of each 
eleasnt and assunlng this average response to 
be valid for *he total nass of the eleaent. 
This nethod pe^nits the coupling paranster 
values to be e>. luated for the fOrwardnost 
Joint of each conlguration (for exaaq)le. In 
the cenfiguratio vith Sections I, II, and III, 
the paraaster va .ties for the joint between 
Sections II and XII may be evaluated) with the 
simple relation: 

<*?> 

<4> "2 
J^ 

\.2*h 

since this model appears as a two-element system 
about the Joint with an Input to the system fron 
on outside source. The nodal densities were 
taken as calculated for the contputer model of 
the specimen. 

Fijurt 10. dMyM Shclwr 

The resulting values obtained for the 
average mode-to-mode coupling by this technique 
are shown in Figure 11 with a comparison of the 
values obtained with panel Specimen 1. This 
approximation technique resulted in a few nega- 
tive values which are omitted from the graph. 
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RESULTS OF COMPLEX ANALYSIS 

The computer analysis of the UpSTAGE 
acoustic specimen provides comparisons between 
computed and measured values to indicate the 
accuracy of SEA in conjunction with simple test 
methods, in predicting vibration response. 

Before making the comparison of test data 
with ti'e analytical predictions, the test con- 
figuration; v?ll be discuatied. Two basic test 
configurations vere utilized. The first of 
these configurations simply mounted the test 
specimen on bungees in a reverberant chamber so 
that the vKlire exterior surface of the specimen 
was exposed to a uniform acoustic field. This 
configuration will be referred to as Reverberant. 

The second configuration for testing was 
attained by mounting the specimen through the 
wall between the reverberation chamber and an 
adjoining anechoic chamber. The space between 
the specimen and the wall was sealed with a lead 
sheet and lightly packed with fiberglass, as 
shown in Figure 12. This test configuration 
achieved a reduction in sound pressure level 
across the wall of at least 2h  dB throughout the 
frequency range of interest and lUrniahed a con- 
venient means of localizing the acoustic input. 

.MIS or ACOUSTIC 
iKClT.TlO« 

t 

TESTSWCMIM' HI 
jr*^-.ir*0SMfeT 

Figur» 12. ConfiQuratioo for Dir«« Impinjem«« Aoouftic«! Twt 
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Tw typM of t««tlii« wen accoopliohed 
with tills Mcond configuration. The first type 
wu psrroraad ty ■ounting the speelaen flush 
with the WLU so that only the aft closure plate 
of the tpeclasn was excited. A reTerberant 
field MS used for this testing and It will be 
referred to as Reverberant (aft plate only). 

The second type of testing with this con- 
figuratloB was acconplio'i.od by posltioniue the 
specicien so that the aft 11 inches protruded 
into the reverberation chanber as shown in 
Figure 12. Acoustic input wat accooplished with 
an acoustic horn directed at the aft section of 
the speelaen. This setup permitted a localized 
nonsywietrlc input to be attained for the speci- 
nen. The side of the speelaen which WHS excited 
in this configuration will be referred to as the 
"top" and the opposite side as the "bottom." 
This test configuration will be referred to as 
"Direct Inpingenent." These tests and the 
speelaen are discussed in detail in References 2 
and 3. 

The indicated nonenclature will be used to 
describe test configurations throughout the 
remainder of this paper. 

The values used for the basic coaling 
paraaeter U0) of the field Joints of the model 
were taken from Figure 7 as was previously noted. 
Two basic sets of values were available for the 
daaplng parameter. One set of values was from 
the tests on bare (prior to applying Scotchfoam) 
aluminua panels, while the other set resulted 
from tests on the actual acoustic specimen. 
The predictions are parameterized on these 
two sets of values. Each set of data was 
enveloped with two values as Indicated in 
Figures 6 and 9.    These bounds are n " 0.0003 
and 0.001 for the panel test data, and n » 0.003 
and 0.006 for the acoustic specimen data. These 
bounds for the two sets of data differ by a 
factor of six. 

In order to avoid cluttering the prediction 
comparisons with unnecessary information, pre- 
dictions for each of the four damping values 
will not be shown for all comparisons. These 
values are omitted when a straightforward 
Interpolation is Indicated for the additional 
values. 

The exterior skin levels are considered 
the more significant aspect of the comparison. 
The test program was designed to establish 
coupling parameter values between skin segments 
and the majority of the acoustic test measure- 
ments were made on the external skin. Internal 
transmission of vibration through bulkheads 
and substructures is directly analogous to 
the Reverberant (aft plate only) configuration, 
which will be examined. 

Consequently, the apparent neglect of 
Internal response in the present study (In 
order to concentrate the test effort) does 
net diminish the validity or usefulness of SEA 
throughout an aerospace vehicle. 

The predictions for the completely rever- 
berant excitation will be considered first. 
Because each of the exterior elements of the 
specimen is being directly excited in this con- 
figuration, the computed response should be most 
directly controlled by the damping values 
selected for the model elements and the acoustic- 
structure coupling factor (radiation efficiency) 
rather than the coupling values between the 
structural sections. 

Figures 13 to 1.6 provide comparisons of the 
external skin response in each of the four major 
regions for this fully reverberant configuration. 
For this case, the dsnping based on the panel 
tests yields predicted responses that agree very 
well with test data at frequencies above 1,600 
Uz, except for a single data point at 2,000 Hz 
in region IV. The damping obtained from the 
UpSTAGE specimen results in a computed response 
which Is consistently lower in the high 
frequencies than the measured values. 

- ACOUSTIC TEST MEASUREMENT 
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Figura 13. Rmfbarant - Section I 
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FiguralB. RmsftMrant - SKtian IV 

The computed values are higher than 
neasured values in the lower frequencies except 
in Region II. A peak is also indicated by the 
measurements at 1,250 Hz which does not show up 
in the computations. These values were 
obtained with the l»5-element modeling of the 
specimen (this acoustic input configuration 
should be insensitive to aft section modeling). 

The next configuration to be considered is 
Reverberant (aft plate only). Figures 17 to 20 
present a comparison between computed and 
measured values for both 37- and lt5-element 
models with'only one value of damping.  It. was 
the very low predicted response for the 1»5- 
element model with this lowest value of damping 
which led to the development of the 37-element 
model. The constraint of energy flow toward the 
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front of the model by the additional Joints of 
the '♦S-element model is very obvious in these 
figures. Likewise, this configuration is the 
most dependent upon selection of suitable 
coupling values since energy must flow the 
entire length of the specimen to excite 
Section IV. 

The remainder of the prediction 
comparisons are for the Direct Impingement 
configuration. Three cases were examined for 
this configuration. These cases correspond to 
tests performed with varying applications of 
Scotchfoam damping tape to the test specimen. 
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Figures 21 to 25 present the response com- 
parison for this Direct Impingement configura- 
tion with no damping tape applied to the speci- 
men. Test measurements were made on the top and 
bottom of the aft two sections and these are 
shown in the figures. These figures indicate 
that a corrected estimate of the circumferential 
coupling, ♦c, as 30 times the basic field 
Joint coupling value yields acceptable 
relative levels between the top and bottom 
portions of the aft two sections. 

2000 

WI&FfliOUfNCIfSO« THIRD-OCTAVt SANOB  I 

Fi(ura21. Oiractl 
37-Elmwnt Modd — ♦J " SOp. 

Top- 

j 

/ ^*s^'0.0005 

A «^^-aoto^^^s ] 
yT      / ^V 

y^ S "X^ ^^^■■■^^                   1 
r""^-^ V 

; 
kco»»t»foX S.        ^^—i—i-*1                   1 

s* 
: *"*_-«     1 

  
r "I X     *COUSTlC lESTMCASUMMINt 1 

1              1           . 1        1 i      i      1 

Mi0f«EQU€»»O€S0» TMiftD OC,T«Vf BANDS M/ 

Figura 22. Diraet Impingtmtnt - Section I - Bottom - 

0.-SO«o 

IX      ACOUSTIC TfST MIASuRfMINTr" 

J L J L J L 
MO V000 7 000 *.000 

MiO'RECXtfNC'fSOf TMiPOOCTAVf BANDS M/ 

Figura 23. Oiract Impingtrmnt - Section II - Top • 
«c-60«o 

M0 1 ooo 7 000 

M<D»HIOUtNr.fSOf T«.»IDiXTAV(  BANDS  M/ 

Figui» 24. Dinct ImpintHm^ - Section II - Bottom - 
♦e"«>*o 

l.o 

1 
|   |    K     ACOUSTIC TCST    |    f "^«»^ / •"    OUMA 

_    vi / 

y i 0 00OSCOftnCCT£D 

\ 

y   / 
• j* ^                X                      1 
' / —^ \ 

/y < .0.003/ \ \         x 

V * x     X\ 

■ ? ■ 1             1 V, 1 
WO I 000 ? 000 4 000 

MIO FREQUENCIES OF TMIROOCTAVE BANDS  M/ 

Figure 25. Direct Impingement - Section IV - Top - 
«c"50«o 

The curves on these figures represent the 
predicted values for n = 0.0005 and n = 0.003 as 
well as a curve labeled n = 0.0005 corrected. 
The corrected curve is discussed below. 

This configuration is excited by nearly 
normally incident acoustic energy and the 
exciting field is not as well defined as it was 
in the original case. In addition, the analysis 
of the first two configurations confirmed the 
damping and axial structural coupling factors 
for the model. For these reasons it was 
assumed that the discrepancy resulted because of 
improper definition of the nergy input. To 
test this assumption the predicted value for 
n = 0.0005 was reduced until acceptable agree- 
ment was achieved for both measurements in 
Section I. This reduction was applied to the 
n = 0.0005 predicted values for all of the sec- 
tions. The general agreement between the 
measured and the corrected prediction values 
substantiates the assumption of the discrepancy 
being in the input. 

Figures 26 to 30 present the saae type of 
comparison for a case with damping tape applied 
to the aft three subsections of Section I. 
Based on experience with the panels, the addition 
of the damping tape was assumed to increase the 
damping by a factor of eight over bare structure. 
The two values of damping noted on the figures 
eure for the bare structural areas and the damped 
areas of the specimen. The results for this case 
are essentially the same as for the bare specimen. 
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The final case adds damping tape over a 
portion of Section II, which is assumed to in- 
crease the damping by a factor of three. The 
Section I damping i" retained as in the preceding 
case, and circumferential coupling is likewise 
50 times field Joint coupling. The results are 
shown in Figures 31 to 33. From these figures 
it appears that the effectiveness of the damping 
tape was slightly underestimated in Sectin' xl. 
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It should be noted that the acoustic input 
configurations which have been examined cover 
the entire realm of response problems: 

A.  Fully Reverberant - vehicle 
completely surrounded by a signi- 
ficant acoustic field. 
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B.  Reverberant (sft plate only) - 
identical to internal structure or 
substructure excited by a portion of 
the external skin. 
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The first observation is that a damping 
value of n = 0.001 would yield better agreement 
(since n is inversely proportional to g^) and 
that error in the prediction does not exceed 
+3 dB above fr = 2,500 Hz ft (except for one 
point). If the error band is increased to +_6 dB, 
the value for the applicable range of fr 
can be reduced to approximately 1,500 Hz ft. 
These frequencies correspond to a little less 
than the ring frequency to one-half of the ring 
frequency. It should be noted that although it 
appears that damping was underestimated, the 
same results would be obtained by overestimating 
the acoustic input. 

The same presentation for the aft plate 
excitation is presented in Figure 35. The pre- 
dicted value is based on n = 0.0005. The 
error in the predicted value is less than 3 dB 
for values of fr greater than 2,500 Hz ft. This 
agreement does indicate that the discrepancy in 
Figure 3k  is the result of underestimating 
the acoustic input or, at least, the damping 
value of 0.0005 is compatible with the coupling 
factor used. 

C.  Direct Impingement - vehicle has 
localized hot spots on the skin. 

Because SEA consists of linear techniques, 
the contribution to a system of each type of 
excitation may be determined and the squares of 
the responses summed, therefore providing the 
total response. 

A scaling method must be developed in order 
to evaluate the significance of this study to 
general structural systems. A classical means 
of scaling frequency dependent data OP  lindri- 
cal sheila is to replace frequency wit 
frequen :y times radius of curvature (.  r). 
This scaling minimizes the effects of curvature 
on the values being evaluated. 

Figure 31* compares the accuracy of the pre- 
dictions, using predicted response for n = 0.0005 
divided by measured response as the indicator of 
accuracy, as a function of such a scaled 
frequency for the fully-reverberant case. 
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Figure 36, which presents the direct 
impingement data, shows that the proper correc- 
tion to apply to the predicted values of 
n = 0.0005 would be U  and that the scatter band 
does not exceed 3 dB above fr = 3500. 

The main conclusions to be drawn from 
Figures 3h  to 36 are that if the input energies 
were properly defined, the UpSTAGE analysis, 
using damping and coupling factors measured on 
simple systems, would yield results with +3 dB 
accuracy above the ring frequency of local 
structure and acceptable estimates of the levels 
to one-half of the ring frequency. These con- 
clusions are based on curved panels that have 
about 20 percent of the area and msdes of 
cylinders with corresponding curvature. There- 
fore, the conclusions drawn above may be 
conservative. Because of this conservatism, it 
is possible that the +3-dB accuracy would extend 
to even lower corrected frequencies. 
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The classical scaling of frequency with 
radius which has been accomplished is very 
useful when cylindrical or curved structures 
are being considered. However, a scaling method 
which is valid for flat or curved structures 
would have even more general use. Since the 
lower limit of validity for SEA is considered 
to be a function of the number of element modes 
participating in the frequency bands, scaling 
by number of modes would seem to be indicated. 

Figures 37 to 39 evaluate system accuracy 
based on the number of element modes present in 
each frequency band. The main change from the 
scaling on radius is that Section II replaces 
Section I as having the most significant 
(largest scaled frequencies) values. The fully 
reverberant ard direct impingement cases exhibit 
slightly less accu.'^y than with radius scaling, 
while the aft pi*:*', excitation shows extremely 
good accuracy. Convergence to the limitt of 
accuracy appears to cccur at about 20 element 
modes per band. 

& X SiCliONl 

0 SECTION n 

AsfcnoN 111 

OSECTtONlV K X 
0 

0    n 
«   ,    » 0   0 
A" 9 

0 . 
A * 0   0 

KROF ELEMENT MO JES IN ONE THIRD OCTAVE BANDS 

Figure 38. Pradiction Accuracy of SEA as a Function of Number of 
Element Modes Participating - Reverberant 
(Aft Plate Only) 

  I         —I 

» HCT'ON l 

O SECTION M 
A ACTION HI 

D StCTIONlV 

- - □ 
oo 

-, A 

A   0 « Ä"1 o L    a X X 

0* 
C  0 

O * 
o .BiNCFMOOINCt 

/l          I 

1 
*   SECTION 1 

O   SECTION 11 

A SECTION III 

D   SECTION IV 0 
DÜ 

oo    0 

oA 
X 0 

« "A° x 0 

A    a O« 

a 

0 

ran        jooo        j.oao        4 coo        S.000        tar 

FOtOUtNC.    n*Diu5 'HI  FT.I 

■ 000 1000 .IHOOCTAVf HAND 

Figure 36. Prediction Accuracy of SEA at a Function of 
Adjusted Frequency - Direct Impingement 

Figure 39. Prediction Accuracy of SEA a* a Function of Number of 
Element Modes Participating - Direct Impingement 

61 



Tbe number of nodes per element when using 
constant percentage iandvidths for flat plates 
Is strictly a function of (A/h)-f. Figures 37 
to 39 have their abscissas oarked to show the 
corresponding value of this scaling parameter 
(valid for aluminum or steel) to aid in applica- 
tion of the graphs. The spacing of the points 
plotted on the graphs indicates the effects of 
curvature on distribution of modal density with 
frequency. 

Due to the positioning of the acoustic 
input for tbe specimen, the frequency scaling 
on radius or size (number of modes) may be mis- 
leading with regard to the accuracy of SEA in 
this study. The scaling places major emphasis 
on predictions In Sections I and II. Because 
these sections are adjacent to the input, 
response is most directly affected by the input 
and by the damping, but not necessarily coupling. 
Consequently, Figures ItO to 1*2 are included to 
demonstrate accuracy without scaling of the 
frequency. 
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These figures still indicate a convergence 
of the predicted levels, Much of the spread in 
the high frequencies Is due to Section IV, which 
has the lowest scaled frequencies. 

These figures show that the accuracy in 
Sections I, II, and III converges very 
closely to the same value in the high 
frequencies for all three input configura- 
tions. This indicates the same parameter or 
parameters is causing the inaccuracy in all 
sections. This would indicate the coupling 
values are correct, since the coupling would 
affect Section III predictions relative to 
Section I. Consequently, the overemphasis on 
Sections I and II when using the scaling 
techniques should not be misleading as to the 
indicated accuracy of the SEA apcroach. 

It should be pointed out that the general 
effect of varying the damping values us?d for 
the prediction comparisons would be to displace 
all points on a figure vertically by a similar 
distance. Consequently, the damping parameter 
controls the value of predicted response 
divided by measured response to which the 
fisures converge, but does not signficicantly 
affect the variation about this value. 

Combining the information provided by the 
three accuracy evaluation techniques, this 
study indicates that SEA is capable of predic- 
tion accuracies of +3 dB above the ring frequen- 
cies of curved structure or when the structural 
model has 20 or more modes per element parti- 
cipating in a one-third-octave frequency band. 
This accuracy WSLS  attained in conjunction with 
simple test methods used to evaluate the damping 
and coupling parameters for the structure. 
Consequently, the results verify the validity 
of the simple test methods as a means of evalu- 
ating these SEA parameters for complex 
structures. 
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CONCLUSIONS 

The primary conclusions reached are: 

A. SEA has a demonstrated capability of 
structural response prediction accu- 
racies of •••3 dB above the ring 
frequency of cylindrical structure 
or when 20 or more nodes per model 
element are participating in a one- 
third octave frequency band. 

B. The simple test methods and panel 
specimens presented are capable of 
defining the SEA damping and coupling 
parameters for complex structures. Of 
special Interest is that the very low 
damping obtained during test did yield 
the proper results. 

C. Overmodeiing of continuous structural 
elements can be an inportant obstacle 
to a successful SEA application. 
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DISCUSSION 

Mr. Mains (Washington Unlvgralty): Do you 
intend to use this technique mostly for the 
higher frequencies and use some other technique 
for the lower frequency range? 

Mr. Kalbfleisch: Yes we use classical finite 
element modelling In the lower frequency region 
and we augment it with statistical energy 
analysis in the higher frequency region. 

Mr. Mains: At what frequency do you distinguish 
between the two? 

Mr. Kalbfleisch: 500 cycles, 1000 cycles and 
up, depending upon the frequency region where 
the primary ring frequency lies. 

Mr. Wassman (Naval Ordnance Laboratory): Do 
you think that the dependence in the accuracy 
on modal density implies that a constant per- 
centage bandwidth analysis Is contralndlcated 
and that perhaps a constant bandwidth analysis 
of a relatively broad bandwidth at low frequen- 
cies would yield better results with the 
statistical energy method? I realize that the 
reason for doing that was probably for your 
experimental data. 

Mr. Kalbfleisch: We used a constant percentage 
bandwidth; as you use wider bandwidths you can 
get more modes in per band, I think the band- 
width is really dictated by the number of modes. 
You will have better accuracy If you use more 
modes In a bandwidth. 
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PREDICTION OF SHOCK ENVIRONMENTS BY 
TRANSFER FUNCTION MEASUREMENT TECHNIQUES 
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U. S 

and 

M. A. Boyd 
Army, Corps of Engineers 
HuntsvMie, Alabama 

The vertical shock environments of electrical power equipment cabinets 
supported by a shock-isolated platform were estimated.   The mechanical 
impedances of the isolator system, and the mobilities of the platform and 
equipment cabinets were measured and used to determine the transfer function 
of the whole system under five different preload conditions of the isolators. 
An input shock spectrum and the system transfer function were then used to 
determine the vertical shock environments for each preload condition. 
Appreciable attenuation of the input energy was observed from 5 Hz to 50 Hz 
and moderate attenuation above 50 Hz. 

INTRODUCTION 

The objective of this paper is tn demonstrate the application 
of transfer function measurement techniques to estimate the 
vertical shock environments of electrical equipment 
cabinets supported by a shock isolated platform.   Specific 
emphasis was placed on the high-frequency energy trans- 
mission characteristics of the isolator system, and evaluation 
of such effects on the responses of the equipment.   The 
computation of the shock environments was limited to the 
freauencv ranae between 5 Hz and 500 Hz. 

The transfer function of the whole system was obtained by 
combining the appropriate transfer functions of identifiable 
subsystems.  The response data of the subsystems were 
measured and digitally reduced to compute the digital 
transfer functions.   The obvious advantage of this tech- 
nique is that it allows the synthesis of transfer functions 
of large, complex structures from the transfer functions of 
subsystems which are amenable io measurement techniques. 

The system studied is shown in Figure 1.   Basically, the 
system consists of three electrical equipment cabinets, 
which are bolted to the steel platform.   The platform, in 
turn, is connected to four mechanical spring shock isolators 
through the end posts located at the four corne.i of the 
platform.   The upper ends of the isolators are attached to 
a buried, reinforced concrete structure.   The input motion, 
which is defined in terms of a shock spectrum as shown in 

Figure 2, is transmitted through the upper attachment points 
(UAP; of the isolators.   The corresponding responses at the 
platfoin/equipment interface defined the shock environ- 
ments of the equipment cabinets. 

!n order to provide realistic estimates on system shock 
environments, it is necessary that both the nonlinear 
characteristics of the isolators and system structural damping 
be modeled accurately in formulating analytical solutions. 
However, it is often difficult, if not impossible, to obtain 
exact response solutions for a coniplex structural system, 
such as the present system.   This is particularly true in the 
case where K'gh-frequency vibrations are of prime interest. 

The computation of shock environments »a based on the 
transfer function rechnique employing measured transfer 
function data of individual elements to synthesize the system 
transfer function.   The transfer functions establish the input/ 
output relationships between the upper attachment points of 
the isolators and the load transfer points at the equipment/ 
platform interface.   The measured transfer function data 
autoratically contains the information on structural damp- 
ifig.   Consequently, computed responses will be more 
consistent with the system dynamic amplification effects. 

The transfer function technique is valid for linear systems. 
To justify the validity of the linear analysis, it is assumed 
that the shock isolation system is linear with the isolator 
springs in a deflected position as long as the induced 
vibrations with respect to the deflected shock isolation 
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Figure 1.   Exploded View of Shock Isolated Equipmenf 
Cabinets System 

system position remain small.   Toward this goal, the trans- 
fer functions of the isolators were measured under five 
different end constraints, representing the nominal, two 
intermediate and two extreme deflected conditions.   The 
computed responses at the equipment/platform interface 
would thereby provide the response "trend" for the shock 
isolation system under the input shock motion. 

Figure 2.  Undamped Vertical Input Shock Spectrum 

DESCRIPTION OF THE SHOCK-ISOLATED SYSTEM 

The shock-isolated system, as shown in Figure 1, emplcyed 
four isolators having two different spring rates and desig- 
nated as M-33 and M-34.   The typical construction of an 
isolator is shown in Figure 3,   The stationary part of these 
isolators consists of a cylindrical housing which contains 
the spring housing assembly and t*-e pendant (3-1/2 in. O.D. 
steel tubing).   The movable part consists of a coil spring, 
a one-inch diameter steel connecting rod and two circular 
retaining plates, which are used to precompress the spring 
to a predetermined length to fit within the spring housing. 
The upper retaining plate is fastened to the connecting rod. 
The lower retaining plate is fastened to the housing by a 
total of eight 3/8-inch cap screws.   Therefore, the isolator 
spring is always in compression.   One swivel joint is pro- 
vided at each end of the isolator assembly to allow lateral 
movements of the system.   The upper attachment point (UAP) 
and the lower attachment point (LAP) of the isolator are 
installed respectively to the ceiling structure of a building 
and the supporting platform.   The approximate physical 
dimensions, weights and spring stiffnesses of the isolators 
are tabulated in Table I.   The M-33 isolators are attached 
to the front end of the platform, and the M-34 isolators are 
attached to the rear end of the platform. 

The overall dimensions of the supporting platform are 4 ft x 
8 ft.   The struciural frame was fabricated from 12 in. wide 
flange (WF) 27 beams;   and a 3/8-inch steel plate was 
welded at the top.   A tofal of eighteen 5/8-inch diameter 
holes were provided on the platform for anchoring the 
equipment cabinet. 

The physical dimensions of each of the three equipment 
cabinets are 40 in. (wide) x 30 in. (deep) x 90 in, (high). 
Each side cabinet was connected to the center cabinet 
with a total of twenty bolts through the side panels.   The 
total weight of the three cabinets is 6,779 pounds.   The 
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front and recr views of fhe cabineh or« shown in Figur« 4, 
in which the cabinets or« supported on the oir springs in 
the process of testing. 

•    - «foe en* 

I—■! «'AIM« PLATS 

LOM* AMKIMMT MMT 

Figure 3.   Typical Construction of a Sho:k Isolator 

TABLE I 

WEIGHTS AND STIFFNESSES OF ISOLATORS 

bolaior 
Typ. 

Weight   (Lb) Mttofured Static 
Sfiffn.«* 

(IVln.) 

Stationär/ 
Porti 

Mevabl* 
Porlj 

M-33 133 56.0 355 

M-34 133 36.5 275 

(a)   Front View of Cabineh 

(b)   Rear View of Cabinets 

Figure 4.   Front and R<jar View of the Equipment Cabinets 
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SYNTHESIS OF SYSTEM TRANSFER FUNCTION 

In formulating th» transfer function model for th« system 
under consideration, a set of load transferring points was 
assumed at the interface of adjacent subsystems to define 
the load paths of the entire system.   Fach subsystem con- 
sisted of a set of input points which received the incoming 
motion and a corresponding set of output points which 
transmitted the outgoing motion to its adjacent subsystem. 
The load transferring points of the isolator-platform-equip- 
ment are defined in Figures 5 through 7. 

r® 

®-i 

(hi [    M-M 

FigureS.   Isolator Load-Transferring Points 

The load transferring points of the isolator are defined by 
the UAP's and LAP's of the individual units.   Therefore, 
the four isolators have a total of eight load transferring 
points as shown in Table II.   The locations and numbering 
of the platform load transferring points are shown in Figure 
6 and summarized in Table III.   Points 9, 10, 11 and 12 
are located at the end posts and defined as the input points 
of the platform.   These points receive the output motion 
from the lower attachment points of the isolators.   The 
output points of the platform are transmitted through a total 
of ten load transferring points at the platform.   These points 
are denoted as Points 13 through 22.   The corresponding 
load transferring points of the equipment cabinets are 
designated as Points 23 through 32, as shown in Figure 7 
and summarized in Table IV.   These points received the 
output motion from the platform. 

TABLE 11 

LOAD TRANSFERRING POINTS OF ISOLATOR 

Isolator Typ« Designation UAP LAP 

M-33 
1 

1 
1 2 

1 
2 

3 4 

M-34 
I ) 5 6 

1 
4 

7 8 

Based on the load transferring points as defined above, the 
trans'er function model of the shock-isolated system could 
be represented as shown In Figure 8. 

The input and output motions of the individual systems are 
defined as follows: 

TABLE III 

DEFINITION OF FORCING FUNCTIONS AND 
RESPONSES FOR PLATFORM MOBILITY MATRIX 

(Reference:  Figure 6) 
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TABLE IV 

DEFINITION OF FORCING FUNCTIONS AND 
RESPONSES FOR EQUIPMENT MOBILITY MATRIX 

(Reference:   Figure 7) 
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Figure 6. Load Transferring Points and Generalized 
Excitation Diagram For Vertical Response 
of Platform 

9 fapOfM WM»uf««n«M Point 

Figure 7. Load Transferring Points and Generalized 
Excitation Diagram for Vertical Response 
of Equipment 
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Figur« 8.  Tramfor FuncHon Medcb for »ha Iwblor— 
Plotfbnn-Fquipment Syttam 
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where the «ubmolricei indicated by the dashed line in 
Equation (2> are equated to the correspondingly indicated 
submatricet of Equation (1). 

Iwlaton       F     =  Input forces at the upper attachment 
' points 

V = Input motions at the upper attachment 
1 points 

F     = Output forces at the lower attachment 
*        points 

V =  Output motions at the lower attachment 
2 points 

Platform       F     =  Input forces at the end posts 
  2 

V =   Input motions at the end posts 
2 

F      = Output forces at the equipment/platform 
interface 

V =  Output motions at the equipment/plat- 
form interface 

Equipment    F      -   Input forces at the equipment/platform 
interface 

V =   Input motions ot the equipment/platform 
interface 

Since measurements are general!/ made with occeierometers, 
the grovitationa! unit,   g (1 g = 386 in./sec2), was adopted 
to specify motions at all load transferring points.   The input 
or output points corresponding to a forcing function was 
referred to by a "station" number to identify forcing or 
response locations. 

The transfer function of the isolators is defined by Enuation 
(1) in terms of an impedance matrix: 
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The above input/output relationship of the isolator system 
is now written in simplified form as: 

The platform transfer function is defined in terms of a 
mobility matrix which is generated by four types of forcing 
functions defined as follows: 

• Discrete vertical force 

• Pair of equal-magnitude, in-phase, vertical forces 

• I sir of equal-magnitude, in-phase, lateral forces 

• i Aoment generated by a pair of equal-magnitude, 
vertical forces with 180° phase shift 

• Moment generated by a pair of equal-magnitude, 
lateral forces with 180° phase shift 

The forcing matrix consists of a total of sixteen input forcing 
functions.   The definition of these fccetand the correspon- 
ding responses are presented in Table III, and an illustration 
of each forcing function is presented in Figure 6.   The 
relationship between the input forces and output responses 
of the platform is defined as follows: 

f 
m 
V «,lj        1 

HI                 .    . 
Ml 

w          1 C'     1 
1     " 

10 
f 

I 

1 • 
f 

1 

tj 'M 
m              I 

t3,lj       1 1>,J4 
f 

13 

* 
11 

m 
II,» 11,13 

m          ,  , 
II,IS 11,    4 

f 
1 

34 
HI 

w,» 
m m           .   . 

14,1) 31,34 
f        | 

34 
J L    J 

(3) 

Equation (3)   is now also written in simplified form as: 

1 = 

M         '    M 
22                      2 3 

 1  

M         !    M 
32       j          33 

(4) 

where again the submatrices indicated by the dashed lines 
in Equation (4) are identified with the correspondingly 
indicated submatrices in Equation (3). 
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The equipment transfer function is also defined in terms of 
o mobility matrix.   Since the platform shares the same load 
transferring points with the equipment at the interface, the 
forcing functions of the equipment are defined in a similar 
manner as those of the platform.  These forcing functions 
and responses of the equipment are defined in Table IV and 
Illustrated in Figure 7.   The equipment mobility matrix is 

expressed as follows: 
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25 
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V 
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25,25 25 J« 
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U  25 3« 3t 

25 
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F     =   -F 
2 2 

F     =    -F 
] 3 

V     =    V 
2 2 

V       =     V 
3 3 

(12) 

03) 

(14) 

(15) 

From Equations (7) through (15), the relationship between 

V    and V   can now be established as: 
I 3 

3 33 32      V '22 22 ) "jl     I 

and is rewritten as: 

N= WN (6) 

In the notation as used in Equations (2), (4) and (6), the 
relationship between the forcing function and the three 

subsystems can be rewritten in algebraic forms as follows: 

The transfer function between the upper attachment points 
of the isolator system and the equipment/platform Interface 

is defined by Equation (17) as shown below: 

13 33 32        \ *17 22 ' * 

where      R       =    L*     + •J'    "M • Ulf 
32 [33 33 J 32 

(17) 

Isolators: 

Platform: 

Equipment: 

7       V    + 7       V 
'w       1       9\i      2 

F     =   7       V    + ?       V 
2 21      1       "222 

V = U(f F     + UiT     F 
2 22        2 23     3 

v = ^r F   + ur   F 
3 32      2 33     3 

UlT       F 
33      3 

(7) 

(8) 

(9) 

(10) 

(HI 

MEASUREMENT OF TRANSFER FUNCTIONS 

The input forcing functions were generated by a pair of 25 
force-lb electro-dynamic shakers (MB Model PM25).   These 
shakers provided sinesweep Input forces at the dLsignated 
forcing input points on the test structures.   All measurements 
were made over the frequency range of 5 Hz to 500 Hz with 
a sweep rate of one octave per minute. 

The responses at the load transfer points of the test 
structures were acquired through piezo accelerometers. 
The Instrumentation block diagram is shown in Figure 9. 

The impedance elements associated with each Isolator were 
measured under two restraining conditions.   In the first 
case, the UAP of an isolator was fixed to a reaction mass 
so that the velocity at the fixed end was zero and the Input 
force to the isolator was applied to the LAP.   In the second 
case, the end restraining condition and the forcing Input 
position were reversed.   The measured force end response 
signals provided the data used to compute individual 
Impedance elements.   Using Isolator I. as an example, the 

measured impedances are defined by the following 
equations: 

where    7..'$ and   Ji..'i are the impedances and mobilities 
^ IJ y 

of the systems under consideration. 

The equilibrium and the compatibility equations at the 
attachment points are defined as follows: 
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(18) 
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Figures 10(a) and 10Q>) thaw the typical tet-upt far measuring 
isolator impedances in the UAP-Fixed and LAP-Fixed 
conditions, respectively.   At the driving end, the Endevco 
■mpedance Head was used as the force transducer and an 
additional (2106E) piezo accelerometer was used to acquire 
the driving end response data.   At the fixed end, the force 
signal was acquired through an Endevco Impedance Head. 
Each isolator was tested under five different preload 
conditions.   The preloads were applied to the isolators by 
adjusting the length of the test fixture jwith a pair of spacers 
at the bottom.   This allows the isolator under testing to be 
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Figure 9.   Typical Instrumentation Block Diagram for Response Measurements 

(a) UAP-Fixed Condition (b)   LAP-Fixed Condition 

Figure 10.   Typical Test Set-ups for Isolator Impedance Measurements 
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either stretched or compressed.   A total of five preload 
conditions as shown in Figure 11 was used in the measure- 
ments.   Details of these conditions ore described at: 

• Nominal Extension —  The isolator was stretched 
to a predetermined length which corresponds to the 
static deflection due to the combined weights of 

' the equipment and the supporting platform.   The 
stretched length was approximately 9 ~ 9.5 inches. 

• +8-Inch Extension  —   The isolator was compressed 
to a position which was 8 inches above the 
nominal condition. 

• -8-Inch Extension   —   The isolator was extended to 
a position which was 8 inches below the nominal 
condition. 

e Non-Extended — The isolator was slightly 
stretched to provide just enough preload to 
perform the measurements. 

e      Fully-Extended   —   The isolator was stretched 
approximately 21 inches to create a fully 
compressed condition for the spring. 

///////////// 

1 

33 

;:i: 
Non-Extended ♦8 In. Extension 

Naminol Extension 

-8 In. Extension 
Fully Extended 

Force 

The platform inability measurements were made based on 
the forcing functions, as defined in Table III employing 
two different kinds of supporting conditions.   When 
discrete input forces were applied at the end posts, the 
platform was suspended by four air springs at its four 
corners.   The exciter was suspended by three coil springs 

(a)  Test Set-up for Platform Measurement 

(b) Close-up View of Exciter and Transducer 
Locations at the Platform 

Figure 11 .   Isolator Preload Conditions 

Figure 12.   Typical Test Set-up for Measuring Platform 
Mobilities — Vertical Force Input of the 
Platform 
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which in torn were attached to a temporary fixture fc 
support of the exciter.   When two exciters were used to 
generate input motions, the platform was suspended by 

bungee cords at its four corners as shown in Figure 12(a). 
Notice that an interface structure used to simulate the 
dynamics of the base structure of the cabinet was welded 
to the platform.   The addition of the interface structure 
was necessary in order to simulate the dynamic properties 
of the bci'ie structuie of the cabinet.   The weight of the 

platform was approximately 1800 pounds.   The measure- 
ment errors attributed to the interface structure were con- 
sidered as not significant enough to affect the final 
predicted responses.   A close-up view of the exciter and 
transducers used in generating the vertical inputs in pairs 

is shown in Figure 12(b).   The same bungee-cord sup- 
porting condition was used in measuring mobilities due to 
lateral forces applied along the X-X and Y-Y directions. 

The measurements of equipment mobilities due to vertical 
input forces were made with the air springs supporting the 
system as shown in Figure 13(a).   Lateral stability of the 
cabinets was provided by connecting the upper four 

comers of the cabinets with bungee cords to four anchor- 
ing points located inside the test facility, as shown in 
Figure 13(a).   Figure 13(b) shows the configuration of a 
single exciter assembly. 

(a)  Test Sat-up for Equipment Measurement 

The measurement of equipment mobilities for input forces 
applied along the X-X and Y-Y directions were made by 
suspending the cabinets at their four upper corners on 
steel cables. 

DATA REDUCTION 

The data reduction effort consists of digitizing the recorded 
analog signals and analyzing the data to obtain Impedance 
and mobility elements by a sinesweep analysis computer 
program.   The analog to digital (A/D) data conversion was 

carried out by the data acquisition system described in 
Figure 14. 

During the course of the data reduction process, it was 
discovered that the phase-shift errors between the odd and 

the even channels of the analog tape recorders used in 
measL'-ement (recording and analysis playback) could not 
be adjusted mechanically to be within the specified 

tolerance limits.   This problem was resolved by recording a 
5 to 500 Hz constant amplitude sinesweep signal on all 
channels and obtaining numerically as a function of 
frequency the phase difference between each individual 

data channel and the frequency reference channel.   A 
cubic polynomial for each data channel was obtained by a 
least squares fit to the phase differences and the polynonriial 
used to correct the data at analysis time. 

The most critical aspect of sinesweep data collection is 
controlling the data sampling rate.   Sampling rate must 

be high enough to adequately define each cycle, but low 
enough to cover seve T! cycles so that a statistical average 

over several cycles is available from the analysis.   The 
method of controlling sampling rate In the present casa is to 
divide the frequency ranne Into a series of octaves (based 
on frequencies at Inte "JI powers of 2) and maintain a 
constant sampling rate In each octave;   the sampling rate 

vv .' . ■■•^»y^»-»aw^.,: 

(b)  Supporting Fixture for the Exciter 

Figure 13.   Typical Exciter Set-up for Measuring 

Equipment Mobilities — Vertical Force Input 

in each octave Is chosen to give at least 20 samples per 
cycle at the beginning of each octave and 10 samples per 
cycle at the end. 

The frequency sweep rate during test is set on a logarithmic 
scale (base 2) such that a fixed number of octaves are 
covered per unit time.   A set rf digital data is taken at 
constant time intervals after the start of the sweep from the 
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recorded analog force and acceleration responses of the 
specimen and fhe frequency reference channel, and is 
stored on digital magnetic tape by means of the computer 
driven analog/digital conversion system.   The data sets are 
comprised of 200 15-bit samples from each of the recording 
analog channels with the data from the force and accelera- 
tion channels taken in alternating sequence so that a known 
time relationship is maintained between samples from which 
the phase relationship between force and acceleration may 
be obtained.   Ideally the samples should be taken simultan- 
eously from each channel but the multiplexing A/D channels 
through one sample and hold amplifier in the configuration 
of Figure H prevents this.   The significance of the constant 
time interval between sets of sampled data is that the 
intervals in Frequency increase logarithmically, thus giving 
a typical resolution of better than 2 Hz at 50 Hz and a 
resolution of about 12 Hz at 500 Hz. 

The acquisition of the raw digital sinesweep data was 
accomplished in four major steps.   The first step was an 
amplitude calibration run to insure proper transmission of 
the analog signal to the Sigma 5 computer and proper 
identification of data channels.   The second step was the 
acquisition of a 5 Hz to 500 Hz sinesweep signal to deter- 
mine the phase relations among the data channels.   The 
third step consisted of calibration runs to obtain sensitivities 
for the later analysis.   The final step was the acquisition of 
the raw test data. 

Analysis of the sinesweep data consists of determining the 
frequency, the amplitude, and the phases of the force and 
acceleration responses for each set of dato recorded during 
the test.   The frequency is determined from the frequency 
reference channel by calculating the auto-correlation 
function of this channel at enough positive lag points to 
cover just over one cycle.   A quadratic interpolation 
procedure is used to find the time lag at the second 

maximum in the auto-correlation function and this time is 
the period of the signal. 

The force and acceleration amplitudes and phase are deter- 
mined from the cross-correlation of the force and accelera- 
tion channels and the auto-correlation of the force channel. 
Again, quadratic interpolation is used to find values of 
maxima and minima and the times at which they occur. 
The auto-correlation of the fore« channel is used to give 
the force amplitude and the cross-correlation of the two 
channels yields the amplitude of the acceleration and the 
phase between the two channels.   It should be noted that 
it is not adequate in calculating amplitudes simply to take 
mean square values (i.e., auto-correlation at zero lag) 
since the data does not, in general, have zero mean. 
Amplitudes are determined by taking the difference between 
a maximum and minimum on the auto-correlotion and cross- 
correlation curves.   Phase is determined from the lagged 
time at which the first positive maximum occurs, this is 
converted to a ratio by dividing by the overall period for 
this data set and the resulting fraction is multiplied by 2 to 
produce the phase angle, adjusted for quadrant according to 
the acceleration leading or lagging the force.   A fixed 
phase shift between force and acceleration is introduced by 
the sampling process and must be corrected during the 
analysis.   The phase shift is the equivalent of a half sample 
interval shift in time between the two channels.   A further 
noteworthy point is the effect of the cross-correlation 
calculation between force and acceleration;   this has the 
effect of suppressing the uncorrelated noise in the two 
transducers and also serves to suppress higher harmonics 
which may be excited in the structure. 

Impedance or mobility magnitude is then obtained by taking 
the appropriate ratio of force and acceleration amplitudes. 
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Figure 14,   Block Diogram of the Ana log/Digital Data Acquisition System 
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COMPUTATION OF SHOCK ENVIRONMENTS 

The original impedance and s.iobllity elements were defined 
by approximately 500 frequency internals over the 
frequency range between 5 Hz to 500 Hz.   Since the 
exact starting and terminating frequencies used in 

measurements varied between test runs, the frequency 
intervals obtained from different sinesweep runs were not 
the same.   Therefore, a set of standard frequency intervals 

was needed for performing response computations.   The 
standard frequency intervals were defined on a 3% constant 
percentage bandwidth, and a total of 180 frequency 
intervals were used to convert analyzed impedance and 
mobility elements by interpolation techniques. 

The magnitudes of input impedance and mobility data were 

checked against the analog input impedance plots, and the 
phases of these quantities were checked by the known phase 
Information of a $Ingle-degree-of-freedom system. 

Necessary corrections were made on detected deviations for 
each element prior to the computation of shock environments. 

The computation of shock environments at the platform/ 

equipment Interface was based on Equation (17). 

A total of twenty Isolator Impedance measurements were 
fnado according to the test requirements   as outlined 

previously.   The analog velocity input Impedance plots of 
M-33 and M-34 isolators is presented In Figures 15 and 16, 
respectively. 

Generally speaking, the majority of the measured data 

appear to be valid for frequencies above 40 Hz.   Signals 
below 15 Hz were dominated by the electronic noise of the 
measurement system and no Information In this frequency 
range was obtained.   The measured dynamic stiffnesses of 
the isolators vary from a minimum of 10,000 lb/in. to a 
maximum of 200,000 lb/In.   These values do not represent 
the actual stiffnesses of the Isolators, rather, they represent 
the longitudinal stiffnesses of the isolator assemblies with 
the coil spring firmly pressed against the wall of the circular 
cylindrical housing.   The high stiffnesses were caused by 

the buckling of the coil springs inside the housing.   The 

resulting frictlonol forces between the springs and the walls 
were of such high magnitudes as to prevent any movements 

of the springs under the low amplitude excitations of the 
electro-dj/namic exciters. 
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Figure 15.   Comparison of Input Velocity Impedances 
of Isolator M-33 

In order ti correct the low frequency Isolator data, a 
single-degree-of-freedom system was used to generate 
impedances between 5 Hz to 60 Hz.   The upper frequency 
of 60 Hz was chosen on the basis that the majority of tho 

impedance curves approach their respective mass lines at 
approximately 60 Hz.   Therefore, the computed mass lines 
represent valid data for the measured system. 

The longitudinal stiffness of each isolator assembly may be 
estimated to be the sum of the stiffness of the upper tubing, 
the cylinder and the rod.   The approximate stiffness of 
Individual elements was computed to be 141,300 lb/In. 

This value approximates the maximum measured data. I.e., 
200,000 lb/in.; and the slipppage between the spring and 
the housing might account for the reduction of dynamic 
stiffness as measured during testing, as shown In the +8 In. 
case of Figure 16. 

The equations used to compute the Input and transfer 

impedances are expressed by Equations (21) and (22), 

respectively, as follows: 

z.   =   C + I   I mu- — 
\ o 

C - 

(21) 

(22) 
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Figure 16.   Comparison of Input Velocity Impedances 
of Isolator M-34 

The values assigned to the -nathematical models of the 
M-33 and M-34 isolators are tabulated in Table V. 

The fundamental frequency of the platform is 27 Hz.   Major 

resononcei also occur between the frequency range of 80 Hz 
jnd 500 Hz.   These frequencies can be identified from the 
input mobility plots such as shown in Figure 17. 
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Figure 17.   Acceleration Input Mobility at Load 

Transfer Point 

The major resonant frequencies of the cabinets occur 
between 120 Hz and 400 Hz.   These frequencies can be 
observed from the Input mobility plot? such as shown in 

Fig jre 18 
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TABLE V 

ISOLATOR MODEL PARAMETER VALUES 

Ijolotor Typ« 
Forco 

Input 
k 

(lb/in.) 
C 

(lb-M</ln.) 
■1 

M-33 
UAP 355 9.95 160 

LAP 355 9.95 84 

M-34 
UAP 275 6.2 151 

LAP 275 6.2 74 

In general, results on the input mobility data of the platform 

and the equipment are considered excellent;  but, signifi- 

cant electronic noise levels are observed in transfer mobility 

data.   This problem Is attributed to the low-level force 

Inputs and can be corrected with more powerful exciters. 
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Figure 18.   Acceleration Input Mobility at Load 

Transfer Point 
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The computafion of »hock ipec^ra at Load Transfer Poinh 13, 
14 and !5 we» bgs^d on the input motion ai defined by 
Figore 19.   The corresponding time-history of the shock 
spectrum was obtained through the waveform synthesization 

program (NWAVSYN, Reference 1).   This time-history was 
further transformed into the frequency domain by a Fast 
Fourier Transformation (FFT) computer program.   Th« 
Fourier Spectrum plot of the input motion is shown :n 

Figure 20.   The responses at load Transfer Points 13, M 
and 15 were computed by Equation (23) as follows: 

G (u) 
3 

T    (u) G (u) 
13 I 

(23) 

vhere 5    -   Acceleration Frequency Response of 
Equipment Cabinet 

G    = Input Acceleration at the Isolator UAP 

as shown in Figure 19 

T     = Acceleration Transfar Function as defined 
in Equation (17) 

The measured impedance and mobility matrices are not 
symmetrical.   The computations of the system transfer 
function   T    , for each of the Isolator preload conditions 

13 
were based on the modified symmetrical matrices derived 
from their original ones by replacing each element in the 
upper off-diagonal part cf the matrix with that of the 
corresponding element in the lower off-diogonal part of 
the matrix. 

-«•L   /    V 

Figure 20.   Fourier Spectrum of the Input Motion 

The time-motion history corresponding to each element In 
the G   matrix was obtained by inverse transforming the 
frequericy spectrum by the following eauation: 

G (t) = rvu 
)  e 

-i 27rft 
dt (24) 
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Figure 19. fime-History and Shock Spectrum of the 
Input Floor Motion 
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The output shock spectrum with a zero initial displacement 
condition is computed based on Equation (25) as follows 

(Reference 2): 

Y(»)=2C«      /■' G   W»    un(,'T)coiUj(t-T) dr 
3 n y     3 ° 

(25) 

where      u     = 27rf     =   Natural frequency n n i        / 

u.   =  2 7rf     -   Damped natural frequency 
a a 

S     =  (Don-ping factor 

The shock spectra at Stations 13, 14 and 15 under the five 
preload conditions of the Isolators are shown in figures 21 
through 25. 

The computed shock spectra at Stations 13, 14 and 15 are 
summarized and results are presented In Figure 26, which 
was obtained by overlaying Individual spectrum plots.   In 

addition, the shock spectra, representing respectively the 
input motion from the ceiling and the mean shock spectrum 
of the nominal case ore also presented. 
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Figure 21.   Verfical Shock Spectra — 
Non-Extended Co$e 

Figure 23.   Vertical Shock Spectra 
Nominal Case 
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Figure 22.   Ve-tical Shock Spectra - (+8 in.) Figure 24.   Vertical Shock Spectra — (-8 in.) 

79 



I»'. 

>w«lw— -, 

y -^l. 
- / /ii\ 

ll 
I» 

7/   -Ar^ 

- 
11-n 

^' 

Figure 25.   Vertical Shock Spectra 
Fully Extended Case 

Figure 26.   Summary of Shock Environments at 
Stations 13, M and 15 

Finally, the mean nominal spectrum is approximately equal 
to the arithmatic meai between the two extremes of the 
toectruni envelopes for the portion below the input 
spectrum.   Therefore, the spectrum representing the 

nominal condition could be used to estimate mean shock 
environments for systems with similar arrangements. 

CONCLUSIONS 

The conclusions drawn from the results of this program are 
summarized as follows- 

• The feasibility of applying digital transfer func- 
tion measurement techniques to predict responses 
of complex structural systems has been demon- 

strated.   The approach is particularly well 
adapted for the prediction of high iVequency 

responses.   Its limitations are confined to the 
capability of the exciter system to provide 
adequate low frequency (1Hz - 20 Hz) excita- 
tions and the capability of the data acquisition 

system to provide adequate $Ignol-to-noI$e ratios 
during analog recording and during the subsequent 
playback to the computer.   Low frequency 

excitations could be improved by employing 
electrohydraulic exciters or eccentric mechanical 
exciters rather than electrodynamic exciters. 

• The isolators are effective in attenuating input 

motior for frequencies below 50 Hz;   moderate 

attenuation of high-frequency input motion is 
also observed. 

«      Under fully-extended conditions, the spring is at 

Its solid height.   The isolators would generate 

secondary high-frequency Inputs to the equipment 

due to ihe "rubbing" phenomena between the coil 
springs and the canister walls. 

o      The worst shock environments occur at the 

extremes of Isolator motion   {I.e., the -8" and 

the fully-extended conditions).   Should the 

isolators ever reach these extremes, all the avail- 
able rattle spnce wou.d be used.   Such a 

condition would be beyond the scope for which 
the isolators are intended. 

It con be observed that the shock isolating system is quit- 

effective in aftenuoting input energy for frequeicies 

beiow 50 Hz.   But the results also shew moderate attenua- 
tion In input energy for freqijencies above 50 Hz.   The 

high-frequency amplificution effects ore more pronounced 
for the "minus 8 inch1' and the "f'-jily extended" condilionj, 

as shown in Figures 24 and 25, respectively.   Such pheno- 

mena are attributed to the excessive buck 11 no of the ecu 
spring inside the canisters and the secondary high-frequency 

input c'ue to subsequent "rubbing" effects between the coils 

and the walls of the canisters.   The amplified responses af 

90 Hz, 110 Hz, 270 Hz and 400 Hz, as shown in Figure 26, 

indicate that such pronounced "rubbing" problems might 

prevail under actual conditions.   The amplified portions 

are limited to the -8" and the full-extended case". 
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DISCUSSION 

Mr. DeCapua (Bell Telephone I.ahoratorle»):    It 
appears  that you have a pendulum configuration 
vlth your equiptsent  in isolators.    Have you 
considered the problem of the large laterally- 
induced displacements  in the  low frequency operating 
environments? 

Mr. Kao:    Yes,    We proposed a prediction of both 
the vertical and the  lateral environments, however 
because of funding we were unable  to complete the 
lateral phase of the program.    It can be done, 
w£ have prepared all the test programs and the 
analytical methods. 

Mr. DeCapua:     It seems that the main problem 
would be the large excursions and the possible 
collisions with adjacent equipment and walls. 

Mr.  Kao:     It  is the rattle space  that  is of concern. 

M.-.  Davis  (Hughes Aircraft Co.):    Would you coiranent 
on the effect of the stiffness of  the cabinets at 
the higher frequencies? 

Mr. Kao:     I think it  is a very difficult problem 
to describe because at high  frequencies  the 
mobility plot doesn't appear to strictly follow 
the stiffness  line,  it more or less  follows a 
mass  line.    We suspend  the cabinets by air bags so 
any stiffness has  to be evaluated based on the 
peaks and notches  In a mobility plot,  and we have 
that data available. 

Mr.  Fritz  (General Electric Co.):     If  I under- 
stand you correctly,  you took the spectrum and 
transformed  it  to a  time history and then did 
your solution with  the time history, and  this 
circumvents problems of phasing between modes.. 
But since the spectrum did not have phasing 
information how do you anticipate getting correct 
phasing between modes when the phasing information 
is not present in the  first  placet 

Mr.  Kao:    Converting  the shock spectrum into a 
corresponding time history  is a very crude 
method because once we derive  the shock spectrum 
the phase  information is  lost.    The method  that 
we used to crank out  the  time history stems  to 
be  the only one available;   In the  future if 

Uiere Is a better method we might use it, but for 
the present we have to stick with the non unique 
type of transiormation, 

Mr. Fritz:    Have you tried to steer your time 
history to recover some of that uncertainty? 

Mr. Kao:     No. 

Dr. Mains:  liiere 1« a publication of the ASME 
on aechanlcal Impedance methods applied to shock 
and vibration where there 1« a  fairly complete 
disclosure of how to do this with complex transfer 
functions, and account for phase. 

Mr. Kac;  If you measure the mechanical Impedance 
there is no problem of keeping track of phase. 
Hie question was how do we convert the time 
history from the shock spectrum and there the 
phase information is totally lost. 

Mr. Sepcenko (The Boeing Company):  It is not 
possible to convert a shock spectrum into a 
pulse, however certain approximations exist 
whereby one can fit a shock spectrum with a few 
pulses and it is a trial and error procedure. 

Mr. Kao:  It is. The basic mathematics involved 
in converting a shock spectrum into an equivalent 
time history is a trial and error process. The 
Wavesyn method that we used Is one approach, 
I think Sandia also has another approach that 
uses damped sine waves, and there is another one 
developed by Bechtel using so called spectrum 
modification techniques. So in all there must 
be four or five techniques that have been 
developed to solve a problem of this kind, but 
as we realize they do not have a unique one to 
one type of correspondence. You could pin it 
down a little more precisely but you might have 
to describe the peak G value that you are looking 
for together with the time duration that is 
required.  That would bring about more stringent 
requirements on certain time history motions. 

Dr. Mains:  I would like to call your attention, 
in the sake and Interest of purity, to the fact 
that he was measuring mobility not impedance. 
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DKTKKMIVVnON OF (UIDKWAV ROUCHNESS 
FROM CONSTRICTION TOLERANCES 

K. J. Krurk 

Vmijiht S*»It-Hi!. Division 

I.TV ArrusiNii-c Ovixiralion 
l>:iUas. Texas 

This |up<T ili-.-crilx-s a tnhn'ufw »hrrcliy llir rcnijjlmrs* PSD of a pmlrway ran IM- 

<->liinali-il from llii- roiistrurtioii lok-rancfs.  V sunplc calrulaliun i* mrlmli-d and the- 
>i[>fiifi<aini- of tarioiis types of irri-jjiilarili«-.- is ilisiiissril. 

I.MKOIHCTION 

Ri<li- t|iiiilt(} lias ixm iilrnlifii-d as a primr farlor in Ihr 
(iasN'(i»i-r a<'ii'|ilal)i!itv of fuluri' mass lrans|M>rtalioii systems. 

Many of these system» are envisioned as high speed vehicles 

opeialinj; on dedicated uiiideways. There are two main areas 
that impact the ride tpialily of such vehicles: the vehicle sus- 

|i<-nsioii system and the uuideway roughness (or. if yon pre- 
fer, smoothness). T'>lal system» costs must he minimized if 

these new transportation systems are to he economically 
feasible, thus vehicle suspension system sophistication (and 

cii»l) must lie traded off against gnideuay cost, (ienerallv. 

the jjuideHay cofistruclion and maintenance costs »ill in- 

crease with imnased demarids for acenracv, and a few dol- 

lars extra co»! per mile of uuideway adds up in a hurry. 

Therefore, construction and maintenance requirements must 

he estahlishcd in a form compatihle with surveving and con- 

slniclion practici- »o that guideway costs «an he accuralcly 
estimalcd and Irarled off against vehicli  suspension sophisti- 

cation. 

The prohlcin of maintaining satisfactory ride comfort he- 
comes ever more difficult as vchiilc speed increases. Richard- 

son, el al 111 have shown thai the general form of a rniigh- 
ness P.SI) can he approximated liv 

(I) 
il2   rad/ft 

Where S(J2) is the roughness PSD. fl is the spalial frequency 

in rad/ft, and \ is the guideway roughness parameter in feel. 
The temporal frequency corresponding to Ji for a vehicle 
moving over llu guideway at a velocity V is 

v a or. n - CJ/V 

The expression for the guideway [lower spectrum now lie- 

i-omes 

S(^)   = V2A   ft^ 
,2     rad/ft (3) 

If we further convert the units to fl-/(rad/sec) by noting 

that rad/sec = V a rad/ft we obtain 

S(w) VA   ft-' 

u>'   rad/sec (4) 

(2) 

The PSD of the vehicle response is delermined by the prod- 
uct of the vehicle transfer fuuelion and the guideway rough- 
ness PSD. and the rms of the response is the square rool of 

llic integral of the vehicli- response PSD. Therefore, the ve- 
hicle 'espouse rms increases a» ;he square rool of the for- 

ward velocily. Target speeds for ground transportation 

vehicle» are currently in the 1)00 mph range and nndonhted- 
Iv will he even higher in the future so that the problem of 

guideway roughness/.-moolhness will become ever more acute. 

Now, il is relatively easy to determine a maximum allow- 

able guideway roughness PSD for operation of a given vehi- 

cle over a certain speed range. Unfortunately, surveyors and 

conslruction contractors are not accustomed to bui.'ding to 
tolerances expressed in the form of allowable PSD of rough- 

ness. A method is described in this paper by which allow- 

able roughness PSD can be Iranslalcd into the form of usual 

conslru J ion I olera nee». 
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TEUtXICAI. APPKOXni 

Thr t-umtil Iri'iid i» lu iw pimrr-ypi-tiril-iii-iMly (CSD) 
IrrhniqiH-K In rtaluali- riiir qualily of lraiis|Hirliitii>ii n-liirh-^. 

Thi» i." a kigiral slrp IHTJUM- jtuiilf» ay roughru-» i.- basii-ally 

ramJom in naliuv allhuuuh thrrr may aU<i I»- ili.MTi'lr fn*- 
qwiicy ri>nip<iiii-iil.> in ||H- irn^ularilM*.- asmu-'uteii Hilh juinl 
*p»rinf,> anil Ihr like 

\ ^Iraiglilfiirniinl a|i|iroiii'li rapaM)- of >lr|i In ■.-Irfi inlui- 

live rhi'rkiii» >»ai> ailtijiti-il fur lliii- fir»! rut analy.-is. Urii-fly. 
sami'lrü of ramlom »uiili-May »err «rnrratril liy inallieniali- 

ral -iniulaliiui anil |IM- rrMillanl sini|>l<> wetv diulyznl ait 

IIUMIKII Ihrv »en- ilijnlia'd. incasurril ilala. 

CM.Cri.ATION Ol- FOVtKK SPKCTKM. DKNSITV 

Tlir IMSII- df flnilion of a poHt-r >|M rlral ilnisity i> >>i\rii 

liv IIH- rrlatioo 

S(«) lim k4 'n*f(\)«lx/- (5) 

lunilMiiilli B. This n-laliun i« uflrn appninimattrd by drop- 

|)iii)> ihr limit» M) thai an rolimair "f Ihr puwrr »pri-iruin i» 

oblainrd from 

•s(n) =-jL/Xf2(x>ß.B) d» 
(7) 

Thr rradrr i» dirrrlrd In «nr of Ihr mwllrnl rrfrwnvrs 

(r.p. |2|) availabk' for furlinT ili.-i<u»ioiis of powrr-»|j<i'lra 
and Ihrir projK-rlir». Also, Ihr |>hilo.«|tophi<-at qnrstions Mr- 

rounding Ihr rrplarrinrnl of a fimrlion drfinrd over an i.»- 

finilr limr with our drfinrd ovrr a finiir limr Hill not !«• 
addrrssrd lirrr. Sufficr lo say, all llin-r drfiiiilions of PSD 
mrniionrd above wrn- rvalualrd and ihr lasl our (rqualion 

7) srrnird lo rovrrgr mu.-l rapidly and to hr Ihr most sinblr. 

For this rra:<oii it H.K rhosrn for thr stndirs to be d ■.'«ribrd 
in this paprr. It lias (hr furthrr advantagr that it is Ihr must 

intuitivr of all Ihr drfinilions and thrrrby rradily Irnds it- 

M-lf lo intuitivr chrrking and insight. 

Numrriral Filti-ring 

llottrvrr. Ilii- ilrfinilion dor» not Irlid itself to lonveiiirnl 
analysi» of digitized data, MI one of tvto alternate defiiiitiun» 

i» iisiiallv used. One i* to lake the Fourier Iransfonn of the 
aiitororrelalion funelion and llie oilier is given liv 

Nß) lim 
H-O \- 

' /Xf-'(x.n,H)dx (6) 
UX o 

The implemrntalion of a nuinerieal technique lo evaluate 

the integral of equation 7 rrquired the usr of a freqiM-nev 
filter. A digital band pass filler »as formulated based on the 

Nyqiiist'Koteinikor-.SIiannon sampling llirorem as deseribed 

in (.'S|. The form of the filter is shown below. 

f(x.n,B)   =  S 
i= -oo 

~-|sin|(n+|)Xj | -siii!(ß-j)xil| («) 

»here B is the bandwidlli of a "perferl" filler with a renter 

frequenev il, and f(x.n.B) is f(x) "filtered-' llirougli thr 

Here again we are faced .-. ith Ihr problem of infinite limits. 

This problem was investigated empirieallv by checking the 

.  -                                                                       ~.                                                                       _ 1 

(STEP SIZE) 

^x v^ 
/ ̂  /—^ttT^ ^- > 

L 

2 

(SAMPLE) 
L 

2 
— i — 

A A^ \^ '     ^ 

V         V 
(FILTER) 

I 
I-" "1 

Figure I   Nuinerieal Filtering 
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shufnem of Ihr cut-off uf a our. function a« the nondimen- 
«ional sample length (normalized on the period of the sine 
function) was increased. It wa» concluded that a sample 
length of ten time« the longest wave-length of interest was 
suffi dent to achieve adequate filtering A sample length 
twice the length of the sample to be analyzed was generated 
and the "inner" half was analyzed. This process is illustrated 
in Figure I. The filtering action is achieved by (I) multiply- 
ing the filtering function and the sample to be filtered to- 
gether term by term. (2) summing the result. (3) shifting 
the filler function "over" one step, and repeating (I) and 
(2) at each point for the entire sample. The resultant func- 
tion is squared at each point, integrated numerically, and 
divided by the product of the bandwidth and the sample 
length to obtain a point on the PSI> curve. 

CHOICE OK WAVE LENGTH LIMITS 

The wave length range chusen was based on an apparent 
frequency range of 0.3 Hz to 40 Hz fur a vehicle operating 
over the hvpollietical guideway at 300 mph. Thi.' cover» the 
range from just above the kinetosis (motioi! sicklies.«) range 
at one end uf the scale to the acoustic range on the other. 
The wave length, speed, and frequency are related by X = 
V7f which results in a wave length range from 880 feet to 
II feet. These wen- rounded off to 900 feel and 10 feet 
for convenience. The cut-off frequency for digital signal« is 
determined by the step size (h), speciflcallv. f,.,,, „ff = V/21i. 

Therefore, a step size of 5 feet was chosen to achieve a cut- 
off frequency of approximately 40 Hz. 

MATHEMATICAL MODELING OF GllÜEft AY 
ROIGHNESS 

The guideway irregularities were broken down into 
various types of construction inaccuracies. The types of 
inaccuracies considered and the magnitudes of the deviations 
were chosen based on (1) the AASHO* Standard Construc- 
tion tolerances. (2) various highway construction specifica- 
tions and civil engineering texts, anil finally (3) consultation 
with members of the academic community and representa- 
fives of construction firms. The amplitudes of the various 
types of inaccuracies were oblained by generating random 
numbers with prescribed statistical properties. The random 
numbers were generated with routines fiom the IMSLt 
package [4|. (A note of caution to those who are inclined 
to pursue analyses of this nature. The family of random 
numbers generated must be random in their sequence 
(noncorrelaled) as well as random in their amplitude distri- 
bution.) 

Information about the distribution of amplitudes of 
deviations within construction tolerances is very slender 
indeed and, for this reason, both normal (Gaus.sian)pruba- 
bility density distributions with the standard deviation set 
equal to one-third of the construction tolerance and uniform 

probability denaily distributions with the limits of plus and 
minus the construction tolerance« were evaluated. The ""DC" 
component was eliminated by correcting the amplitudes to a 
least squares straight line of zero. That is, a least squares 
line for the generated guideway sample was calculated and 
subtracted out to eliminate any residual zero frequency 
component. 

It was assumed that the various components of the guide- 
way roughness were independent (the cross power spectra 
are zero) so that each component could be considered sep- 
arately and a composite spectra obtained by adding contri- 
butions of each component together. 

GUIDEWAY CONSTRICTION INACCl RAC1ES 

The various types of construction inaccuracies used in the 
analysis of this paper arc described below. The objective was 
to identify and define a specific type of inaccuracy that 
would result from a given process, surveying, setting of 
piers, screeding, or the like. 

Guideway Misalignment with Random Walk 

Guideway misalignment with a random walk deviation is 
the type of irregularity resulting from a surveying inaccuracy 
that would result from each reference point being set relative 
to the preceding point. A variation (not evaluated) would 
be to set two or more points from a single level set point. 
The resultant irregularity is illustrated in Figure 2. The fi's 
are the point-to-point deviations from the ideal. This is con- 
sidered to form the baseline curve, and all of the other ir- 
regularities arc superimposed on it. 

Guideway Simple Misalignment 

Guideway simple misalignment is defined as inaccuracies    ■ 
in setting the level of the guideway from the surveyed level. 
The resultant irregularity is illustrated in Figure 3. The S's 
are deviations from an ideal straight line. 

Joint Misalignment 

Joint misalignment is defined as mismatches betwei-n 
adjacent guideway sections. This irregularity is illustrated in 
Figure 4. The 6's are the heights of joint discontinuities 
measured from an ideal straight line. 

Guiilewav Waviness 

* Association of American Highway Officials 
+ International Mathematical and Statistical Libraries 

The guiiieway waviness is defined as the "dips" and 
"humps" resulting from guideway pouring and finishing in- 
accuracies. This irregularity was represented by half-wave- 
lengths sine curves with random amplitudes. Three different 
wave length waviness irregularities were considered: that is. 
wave lengths of twice, equal, and one-half the length of a 
guideway section. These irregularities are illustrated in 
Figure 5. These were designated first, second, and third 
order waviness respectively. 
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(Thrar typet of mrpiUribe» npnaent ■ prrliminary The rea<fcr u encouraged to improve on Ihem or develop 
choice and should not be conädered the only one« pumible. 0,,M"r» tf ,M' eng»««-» in thU aort of analya«.) 

STEP SIZE (TYP) 

LENGTH OF 
GUIDEWAY 
SECTIONS 

(TYP) 

Figure 2  (juideHay with Random Walk Im-gularity 
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STEP SIZE (TYP) 

LENGTH OF 
GUIDEWAY 
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Figure 3  Guiileway with .Simple Misalignmcnl Irregularity 
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Figure 4  Guideway with Joint Mi.saligiuneut Irregularity 
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STEP SIZE (TYP) 

H 

3RD ORDER 

Figure 3  Guidcway with Wavineie Irregularities 

GUIDEWAY ROL'GIINESS PSD'S 

PSD's of guideway rouglmess for the various components 

contributing to the overull roughness descril.-d above were 

calculated for a unit amplitude of a one-foot tolerance. The 

PSD for any other tolerance amplitude can then be obtained 

by multiplying the "unit amplitude" PSD by the square of 

the tolerance in feet. The guidcway section length was 

chosen as 100 feet and the total sample length was set at 

9000 feet (which means the total sample length generated 

was 18,000 feet so that the inner half could be analyzed). 

UNIT AMPLITUDE PSD'S 

The influence of the probability density distribution (nor- 

mal versus uniform) on the roughness PSD is illustrated on 

Figure 6. It was found that characlertsties were very similar 

except that the PSD's for the uniform probability distribu- 

tion was roughly a factor of three (plus or minus ten per- 

cent point-to-point) greater than the (orresponding PSD's 

for the normal probability distribution. The normal distribu- 

tion seems more intuitively attractive, so the remainder of 

the PSD curves presented un Figures 7 through 12 are those 

based on normal probability distributions. 

The purpose of this paper is to describe the approach to 

this problein: the solutions presented here are for Illustration 

only. The guldeway misalignment with random walk toler- 

ance appears to be the single most important |      .neter in 

determining the guideway roughness, especially      the low 

frequency range. The other irregularities have various charac- 

teristics, with the joint discontinuity and higher order wavi- 

ness irregularities lending to fill in the higher frequency 

ranges. 

103—/^ 

MISALIGNMENT WITH 
RANDOM WALK 

— NORMAL 
-UNIFORM 

1.0 
FREQUENCY ~RAD/FT 

Figure 6. Comparison of PSD'S Obtained Using Normal and 

Uniform Probability Density Distributions for 

Construction Tolerances 
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Figure 7  PSD of Guidcuay with Random Walk Misalignment Figure 9   PSD of Cuidcway with Joint Discontinuities 

FREQUENCY-RAD/FT FREQUENCY ~ RAD/FT 

Figure 11. PSD of Guideway With Simple Misalignment Figure IC   PSD of Guideway with 1st Order Waviness 
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COMPOSIfE ROUGHNESS PSD 

A cum-«'ia*e ?SI) of the overall guide way roughnew wan 
obtained by multiplying each PSD by the nqiiare of the 
tolerance in feet of each corresponding irregularity. It was 
found that actual tolerances of highway construction and 
how they are applied in the field are difficult to pin down. 
The tolerances presented here were estimated from informa- 
tion gleamed from several sources, and it is unclear whether 
they are the best achievable or what ti;e general practice 
actually is. Another problem is that of soil instability which 
varies widely from location tu location. Therefore, the 
tulerances shown below should be regarded as only indica- 
tive of the order of magnitude of these tolerances. 

Type of Irregularitv Tolerance (feet) 

Random Walk 0.01 
Simple 0.01 
Joint 0.01 

Ist Urder Wave 0.075 
2nd Order Wave 0.0375 
3rd Order Wave 0.01875 

Figure 11   PSD of Giiidcway with 2rid Order Wavtness 

Tin- resultant composite PSD of roughness obtained is 
shown on Figure 13. The somewhat uneven nature of the 
individual PSD's tend to smooth out when they are combin- 
ed. A couple of roughness PSD's obtained from [ 11 are 
shown on the r^me plot for comparison. One of these is for 

A \^-VERY GOOD 
x ^   HIGHWAY 

FREQUENCY - RAD/FT 

Figure 12   PSD of Giiidcway willi 3r(l Order Waviiiess Figure 13   Composile PSD of Giiideway Roughness 
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what is callrd "wry giiuii highway" and the other is fur a 
"runway" (Ihe smuothest shown in |l|). The calculated 
curve is lower than either, although it is in fair agreement 
with the "runway" curve. There are «everal possible explana- 
tions, e.g. (I) the actual tolerances are somewhat greater 
than those used here, (2) the soil lias shifted under the 
samples before their roughness was measured, (3) terrain 
roughnes.- overshadows construction inaccuracies, or (4) the 
probability density of amplitudes is more nearly uniform. 
.Nevertheless, Ihe general agreement obtained i« considered 
to be indicative of the validity of the approach. 

CONCLUSIONS 

A method of estimating roughness power-speclral-densilics 
(PSI)'s) of guideways from construction tolerances has been 
presented. Ailhough »lie technique described was applied to 
guideways. it could be used in any situation where tolerances 
could be placed on certain types of irregularities. 

The PSD calculated for the inathemalically simulated 
roughness is in reasonable agreement with PSD's determined 
for measured guideway roughness, especially the trend with 
frequency, but it tends to Ihe low side. It is probable (hat 
this is due lu a combination of optimism in the level of 
construction tolerances achievable in the field and soil shift- 
ing after the guideway is constructed. 

DISCUSSION 

Mr. 0'He«rn« (Martln-Marletf Corp.); Have you 
InvMtlgated the tolerances used on rocket sled 
tracks? 

Mr. Brock; They are very tight and actually I 
haven't Investigated those. I have run across 
sotae data for welded steel rails that are 
considerably sooother than any of my data. 

Dr. Mains; One of the problems associated with 
this roadway-guldeway problem is that eventually 
it all has to be supported on the soil, the 
ground. If you could design a set of founda- 
tions, or a subgrade, and guarantee that you 
would have no more than 3/4 of an inch differ- 
ential settlement from support to support, or 
along a hundred foot length of slab on grade, 
you would be doing very well. Guaranteeing this 
would be sticking your neck way out. Another 
factor to be considered is that the slabs tend 
to curl as a result of thermal expansion and 
contraction over a period of time, and that is 
why the slabs become dished up so that the ends 
stick out relative to the middle over a period 
of time. 
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SELECTED SYSTEM MOOES USING THE DYNAMIC* 
TRANSFORMATION WITH MODAL SYNTHESE 

E.J. Kuhar, Jr. 
General Electric Company 
Valley Forge, Pa. 

This paper presents a dynamic transformation method 
which provides an accurate definition of modes in a 
selected frequency range.   The transformation is 
derived from the partitioned equations of motion at 
a selected system frequency and is used to reduce 
the generalized mass and stiffness matrix obtained 
with existing modal synthesis methods.   Eigenvalue 
solutions are obtained from the reduced matrices and 
the results are used to revise, and assess 'he accu- 
racy of, the solution.   Three examples u&mg the dy- 
namic traasformatton with two different methods of 
modal synthesis demoustrate the method for selected 
system modes. 

NOMENCLATURE 

[K] generalized stiffness matrix for total 
structure ii» {q} modal coordinates 

[k       ]    =     stiffness matrix in physical coordinate 
for coupling substructures 

[M] =     generalized mass matrix for total 
structure in (q} modal coordinates 

n =     number of degrees of freedom 

p =     reduction circular frequency 

lq} =     generalized modal coordinates 

CR] =     transformation matrix relation (q  } 
to {qK] 

[T] = dynamic ttansformation matrix 

Cy] = eigenvector matrix for [M], [K] 

* = system eigenvalue 

Q = system circular frequency 

=     substructure circular frequency 

subctructure physical eigenvectors 

*■    percent eigenvalue error 

eigenvector deviation 

eigenvalue shift after back subntitution 

1 = substructure 1 

2 = substructure 2 

i - refers to the itb subset or term 

I = inertial coupling 

S = stiffness coupling 

[0] = 

AX = 

A0 S 

AX 
s = 

SUBSCRIPTS 

SUPERSCRIPTS 

A attachment coordinates 

B boundary coordinates 

I interior coordinates not on boundary 

K kept coordinates 

R reduced coordinates 

.                         s revised value 

CO                = second time derivative 

♦This research was performed for the NASA-Marshall 
Space Flight Center 
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1.  INTRODUCTIOM 

The dynamic characteristics of complex structures 
are accurately described using discrete parameter 
models.  When large systems are to be investigated, 
the vibration analysis may require at least 500 to 
1C00 degrees of freedom (DOF) to accurately describe 
the dynamic behavior of the structure in a particular 
frequency range.   Models of this size far exceed the 
core capacity of the computer and require intricate 
computer programs to obtain an eigenvalue solution. 
Considerable computer run time can be expended to 
obtain the desired results.  Some of the current 
approaches used to reduce the run time Include 
iterative techniques which use the complete mode? for 
a partial eigensolution, condensation methods which 
reduce the order of the eigenvalue problem and modal 
synthesis.   Modal synthesis, or a combination of 
modal synthesis with a condensation method, appears 
particularly attractive for reducing computer run time 
and obtaining accurate results. 

The low frequency modes of a complex structure are 
easily obtained using current modal synthesis methodt 
(!•2) These methods sysithesize the vibration modes 
of the complete structure from substructure analyses. 
Hie size of the eigenvalue problem Is reduced by se- 
lecting only a portion of the low frequency vibration 
modes from each substructure to participate in the 
solution.  Although excellent results can be obtained 
for the low frequency system modes, all of these 
methods are approximate In that the effects of the 
truncated high frequency component modes are not in- 
cluded in the solution.   Due to truncation, the modes 
highest in frequency from the reduced eigenvalue prob- 
lem will be inaccurate.   If these modes occur in a de- 
sired frequency range, the accuracy of the solution 
can be Improved by either increasing the size of the 
eigenvalue problem through the inclusion of more sub- 
structure modes or by employing some Iterative tech- 
nique based upon successive eigenvalue solutions. 

Although existing modal synthesis methods vary in 
formulation and in the type of component modes used 
to represent the substructures, most of the methods 
can be classified into two general types based upon 
the method of substructuring.   Those substructures 
obtained by defining attachment coordinate degrees 
of freedom at a common boundary between substruc- 
tures describe the first category of substructuring. 
In the methods of Hurty, Craig and Bampton, and 
Baj&n and Feng, the substructure natural modes ob- 
tained from constraining the attachment points are 
used in conjunction with rigid body and/or constraint 
modes.   (3> 4,5) in the methods of Goldman and Hou, 
the use of free-free component modes eliminates the 
need for constraint modes.   (6.1) All of the afore- 
mentioned methods assemble the structure by imposing 

(1) See the References Section 

compatibility conditions on attachment coordinates at 
a common boundary between substructures.  Because 
the modal coupling occurs at a common mass point, 
this type of modal synthesis will be referred to an 
"inertial coupling." 

The second category for most modal synthesis methods 
will be referred to an "stiffness coupling".  Substruc- 
tures belonging to ails category have no common 
boundary degrees of fr dodom. At the General Elec- 
tric Space Division, a stiffness coupling method that 
eliminates the need to retain a large number of attach- 
ment coordinates has been extensively used.   (!>• 8.9) 
This method uses free- free substructure vibration 
modes.   The assembly of the structure parallels Oat 
of the displacement method of structural analysis 
since the substructures' attachment coordinates are 
connected by flexible links which can be represented 
by a finite element stiffness matrix. 

flu. approach taken in this paper is to use a dynamic 
transformation method to obtain system solutions for 
modes in a selected frequency range.   From the com- 
plete equations of motion, a frequency dependent 
transformation is obtained which Includes the effects 
of modes not retained explicitly in the eigenvalue 
solution.   This transformation is then used to reduce 
the generalized mass and stiffness matrices which 
describe the dynamic behavior of the coupled system. 
After solving the reduced eigenvalue problem, selected 
modes are revised using new transformations at the 
calculated frequencies.   Comparisons of the revised 
and initial solutions are used to assess the accuracy 
of the modes.  If all of the modes of interest have not 
been obtained, the procedure is repeated using the 
results to select a new set of retained modes and re- 
duction frequency.  Since the transformation is derived 
from the coupled equations of motion, the method can 
be used with any of the basic modal synthesis methods. 

Both an inertial and stiffness coupling method of modal 
synthesis were diesen in order to demonstrate the 
general applicability of the dynamic transformation. 
The remainder of the paper consists of three sections; 
the analytical development of the dynamic transforma- 
tion method; the derivation of the transformation for 
stiffness and inertial coupling; and the numerical re- 
sults for three sample problems.   A more detailed 
development for the equations presented in this paper 
may be found in Reference 1. 

2.   DYNAMIC TRANSFORMATION METHOD 

The dynamic characteristics of structures are readily 
described by finite element models consisting of a 
mass matrix and a stiffness matrix.   For large models 
with several degrees of freedom, an eigenvalue solu- 
tion using the total mass and stiffaess matrices may 
become impractical.   Current modal synthesis methods 
provide an approach to solving the large eigenvalue 
problem by dividing a large structure into several 
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smaller substructures easUy manipulated by the com- 
puter.   By imposing equations of equilibrium and com- 
patibility between adjacent substructure interfaces and 
using substructure vibration analysis data, some 
general transformation can be defined which modally 
couples the substructures together.   The coupled 
equation of motion representing the total structure can 
be written in terms of a generalized mass matrix, 
[M], and generalized stiffness matrix, [K], as 

[M]   {q}  +  [K]  Iq) =0 (1) 

Using Eq. (3) for some reduction frequency, p, we 
can write 

q-K -p. 
nxl nxl nxn      nxl 

(5) 

and the dynamic transformation, [T], is then defined 
as- 

where the [q} coordinates correspond to some trans- 
formed set of physical or modal substructure coordi- 
nates.   In its present form, the equation of motion has 
no fewer degrees of freedom than that of the total 
structure when described by the mass and stiffness 
matrices in physical coordinates.   Low mode solutions 
are generally obtained by partitioning the {q} coordi- 
nates into two groups: kept, [qK}, and truncated, 
(qR}.   The truncated coordinates correspond to the 
higher frequency substructure modes and are com- 
pletely omitted from the equation of notion.   Those 
degrees of freedom remaining, IqK}, determine the 
final reduced size of the eiTenvalue problem.   Let nK 
represent the number of {a

Ki coordinates, n^ the 
number of (q  ] coordinates, and n the numbe'- of 
degrees of freedom of the total structure, then 
n = n^ + n^, and the reduced sizes of the general- 
ized mass and stiffness matrices will be n^ x n'S 

o 
Let us now define a dynamic transformation.   If Ol 
corresponds to an exact eigenvalue of Eq.   (1), the 
relationship between the eigenvalue and Its eigenvec- • 
tor may be expressed In terms of the partitioned 
^ qK}  and [ qR]   coordinates as: 

n; M KK : M*«! K^ 

M M m K
KK

;K
K,< 

nxl 

„RK i vf RR 

nxn 

11 Kj 

R( q  ) 

nxl 

(2) 

Expanding Eq. (2) Into two equations for some general 
frequency, p2 = ßi2, and solving the second equation 
for IqR} in terms of [qK] gives 

Iq"] 
R , n xl 

where 

[R] = 

R   K 
n xn 

[R] 
R    K 

lqK3 
K i n xl 

(3) 

RR     2 „RR 
-11 

K     - p   M | 
R    R 

n xn 

„RK    2 , ,RK 
X     -p   M 

R   K 
n xn 

(4) 

CT] (6) 

The reduced equation of motion is obtained by sub- 
stituting the coordinate transformation defined by 
Eq. (5) into Eq. (1).   Pre-multiplying by the trans- 
pose of [T] preserves the symmetry of the general- 
ized mass and stiffness matrices and reduces their 
size to nK x nK. 

Conventional methods of determining eigenvalues may 
be applied to the reduced equation of motion to obtain 
a set of frequencies, nK, and mass normalized eigen- 
vectors, [yK],   Using the coordinate transformation 
defined in Eq. (3), the eigenvectors, [yR], corres- 
ponding to the [qR] coordinates are given as 

CyR]  = [R] CyK] (V) 
R   K       R   K        K   K 

n xn       n xn        n xn 

and the complete set of eigenvectors can be written 
as 

Cy^l 
K 

K 
(8) 

Having defined a frequency dependent transformation 
for some general reduction frequency, p, the method 
is not restricted to low mode solutions.   Since all of 
the modes can be Included through the transformation, 
those modes corresponding to some set of (qR] coor- 
dinates will be referred to as the "reduced" modes. 
The selected set of substructure modes corresponding 
to the {qK} coordinates will be referred to as the 
"kept" modes.   Because most modal synthesis methods 
use similarity transformations to obtain the general- 
ized mass and stiffness matrices, the eigenvalues, 
XK, will be the eigenvalues of the total structure. 
However, the eigenvectors, [y] , descrttw the modal 
coordinates, {q}.   The general coordinate trans- 
formation used to modally couple the substructures 
together must be used in order to obtain the eigen- 
vectors representing the physical structure. 

If the {q} coordinates corresponding to substructure 
normal modes are arranged in ascending order 
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acoonUng to the •utetracturM' natuial frequenciea, 
the [y] will «Atbit laiided dancterUttc«. UM 

[y] set can be thou^it of M a measure of the modal 
pertidpation from each substructure and will be 
referred to as parttctpatkm faotore.   For a correa 
selection of kept modes, the [)#] will contain the 
BMwtaHBB valued component mode coefficients.   Large 
coefficient values in Use [yR] set would indicate 
which modes should have been selected as kept modes. 
Significant improvement can be obtained in the modea 
and frequencies by using a Raylelgh-Ritz approach in 
conjunction with the dynamic transformation for individ- 
ual modes.   For each CkK to be considered, a revised 
mode shape can be determined by substituting p - 0iK 

in DO and mass normalizing the mode shape.  A new 
estimate of the frequency will then be given by 

-.'■MNM. (») 

This part of the dynamic transformation will be re- 
ferred to as back-substitution.  Note that beck-substitu- 
tion as defined with the dynamic transformation may 
not be wed repetitively for convergence to a particular 
mode.  Ihe method only alters the relationship between 
the kept and reduced modes by obtaining a new y^ for 
each ÖjK tuing Eq. (7).  A new yK set of participation 
factors can be obtained by selecting & new set of [ „K} 
and/or a new "-action frequency, p, and repeating 
the reduction process. 

If certain modes have been selected for back-substitu- 
tion, two indicators as to the accuracy of the solution 
are provided by the method: the normalization factor 
and a frequency shift.   The normalization factor is 
that scalar quantity use*! to mass normalize the back- 
substituted  ?!&&.   Fgr mn exact solution, the value 
would be unity.   The frequency shift is measured by 

K2 K2 
comparing C^     from Eq. (9) to the O      obtained 
before back-substitution. A zero frequency shift and 
a normalization factor of unity wo^ld indicate an exact 
solution.  Both of these factors may be used in con- 
junction with the participation factors io aid in deter- 
mining the exactness of the solution.   Hie solution 
will always be exact for any OiK which is the same as 
the reduction frequency, p, regardless of choice iu 
partitioning the qK, qR coordinates. 

3.   DYNAMIC TRANSFORMATION WITH STIFFNESS 
AND JNERIUL COUPLING 

The stiflhess coupling method of modal synthesis 
selected for solution with the dynamic transformation 
is that of one used at the General Electric Space 
Division (!> 8).   The method resembles the displace- 
ment method for structural analysis in that stiffness 
matrices are used for coupling substructures together. 
Each substructure is analyzed with free attachment 
coordinates to determine the component vibration 

The total structure is represented by connect- 
ing the substructures through flexible links as indica- 
ted by the models shown in Fig. 1.  The flexible links 
are defined by some finite-element stiffoess matrix 
relating the interface forces from one set at sub- 
structure attachment coordinates to another.  Using 
the mass-normalized substructure eigenvectors to 
define a coordinate transformation, the coupled, 
generalized mass and stUfnees matrices can be formed 
in terms of the {q} modal coordinates.  For simplicity, 
the generalized mass and stiffoess matrices will be 
presented by considering only two substructures. 
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For each substructure with nj degrees of freedom, a 
set of eigenvalues, uj2, and a set of mass normalized 
eigenvectors, 1$% ], can be obtained.  Let fccPL 3 
represent the stiffness matrix used to relate the inter- 
face forces between the connecting nA attachment 
coordinates.  Assuming there is no inertial coupling 
between the connecting degrees of freedom, the mass 
properties of the flexible link are included in each of 
the substructures.   The generalized mass and stiffness 
matrices after one coordinate transformation may 
simply be expressed as: 

CM8] * Ci] 
nxn 

N2     1   0      ■ 

-0
Lvk--2-  +   C0A]TDcCPL][0A] [KB]   = 

nxn L         '   ^N                     A   A      A 
nxn                    nxn      n xn       n xn 

where 

Q6A1 = 
A nxn 

i 0 . (. _ , 
I   M 

(10) 

(11) 

"2 
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and n = ni + n2.  Note that the row« of ty   coitaln only 
those coordinates from $i which correspond to the 
attadunent degrees of freedom.  Hie resulting matrices 
need only to be assembled in terms of the (q^} and 
{qR} coordinates before applying Hie dynamic tranr 
formation^ 

Due to the form of [MBj and ÖCg]. [T] reduces to a 
simplified form where 

ER.]-   -[KS^-P2!] "MK.^ (12) 

R      K 
n   x n R      R n   x n 

R      K 
n   x n 

and the "educed generalized mass and stiffness matrices 
can be written in partitioned form as: 

Ci**]    =    Ci] +[RI.]
TCR1 

8 S S 

[KK]      =     CKKK]+2CKKR][Rji] 
S BBS 

+      CRB]
T[Kfl

RR]CR8] (13) 

The inertia! coupling method of modal synthesis se- 
lected solution with the dynamic transformation is that 
of Craig and Bampton (4).   This method uses two types 
of component modes to represent the substructure: 
constraint and normal.   The constraint modes are de- 
fined by separately deflecting each boundary coordinate 
a unit displacement with all other boundary points fixed. 
The normal vibration modes are determined by solving 
the eigenvalue problem with all of the boundary points 
fixed.   These modes are then used to defiae a coordi- 
nate transformation at the substructure level.   The 
total structure is represented by connecting the trans- 
formed substructure models at their common boundary 
points as shown in Fig. 1.   Compatibility conditions 
are imposed by the coordinate transformation used to 
couple the substructures together. 

For each substructure with ni "boundary" degrees of 
freedom and nj "internal" degrees of freedom, the 
size of the substructure will be given by ni = nj' + nj . 
If nB represents the total number of boundary coordi- 
nates in the coupled structure (N.B.,nB ^ SniB), then 
the generalized mass and stiffness matrices after two 
coordinate transformations will be given by: 

[Mj] 
MBB i M 

BI M BI 

M"3'   I 
.   1     I 

M^; o   ; i 

n xn 

K88 1 0        j 0 
 K~2    ,  

B 

(14) 

Due to the introduction of con- andn = n   + nj + ng . 
straint modes for inertia! coupling, the [q] will con- 
sist of a mixed set of generalized coordinates.  If the 
substructures mass and stiffness matrices are defined 
in the coupled structure's coordinate system, the 
physical deflections at ifae boundary will be the q de- 
flections correspoc ' .i*. ihe rß degrees of freedom. 
Only the n* degrees of freedom correspond to a gen- 
eralized modal coordinate.   The coordinate trans- 
formation used to obtain the ^aneralized mass and 
stiffness matrices must be used to obtain the physical 
deflections.   To use the dynamic transformation, the 
[Mr] and [Kj] need only to be partiticaed into some 
IqK], CqfOset. 

The resulting form of [R] for the dynamic trai^lorma- 
tion reduces to a simplified form different thar< that 
for stiffness coupling where 

(16) 

,RR, 
where [K     ] may be completely diagonal or contain 
a portion of the coupled boundary coordinates.   If all 
of the boundary degrees of freedom are contained in 
{qK} the calculation of [R] is greatly simplified due 
to the diagnal form of [KRR].   Unlike stiffness 
coupling, only those q's corresponding to some n^ 
degree of freedom can be used as a measure of modal 
participation. 

4.   NUMERICAL RESULTS 

The dynamic transformation with stiffness and/or 
inertial coupling was used to solve the three structural 
models shown in Fig. 1.   The 20 DOF uniform longi- 
tudinal rod (1 DOF per node) and the 42 DOF planar 
truss (3 DOF per node) were ana, j sc4 as two substruc- 
tures.   The 80 DOF uniform beam (2 DOF per node) 
was represented by three substructures of varying 
sizes.   Due to the two methods of modal synthesis 

[Rj]» P2^ - p2!]"1 [M^] (15) 

and the reduced mass and stiffness matrices will be 
given by 

[MI
K] = [Mj1*] + 2 [Mj™] [Rj] + CRj] TtV 

CKj*]- CK^] + [Rj]1"^1111] CV 1 
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uaed, slight dlfferencea exist In the substructures 
used to describe the same model.   For Inertlal 
coupling, the substructure boundaries for the rod and 
truss occur at the center of a boundary degree of 
freedom with half the mass and stiffness contained In 
each substructure model.  Since the normal vibration 
modes are determined with fixed attachment coordi- 
nates, there are no rigid body normal modes for the 
substructure models defined with inertlal coupling. 
The rigid body motion of the substructure models is 
contained in the constraint modes.   For stiffness 
coupling, there are no common boundary degrees of 
freedom between the substructure models.  Each sub- 
structure model includes the total boundary mass but 
not the stiffness of the flexible links coupling the sub- 
structures together.  Note that substructure A for the 
rod has one rigid body mode, each substructure for 
the truss has one rotational rigid body mode, and each 
substructure for the beam has two rigid body modes. 
Complete solutions for each model were obtained for 
partial solution comparisons.   The Jacob! threshold 
method was used for the eigenvalue solutions, and an 
overall check was made on the implementation of the 
methods using the closed form solution for the longi- 
tudinal rod model. 

Three parameters were varied In the analyses: (1) the 
set of kept coordinates for the eigenvalue problem; (2) 
the reduction frequency, p; (3) the size of the kept 
and/or reduced coordinate set.   The qK were selected 
as a sequential group from the frequency ordered com- 
ponent modes and/or the constraint modes depending 
on the method of modal synthesis used and the fre- 
quency range of interest.   The remaining degrees of 
freedom were used as the qR set.   Several values of 
the reduction frequency were chosen for each set of 
selected qK to show general trends.   Since one solu- 
tion would be exact for some reduction frequency equal 
to one of the system frequencies regardless of the 
modes Included in qK, the reduction frequency was 
selected between system modes; i. e., p2 = . 5 (An + 
Ani.l).   Hie size of the kept coordinate set, n14, was 
incremented in steps of approximately . 2n with major 
emphasis placed on the 0.2n, 0.4n solutions. 

The results of the analyses used eigenvalue and eigen- 
vector errors to evaluate the accuracy of the results. 
Eigenvalue errors, AA, were obtained by comparing 
the reduced solution eigenvalues to the corresponding 
system eigenvalues obtained from a complete solution 
of the problem.  All eigenvalue errors will be ex- 
pressed in terms of percent deviation where the AAi 
for any i* mode is defined as AA. = 100 (A 

A )/(A        y   The eigenvector errors, A0, were 
exact      exact 

obtained for the corresponding eigenvalues by using 
the standard error of estimate given by A0 = [E (x - 

2      1/2 
x^        ) /n ]        where the x corresponds to the 

exact 

Jtb physical deflection for same mode.  Because of 
large variations in the magnitude of the xj mass 
normalized elements for different models and frequen- 
cies, the A0 error« were calculated using re-norma- 
llzed vectcrs of unit leucth. 
Some of the specific analyses performed for the rod 
and truss are shown schematically in Figs. 2 and 3. 
Each of the figures show the substructure modes used 
in the analysis for qK and qR; the values of several 
reduction frequencies, p, used for a particular set of 
qK soluticns; and the results of the analyses for both 
inertlal and stiffness coupling using AA and A0 as 
error criteria.   The kept modes, qK, are indicated by 
a solid arrow spanning the frequency ordered substruc- 
ture modes and the reduced modes, qR,   are shown • 
with a dashed line.   The values of the reduction fre- 
quency, p, are indicated by the horizontal lines bet- 
ween the system eigenvalues and, as indicated be- 
fore, were obtained from the numerical average of 
the two adjacent system eigenvalues.  Each horizon- 
tal line represents one eigenvalue solution for the nK 
modes shown by the solid arrow.   The method of 
modal synthesis used to which the dynamic transfor- 
mation was applied is indicated by the run number. 
STC designates solutions using stiffness coupling and 
MPC solution using inertial (Mass point) coupling. 

The results of the analyses are shown using the AA 
and A0 errors as acceptance criteria.   The "o" marks 
shown in Figs. 2 and 3 indicate system modes obtained 
from a solution for a value of AAj £ 1.   The "x" marks 
are used in combination with the "o" to indicate those 
system modes obtained for a value of A0i =£0.01. Assoc- 
iated with the "o" and "x" designated modes is a hori- 
zontal arrow that indicates the value of the reduction 
frequency that provided the maximum number of modes 
satisfying both the AA and A 0 criteria.   Multiple hori- 
zontal arrows were drawn when several values of p 
yielded identical results for any one run.   No attempt 
was made to select an optimum set of qK coordinates. 

The results shown in Fig. 2 for the longitudinal rod 
are for a constant value of nK ~ 0.4n.   Considering 
only the A errors, 62% to 100% of the available modes 
were accepted as solutions in all cases for both methods 
of modal synthesis.   For stiffness coupling using both 
the AA and A0 criteria, 50% to 87% of the available 
lucres were accepted.   For inertial coupling it was 
necessary to investigate the Influence of the boundary 
degrees of freedom when used in the qK set for middle 
and high moc'e solutions. 

The best results were obtained when the system degree 
of freedom corresponding to the substi-uctures' boundary 
point was included in the qR set of coordinates.   For 
these cases (Fig. 2), 62% to 75% of the available modes 
were accepted using both the AX and A0 error criteria. 
However, Increased vector errors were observed for 
middle/high mode solutions containing the boundary 
coordinates as, for example, in Run No. MPC018 
where no solutions satisfy the A0 criterion. 
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H;. 2. Longitudinal Rod Analyses 

The results shown in Fig. 3 are for the planar truss 
with a constant value of nK =• 0.4n.   The number of 
acceptable modes for stiffness coupling using both 
error criteria ranged from 75% to 100% for most cases. 
Of particular interest is Run No. STC510 where 100% 
of the modes were acceptable for seven different values 
of the reduction frequency, p.   The uncoupling of the 
high frequency moües from all the others was reflected 
in the banded participation factors.   For inertial 
coupling the selection of q" coordinates was compli- 
cated due to the introduction of nine boundary degrees 
of freedom.  As in the case of the rod, increased 
vector errors were observed for the high mode solu- 
tions with the boundary coordinates included in the qK 
set.  Although solutions were obtained for the middle 
modes both with and without the boundary degrees of 
freedom, the poor selection of kept coordinates it, 
indicated by some acceptable modes appearing beyond, 
or close to, those degrees of freedom defined by the 
solid arrows.  No attempt was made to select the 
correct qK set for an optimum system solution.   For 
the rod and truss models, tbe results indicated that 
the vector deviation, A p, was the controlling factor 
in accepting modes using both methods of modal syn- 
thesis. 

Typical results indicating the effect of the reduction 
frequency, p, on AX are shown in Fig. 4.   The curves 
are for an eigit mode stiffness coupling solution (Fig. 
2, STC001) and show the actual AA values of modes 5 
through 12 for four values of p.   Hie reduction fre- 
quencies were chosen at average eigenvalue points so 
that the curves do not sliow a miarp error reduction 
near the system modes.  In general, those modes 
closest to the reduction frequency will have the least 
eigenvalue error.   For increasing mode numbers away 
from p, one can expect progressively greater eigen- 
value errors with the maximum errors occurring at 
those modes farthest from p.   The corresponding 
eigenvector errors, A0, are shown in Fig. 5, and 
exhibit the same characteristics as the AX.   Because 
unit length vectors are used for the calculation, the 
range of values for A 0 will not vary as greatly as 
those of AX.   For all cases considered, no value of 
A0 exceeded 1.0. 

The corresponding normalization factors (n. f.) and 
eigenvalue shifts (AXS) for Run No. ST011 are shown 
in Figs. 6 and 7.  In order to make similar compari- 
sons, the n. f. and AX s were plotted as_percents where 
N. F. j = 100 (n. f. i -1) and AXsi = 100 (Xt/Xi-l.).   The 
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A'/y, 3. Redundant Truss Analyses 

results show that N. F. and AXB exhibit the same 
pattern as the eigenvalue and eigenvector errors for 
modes around the reduction frequency.   However, 
those modes farthest away from the reduction fre- 
quency do not show any general pattern.   In particular, 
both N. F. (Fig. 6) and AAS (Fig. 7) show smaller 
errors for Mode 5 than for Mode 6.   The pi curve 
(Fig. 6) for Mode 12 has the smallest N. F.; yet that 
mode has the largest eigenvalue error as shown in 
Fig. 4 for AX.   If the normaliLa'.ion factors and eigen- 
value shifts are to be used as error indicators, the 
location of the modes relative to the reduction fre- 
quency must also be considered. 

The effects of back-sbustitution on the eigenvalue and 
eigenvector errors are illustrated in Figs. 8 and 9 
where the solid line indicates back-substitution values. 
Although the results have been shown only for one 
optimum case (Fig. 2, STC011), they are representa- 
tive of the improvements obtained from the middle/ 
high mode solutions for both stiffness and inertial 
coupling.   In order to show the range of values for AX 
and A0 more clearly, the errors are plotted in the 
form of a distribution function where the percent of 

acceptable modes have a value less than or equal to 
the value shown on the horizontal axis.   For the eigen- 
value errors. Fig. 8 shows that 62% to 75% of the 
modes obtained were acceptable based on a AX £ 1.0 
with and without back-substitution. The major improve- 
ment occurs in the range for AX so.2.   Results from 
the analyses showed that A 0 errors in the range given 
by 0.1 £A 0 sl.O definitely reflected unacceptable 
modes in all cases.   The arbitrary selection for A0 
so.01 appeared to yield satisfactory modo shapes for 
most cases.   Fig. 9 shows that back-substitution more 
than doubles the number of acceptable modes for this 
eigenvector criteria.   Results for individual modes 
showed that back-substitution for modes near a reduc- 
tion frequency, p, reduced the AX, A0 errors several 
orders of magnitude. 

Althoug» back-substitution usually improved both eigen- 
values and eigenvectors for those modes closest to p, 
inertial coupling results with the dynamic transforma- 
tion showed exceptions to this general trend.   His 
may be best illustrated by considering Run No. 
MPC018 and MPC025 from Fig. 2 for the longitudinal 
rod.   The solution for MPC018 contains the boundary 
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coordinate in the qK set while the solution for MPC025 
does not.   Both AA and A0 are shown In Fig. 10 plotted 
in distribution function form for MPCOl R.   Even when 
the eigenvalue errors were on the order of 2x10-5, 
there were no modes satisfying A 0 s . 01.   On the 
other hand, Fig. 11 (MPC025) shows 62% of the modes 
satisfying the A 0 criterion and 87% of the modes 
satisfying AA « 1.0.   The results indicated that accept- 
able solutions for inertial coupling are extremely sensi- 
tive to coordinate selection if both error criterion are 
to be satisfied. 
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Some insight into the effect of kept coordinate selection 
can be obtained from examination of the results for 
middle mode solutions for the free-free beam with 
stiffness coupling.   The system eigenvalue errors for 
the 1C system modes obtained from the solutions using 
three different reduction frequencies are givßn in Table 
1.   Heavy horizontal lines between A A are used to indi- 
cate the reduction frequency.   The percent of modes 
kept was based upon the total number of substructure 
modes having participation factors 2 0.1.   The per- 
centage obtained reflects the portion of those modes in- 
cluded in the qK set.   The number of modes satisfying 
AA £1.0 is 15 for the first solution, 13 for the second, 
and 8 for the third.   The first two reduction frequencies 
are in the range of solutions that contain the substruc- 
ture modes having major participation in the system 
modes.   Hie third solution tries to force the system 
modes to correspond to the reduction frequency and 
provides a good solution for the modes adjacent to the 
reduction frequency even though a large percentage of 
the substructure modes were omitted from the kept set. 
Of particular interest is Mode 42 from the second solu- 
tion.   One would expect the eigenvalue error for this 
mode to be approximately that of Mode 39.   Inspection 
of the modal participation factors shows a small per- 
centage of those contributing substructure modes were 
included in the kept set.   ITiese results indicate that a 
match with regard to kept substructure modes and re- 
duction frequency is needed to maximize the number of 
accurate system modes obtained from any one solution. 
The use of predicted participation factors to improve 
subsequent solutions for unacceptable system modes 
was not investigated In this study.   Table 2 presents 
the frequency errors (A O) obtained from four rod 
solutions using stiffness coupling and indicates a 
possible approach to determining the system modes. 
Each solution Is for nK = 0.4n with a maximum fre- 
quency error in any one mode of approximately 0,04%. 
Sufficient overlap exists to assure the analyst that all 
the modes are obtained.   If a sequential solutions is 
used, results from the first solution can be used to 
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Table I. Eigenvalue Errors of Beam Middle Mode Solutions 

P2 = -5<X33+X34> P2 = -5<X40+V P2 = -5<X47+V   J 
System 
Mode Modes %A %X %x 
No. Kept* Error Error Error 

1    31 55.6 .61 1.05 
32 71.5 .04 .31 

33 
:     34 

53.8 
83.3 

.0007 .13 
.10 

1.0 
1.8 .002 

35 100.0 .07 .009 3.3 

36 75.0 .08 .009 .10 

37 100.0 .09 .0001 1.1                  j 

38 100.0 .68 .003 .96 

j    39 100.0 .13 .0001 .95 

40 
]    41 

87.5 
77.8 

.97 

.97 
.0001 .34 

.46 .0001 
42 33.3 1.9 1.1 64 

43 45.5 ,94 .12 62 

44 83.3 .98 .26 .88 
45 62.5 .47 .77 1.4 

46 40.0 .12 1.1 2.7 
47 
48 

28.6 
50.0 

.15                1 

.06                | 

♦Based on substructure modes having participation factors £0.1 

Table 2. Percent Frequency Error in Sequential Solutions of Rod 
Dynamic Transformation 

2x 10 
o 

4X10 

3jt 10 " 

4x10° 

4x 10 

3x 10" 2x 10 
0 

3 x 10 

4 X 10 

2 X 10" 8X10 

2x10" 

2 x 10 ' 

4 X lo"' 

4 X 10 ' 

6 X 10*' 

select kept substructure modes and a reduction fre- 
quency for the second solution.   The results, as pre- 
sented, show the feasibility of using small sequential 
solutions to obtain the system modes. 

Due to the complexity in determining acceptable modes 

based upon eigenvalue and eigenvector errors, a fre- 
quency error of 0.1% or less (AX s 0.2) was selected 
to summarize the results of all the analyses.  For most 
cases, this error tended to correspond to a maximum 
modal deflection error of 5%.   Table 3 summarizes the 
results lor low, middle, and high mode solutions using 

Table 3. Portion of Calculated Modes with Frequency Error 
Less Than 0.1%, All Mode Solutions 

Model Method 

Solutions for nK" 0.2 N Solutions for nK- 0.4N                   ] 

Truncation 

Dynamic Transformation 

Truncation 

Dynamic Transformation 

Low 
Modes 

Middle 
Modes 

High 
Modes 

Low 
Modes 

Middle 
Modes 

Hi^l      | 
Modes 

Longitudinal Rod Stiffness 

Inertlal. constraint modes kept 

Inertial, no constraint modes kept 

0 

0.25 

1.00 

0.75 

0.50/0.75 

0.75/1.00 

0.75 

1.00 

0,75 

1,00 

6 

0.37 

0.S7 

0.75 

8.62/8.« 

0.87 

0.75/0.87 

0.87        j 

0.87 

Redundant Truss Stiffness 

Inertial, constraint modes kept 

Inertial, no constraint modes kept 

0 0.75 0.37 1.00 0,06 

0.56 

0.87 

0,69 

0.75 

0.38/0.69 

0.25 

1.00 

0.50        { 

0.62        | 

Free Free Beam Stiffness 0 0.79* 0.62 0.75 0.10» 0.83» - I- 
•Elastic DOF 
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0.2n and 0.4n for the eigenvalue problem size.  In most 
analyses, over half the solution iaodes have frequency 
errors of less than 0.1%. 

5.   CONCLUDING REMARKS 

A method of vibration analysis which allows selected 
system modes to be obtained by solving an eigenvalue 
problem much smaller in size than that of the structural 
model has been described and numerical results pre- 
sented.   The method can be applied with any basic modal 
synthesis technique-   For large problems, modes can 
not only be reduced through the dynamic transformation, 
but those modes least affecting the solution can be 
truncated.   Modal participation factors can be used to 
indicate the major contributing substructure modes. 
As presented, the dynamic transformation method uses 
back-substitution to increase the accuracy of the modes. 
Hie resulting normalization factors and eigenvalue 
shifts provide error indicators to aid in assessing the 
accuracy of the modes,  ft is felt that farther experience 
in the application of the method may indicate that back- 
substitution should be used selectively. 

8. Roach, R. E., Jr., "Joining Subsystems Together 
in Modal Coordinates, "General Electric Company, 
Missile and Spacecraft Department, FIR 4T45-17, 
August 1966. 

9. Cokonls, T.J., and Sardella, G., "Vibration 
Analysis and Test of the Earth Resources Techno- 
logy Satellite, "The Shock and Vibration Bulletin 
No. 42, Part 2, Januß-/ 1972. 

DISCUSSION 

Mr. Haskell (Ballistics Research Laboratory): 
What added effort has to be put Into your method 
compared to current methods? What extra time do 
you need to get it working? 

Mr. Kuhar; Do you mean the additional effort 
that Is required? Just the derivation of the 
"R" matrix for the transformation and going to 
the triple product for the reduction. 
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STRUCTURAL DYNAMICS COMPUTATIONS 

USING AN APPROXIMATE TRANSFORMATION 

Clifford S. O'Heame and John W. Shipley 

Martin Marietta Aerospace 
Orlando, Florida 

Engineering structural analyses are often performed in closely- 
overlapping, small subspaces of a linear vector space of high 
finite order. The different subspaces correspond co differences 
in mass or stiffness distribution.  In these cases an approxi- 
mate transformation from one subipace to the other is very useful. 
Such circumstances are described, and illustrated by confutations 
of air blast loads on the SAM-D launcher. The transformation is 
the pseudoinverse of the matrix of basis vectors of the first sub- 
space postmultiplied by the matrix of basis vectors of the second. 

INTRODUCTION 

Structural analysis problems nowadays often 
lead to force and motion relations expressed as 
transformations on linear vector spaces of large 
finite dimension. The larjeness is nsual'.y the 
consequence of the natural decomposition of an 
engineering structure into strength-of-materials 
type elements at a high degree of fineness, and 
there is otherwise no need for such refinement. 
In fact, for practical reasons, it is necessary 
to have a method of coarsening.  Resort to a 
two-stage reduction of order is often used. 
First a Rayliegh-Ritz type reduction is applied 
(the simplest is the Guyan), then eigenanalysis 
is used for both further reduction and dacoupling 
of the equations. The spatial and temporal dis- 
tributions of applied forces are taken into 
account in selecting the reductions. The struc- 
tural equations are thus ultimately expressed in 
a displacement subspace of small dimension. A 
basis of this subspace is the columns of the 
product 01: the reduction transformations. When 
changes are made in the structural mass or stiff- 
ness distributions or the boundary conditions, 
but the global coordinates are retained, the 
analysis subspace will change. Often the new sub- 
space largely overlaps the old. The approximate 
trai>sformation of the title is one which carries 
one basis as closely as possible into another, 
or projects a vector in one space into its rep- 
resentation in the other according to a minimum 
error criterion. Some examples of the use of 
such a transformation are: 

1) The normal-mode motion solution of an 
artillery rocket launcher in ripple fire (rapid 
sequential f're). Say the launcher has zero- 
length rails, then, at the instant of each 
launch tht normal modes and static equilibrium 
of the launcher change.  If the elastic defor- 
mation motion of the launcher, which affects 

the rockets' trajectories, is to be solved 
through several ounds, the approximate trans- 
formation carries the terminal conditions in 
the old normal coordinates into the initial con- 
ditions in the new. 

2) The bending motion solution of a rocket 
at stage separation. Again for normal mode 
solutions, the transformation carries the ter- 
minal conditions in the lower stage coordinates 
into initial conditions in the upper stage 
coordinates. 

The computation described herein is an- 
other instance, but the motivation and appli- 
cation are not so quickly described. To state 
precisely the definition and use of the subject 
transformation in a large-order, linear system 
analysis, the general system equations and con- 
ventional reduction transformations are first 
presented. The application of the reduction 
transformations as shown does not represent the 
ordinary sequence of confutations in a particu- 
lar structural analysis program, rather the 
form of presentation is intended to make defini- 
tions clear and establish notation. The trans- 
formation which is the subject of this paper is 
then introduced with the motivatior for its use. 
Its derivation is presented in an appendix. 

The approximate transformation is then 
applied in an engineering confutation. The 
structure is a launcher design for the SAM-D air 
defense missile. The response of the launcher 
to air blast in two weight conditions is calcu- 
lated.  Descriptions of the structure, of the 
application of the blast force, and of the struc- 
tural loads solutions to be used for comparison 
are given. The results of conventional and ap- 
proximate solutions are then compared. The paper 
concludes with a discussion of particularities 
and generalities. 
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GENERAL SYSTEM EQUATIONS AHO ORDER REDUCTIONS 

The aquations of notion of a large-order, 
linearly elastic, mechanical system with time- 
dependent forcing may be represented as fol- 
lows: 

If H is the fn x p), n > p, matrix con- 
taining, as columns, the selected eigenvectors, 
and they are normalized such that. 

H M H ■ I, (7) 

Mx * Kx - f , (1) 

where M is,  the (m x m) mass matrix, K the 
(m x m) stiffness matrix, X the displacement 
m-vector, x, the second derivative of x with 
resect to tine, and f is the forcing function 
m-vector. The components of the vector x are 
the physical displacements of the nodes of the 
structure moving in rigid body motion and 

elastic deformation. Damping is usually r.ot 
introduced until the equations are reduced co 
a lower order. At this stage, the order of the 
equations is too large for practical integration 
or eigenanalysis. 

The equations may now have their order re- 
duced (condensed). To begin, the forcing func- 
tion usually is identically zero in many de- 
grees of freedom. 

Bb, (2) 

where B is (m x k), m > k. B contains a (k x k) 
identity submatrix and a(jxk),j=m-k, 
zero matrix, and b is a k-vector. Now the 
Guyar. transformation. Reference 1 (or equiva- 
lently, the Kaufman-Hall transformation. Refer- 
ence 2) is used to select a subvector, x , of 
vector X. 

where G is of order (m x n), m > 
the (n x n) identity matiix as a 
is such that, 

KD = G
TKG, 

(3) 

n, and contains 

submatrix. G 

(4) 

is precisely the stiffness matrix for the se- 
lected degress of freedom.  It is generally pre- 
ferable, for convergence, to select all degrees 
of freedom in whirh f-elements are not identi- 
cally zero and all degrees of freedom in which 
large inertial loads are expected. The n-th 
order equations of motion are: 

R R 
x^ = G Bb, 

where 
T 
G MG. 

(5) 

(6) 

The equations are again reduced by selec- 
tion of particular natural modes of motion 
(eigunvectors) of the reduced system. Generally 
these will correspond to lower frequency modes, 
but the spatial and temporal distribution of f 
should be taken in account in making the selec- 
tion. 

where I is the (p x p) identity matrix, the 
equations of motion are: 

C + 2ayi  + ft2C » HTGTBb, (8) 

where 

and 

HC, 

H\H. 

(9) 

(10) 

is the diagonal matrix of squared-circular 
eigenfrequencies. A damping term has been in- 
troduced with uniform (scalar) damping ratio. 

The load or stress in elements of interest 
depends on the deformation: 

a = Ax = AGH5 = 05, (11) 

(mode displacement summation, Ch.  10, 
Raf.   3) 

o = AGHß"2(HTGTBb-^)   = Dfi"2(Rb-C), (12) 

(mode acceleration summation, Ch. 10, 
Ref. 3). 

An element of a iscy ue a stress component, 
a finite element load or a reaction at a node. 
The load, or st:=3S, vector a is of dimension 
q, and A, (q x m), is contained explicitly or 
implicitly in the structural analysis program. 
A depends only on elastostatic properties of the 
system. The value of q may be less than one 
hunared while the value of m may be several 
thousands. 

The subject transformation may now be in- 
troduced. It can be seen in the above equations 
that for each eigenanalysis, the transformations 
D = AGH and R = HTQTB must be computed for each 

weight distribution being analyzed. Let: 

=S-»M (13) 

Then the complete mode displacement solu- 

tion may be written: 

-1 T T      -1 
AGHL H G Bb = DL Rb. (14) 
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* 

Notice that L alsc contains G and H trans- 
formations inpUcitly. Let subscripts 1 and 2 
distinguish eigenanalyses for two different 
weight conditions. 

0i"DiLi v- 

0  = D L  R b* 2    2 *>   2 

(15) 

gradation of a Magnetic tape. It would have 
been very costly to reproduce the Matrix. The 
structural model was in a stage of significant 
change at the time; so the recoaputation was 
unjustified. The present confutations ax« 
simply a computer experiment, a retrospective 
check of the accuracy of the earlier computa- 
tion using the trans fomation as in equation 
(16). 

then the subject approximation is: 

a2 " DlT12L2'lT12V' 

whf re 

ri2 '(HlTHl) "VH2 

(16) 

(17) 

The derivation of T12 is shown in the 
appendix. The motivation for substitution was 
the loss of the A matrix resulting from de- 

SAM-D LAUNCHER 

The Launcher Group/Missile Hound unit of 
the SAM-D Air Defense System consists of a 
launcher mobilized on a semi-trailer vehicle. 
Figure 1. The launcher carries four missiles 
in canisters. The canisters serve ati environ- 
mental and shipping containers and as launch 
cells. Each missile-canister unit is called 
a Missile Round. The missile rounds eure at- 
tached to the erecting platform. Figure 1, and 
to one another by various connecting devices 

Figure 1. SAM-D Launcher Group Missile Round 
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on the two Bain frames of the canisters. There 
are two pads on the top and bottom of each aain 
frane with either index holes or index pins ae 
their centers. Tie rods conplete the vertical 
and lateral joining of missile-round four pack 
and launcher platform. The launcher piatfoxa 
is elevated by two jacks. It is  not."-.ü:! <m  a 
turntable for training in azinucr. The launciier 
and other components are mounted on an XMBCO 
trailer. When eaplaced, the trailer ted is 
stabilized and leveled on outrigger jacks. 

ANALYSIS OF LAUNCHER RESPONSE TO AIR BLAST 

Substructural conponents ot the Launcher 
Groui) with launcher platform erected were 
statically coupled to form a structural 
model with 1372 degrees of freedom. (Ihe level 
of static analysis was actually finer, if all 
element degrees of freedom were retained, there 
would be over 6000.) The 1372 dof's were re- 
duced to 168 by Guyan reduction and then to 
twelve by use of the lower frequency eigenvec- 
tors. The major part of the structural analysis 
and the eigenanalysis were performed using MAGIC, 
References 4 through 9. All computations after 
the static coupling were performed in single 
precision on the IBM 370. For the comparison, 
the zuro  azimuth configuration was analyzed with 
two weight conditions: 

A, Four missiles aboard, 

B. One missile on board, in upper 
left canister. 

In condition A bilateral symmetry prevailed 
in both mass and stiffness distributions, and 
the lower four modes divided into symmetric and 
antisymmetric cases with closely spaced natural 
frequencies in pairs. This symmetric/anti- 
symmetric characterization broke down at the 
fifth mode because of the essentially three- 
dimensional nature of the structure. In condi- 
tion B, the dynamic coupling destroyed the sym- 
metry, so there were distinct differences in the 
two eigenvector bases. The effect of the weight 
change may be judged by comparison of the fre- 
quency spectra for the two conditions: 

tode Freq. A Freq. B 
Hz Hz 

1 2.4003 2.?518 

2 2.6407 3.2530 

3 4.'607 5.1584 

4 4./544 5.3137 

5 5.3106 6.4975 
6 11.0343 13.1867 
7 11.5189 14.0462 
8 13.4*43 16.3718 
9 16.1172 18.0412 

10 18.0924 21.7832 
11 19.7636 23.2010 
12 21.3796 24.7719 

For the coa(>arison, the response of the 
structure was analyzed for the blast approach- 
ing from the side, front and rear with the 
launcher at zero azimuth. The loads examined 
were the platform reactions at the erector 
jacks and turntable trunnion. Figure 2. The 
coiqparative results are shown in Tables I, II 
and III. A full comparison of platform loads 
was made for all cases, but the results are 
partially reproduced here. Very similar re- 
sults were obtained in the other computations. 
All the loads are expressed in relation to the 
same base value. The time-of-occurrence 
parzmeter, placed in parentheses beneath each 
load, is normalized by the fundamental period 
in each case. The values in the columns 
labeled "conventional" and "approximate" are 
to be compared; There is no significant dif- 
ference in the conventional and the approximate 
results. 

Table I 
Comparison of Conventional and 
Approximate Load Computations 

Side-On Impingement, Four Missiles 

OAA CAB 
Reaction Conventional Approximate 

Figure 2 Pos. Neg. Pos. Neg. 

1 0.00 4.70 0.00 4 67 
(0.00) (0.38) (0.00) (0.38) 

2 0.00 2.44 0.00 2.37 
(0.00) (0.26) (0.00) (0.27) 

3 0.23 0.91 0.23 0.91 
(0.14) (0.44) (0.14) (0.44) 

4 4.57 0.00 4.53 0.00 
(0.37) (0.00) (0.37) (0,00) 

5 0.00 2.43 0.00 2,35 
(0.00) (0.26) (0.00) (0,27) 

6 0.95 0.25 0.94 0,26 
(0.44) (0.13) (0.44) (0,38) 

7 4.70 0.00 4,70 0.00 
(0.29) (0.00) (0.28) (0.00) 

8 0.00 2.77 0.00 2.77 
(0.00) (0.29) (0.00) (0,28) 

9 0.00 4.67 0.00 4,67 
(0.00) (0.28) (0.00) (0,28) 

10 2,76 0.00 2.75 0,00 
(0.28) (0.00) (0.29) (0,00) 

0AA " DALA'1RA b s 

ÖAB ' VABL
B" 

1  T 
3 

0AA, POS ~ T. 0AA •" ('")] 
"AA. 

^ = max 
neg   t 

S-ÖAA- "(-)] 
u; Unit step function 

max ; max value in integration interval 
t 
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Figure 2. Platform Reactions, Trunnion: 1 thru 6, Erector Jacks: 7 thru 10. 

Table II 
Crmparison of Conventional and Approximate Load 
Computations £ide-Cn Impingement, One Missile 

Table III 
Comparison of Conventional and Approximate Load 
Computations Front-On In^ingement, One Missile 

BB BA 
Reaction Conventional Approximate 

Figure 2 Pos. Neg. Pos. rJeg. 

1 0.00 5.37 0.00 5.40 
(0.00) (0.38) (0.00) (0.38) 

2 0.00 2.63 0.00 2.70 
(0.00) (C.24) (0.00) (0.24) 

3 0.49 1.25 0.49 1.25 
(0.13) (0.42) (0.13) (0.42) 

4 5.07 0.00 5.10 0.00 
(0.38) (0.00) (0.38) (0.00) 

5 0.00 2.62 0.00 2.6S 
(0.00) (0.24) (0.00) (0.24) 

6 1.12 0.44 1.12 0.44 
(0.41) (0.15) (0.41) (0.15) 

7 5.30 0.00 5.33 O.OC 
(0.28) (0.00) (0.29) (0.00) 

8 0.00 3.13 0.00 3.14 
(0.00) (0.28) (0.00) i0.29) 

9 0.00 5.17 0.00 5.13 
(0.00) (0.23) (0.00) (0.23) 

10 3.03 0.00 3.03 O.CO 
(0.23) (0.00) (0.23) (0.00) 

aBB " VBV s 
0BA ' VABS1 T 

AB A £ 

BB BA 
Reaction Conventional Approximate 

Figure 2 Pos. Neg. Pos. Neg. 

1 2.07 9.67 2.08 9.87 
(0.38) (0.32) (0.88) (0.32) 

2 0.25 0.57 0.27 0.57 
(0.73) (0.44) (0.73) (0.45) 

3 2.43 1.03 2.41 1.00 
(0.39) (0.08) (0.39) (0.08) 

4 1.86 10.57 1.84 10.73 
(0.88) (0.38) (0.88) (0.37) 

5 0.33 0.39 0.36 0.38 
(0.72) (0.44) (0.72) (0.44) 

6 1.54 0.56 1.46 0.58 
(0.40) (0.08) (0.41) (0.08) 

7 7.73 1.53 7.50 1.50 
(0.40) (0.88) (0.40) (0.88) 

8 0.86 4.23 0.84 4.17 
(0.88) (0.40) (0.88) (0.40) 

9 6.33 1.24 6.20 1.25 
(0.31) (0.88) (0.31) (0.88) 

10 0.65 3.43 0.68 3.47 
(0.88) (0.42) (0.88) (0.44) 

aBB = B B B F 

0BA = 
-1  T 

D T L T  R b 
A AB B AB A F 
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PARTICUURITIBS AND GENERALITIES 

Obtaining and applying the transfoiaatlon 
T require« a significant aaount of cooputation. 
However, as compared to coaputing D and R this 
computation is generally of low order and can 
be pertenaed in relatively stall anoint of co»- 
puter core with no use of peripheral storage. 
Because the eigenvectors are linearly independ- 
ent, H7 H is positive definite; so the matrix 
inverse needed is the inverse of a positive 
definite symetric natrix, which can be computed 
■uch sore efficiently than the Inverse of a 
general matrix. Reference 10. 

There are a number of circumstances, other 
than the one elaborated in the paper, in which 
the subject transformation is useful. Some are 
mentioned above. If such use is planned, hav- 
ing the column order of tha basic eigenvector 
set larger than the column order needed in the 
sets in which the approximation is to be used 
will improve accuracy. Rer>t>:nce 11 contains 
a useful algorithm to compute the overlap of 
two subspaces. 

Another use of the transfortration is the 
comparison of experimental and confuted modal 
vectors. Hie transformation may indicate that 
measured modes are linear combinations of com- 
puted modes: Some of the differences in the 
two sets may be attributed to the difficulty of 
exciting pure modes when there is close fre- 
quency spacing, damping coupling, or poor 
shaker location. The eigenvectors should be 
normalized so the columns of T have unit length 
for this comparison. 

In conclusion, it has been shown that the 
space spanned by the lower mode eigenvectors 
did not change markedly for a strong change in 
mass distribution in the case analyzed. This 
overlap will probably be found in most structural 
analyses, and as a consequence projections from 
the one subspace to the other may be used with 
accuracy when it is convenient. 
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The subject transformation can be found in 
many places; e.g., the references at the end of 
this appendix. This derivation is appended in 
part for convenience of the reader and in part 
because it takes a geometric rather than an 
algebraic viewpoint. The former is believed to 
be more intuitively satisfying for structural 
engineers although the algebraic derivation is 
more concise. 

[T 1 -1 T 
Hl Hl]  Hl «2 (A0) 

The transformation is obtained by mini- 
mizing the magnitudes of the columns of E. 

H2 - H^. (Al) 
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The derivation follows. To simplify read- 
ing the notations let H > H2 and G «= Hi. Then 
let v be expressed oy components h in basis H 
and v by components 9 in basis G. 

The values of tij for which the derivatives 
of equation (10) are zero are solutions of, 

GTGT - GTH - 0, (A7) 

v ■ Hh, v • G9, 

and let, 

g « Th. 

(A2) 

(A3) 

To make v a minimum distance approximation 
of v, calculate T such that |v_^| * is minimized. 
Using equation (A3) , 

|v-v2|. ir-v I » [Hh - GThl 

T T 
h E Eh. (A4) 

Because ETE is positive definite Symmetrie, 
the transformation T is exact only if ETE is the 
zero matrix. Since the off diagonals are 
bounded by the Schwarz inequality, minimizing 
the diagonal elements of ETE uniquely determines 
T.   Let, 

F (i.j,T) e .e . 
pi P: 

h .h . - h .g t . - t .g h . 
pi p]    pi pq qj    qi pq P] 

!A5) 

from which equation (A0) follows. 

The expression. 

(
HT

I
H
I) '"'i. 

(A8) 

is the paeudoinverse of H when H H is non- 

singular, as it is for eigenvectors. 
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qi P<1 pr rj 

E =[eij|,H "jhijl, etc.; and 
ss p, q, r imply summation ( 

where 
indices 
appropriate ranges. Then, 

repeated 

over the 

äF (i.j,T) 

St 

+ 6. (■ 

t .g g  - h .g 
qi pq pm   pi pm I 

g g t . 
pm pq q] 

g h 
pm 

) (A6) 

where ä is the delta function. 
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LINEAR LUMPED-MASS MODELING TECHNIQUES 
FOR BLAST LOADED STRUCTURES 

W. J. Lisa, Jr., and N. J. DeCapua 
Bell Laboratories 

Whippany, New Jersey 

The determination of building motions In a nuclear blast environment 
is essential in assessing the shock-mounting requirements for com- 
munications equipment In hardened installations. This paper presents 
linear lumped-mass modeling techniques employed in this determina- 
tion. These techniques are applied to a rigid body soil-structure in- 
teraction case and to the flexural response of a buried building. 
Predicted responses are compared with measured accelerations ob- 
tained from full-scale TNT tests. 

1. INTRODUCTION 

To determine the expected motions of 
equipment in hardened buildings, the dynamic 
response of the building in a blast and the ac- 
companying ground motion environment must 
be known. The first detailed model for pre- 
dicting dynamic environments in Bell System 
hardened buildings was done by J. V. Poppltz 
[1], who developed a five-degree-of-freedom 
vertical model of the interior of a shallow 
buried building. In the Poppltz technique, 
slabs were modeled as single degree-of- 
freedom systems, and consequently, higher 
flexural modes were not included. 

Subsequently a series of experiments was 
conducted by S. Wisnewski [21 at the Waterways 
Experimental Station (WES), Vicksburg, Miss- 
issippi, to either corroborate the Poppltz model 
or lead to a refinement of it. The steel struc- 
ture emploved in the WES tests was 6 ft by 6 ft 
in plan by 15 in. high, and it represented a two- 
story, 6-by-6 bay building buried in clay.  The 
general conclusions reached by Wisnewski were 
that: 

• The Poppltz five-mass model satis- 
factorily predicted displacement and 
velocity, and 

• The accelerations predicted by the 
five-mass model were significantly 
less (1.3 to 6.7 times less) than the 
measured accelerations. 

The results of the WES test and the con- 
clusions drawn from them generally agreed 
with a theoretical study by L. W. Fagel [3J who 
analyzed the acceleration response of a plate 
subjected to blast loadings. He compared the 

exact solution to solutions employing finite mode 
approximations and concluded that 'or systems 
with at least 1 percent of critical damping, nine 
modes were adequate to represent the plate's 
true response, and four modes may be non- 
conservative by up to 40 percent. 

Further study of the WES data by 
Fagel [41 resulted In the following conclusions 
which differ somewhat from Wisnewski's initial 
observations: 

• Acceleration response of small struc- 
tures covered with soil can be appro- 
priately calculated from a one-mode 
model for floor panels.  The soil cover 
serves to damp the higher modes but 
does not add to the structure's mass. 

• If no soil cover is provided or if some 
of the structure is above grade, floor 
panels should include higher modes. 

Thus it seems that the Poppltz model is, 
in fact, a good technique for predicting vertical 
response of shallow buried buildings. 

This paper uses the results of Poppitz 
and Fagel along with comparisons of data from 
full-scale blast loaded structures to develop a 
simple linear model for blast loaded above and 
below ground buildings. Coupled horizontal 
and vertical motions are included.  The em- 
phasis in the predictions is on the initial 
portion of the acceleration response since the 
peak acceleration usually occurs immediately 
after blast arrival. Moreover, a linear model 
can be expected to accurately predict only the 
Initial response since longer term motions in- 
clude the nonlinear behavior of the soil- 
structure interaction. 
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2. SOIL-STRUCTURE INTERACTION 

2.1 Model 01 Rigid Body in Sou 

The total response of a structure can be 
divided into two parts:  (1) the rigid-body soil 
interaction and (2) the flexural response of 
the building members. The nature and magni- 
tude of the first of these, rigid-body soil inter- 
action, was documented [51 following a test per- 
formed during Operation Snow Ball on July 17, 
1964. In the remainder u' this section, simple 
linear modeling techniques are employed to 
predict these measured accelerations. Included 
in the Snow Ball test were two ^-ft-by-S-ft-by- 
e-ft solid concrete blocks which vere bulled in 
the ground and struck with a bl? .; wave produced 
by a SOO-ton TNT detonation.  The first block 
was buried with its top flush with the ground 
while the second had a steel "sail" protruding 
2 ft above grade.  Load cells and accelerom- 
eters measured the magnitudes of the blast and 
the block response respectively. It remains to 
be seen how presently used soil-structure re- 
lationships can predict the actual response of 
the block. 

Past models of soil-structure interaction 
have used the following stiffness relations for 
a rigid footing on an elastic half space [6J. 

Vertical:       k   = -_2_ ß  vTcI, 

SUding:       kx = 4 (1 + u)Gßx fcS, 

(la) 

(lb) 

with the effective shear modulus, C, in this 
direction to be much less than the actual modu- 
lus, G, to account for poorly compacted back- 
fill at the site and the fact that it is not truly a 
half space in this direction. The various soil 
springs were then added to the block (Fig 1) in 
a manner ensuring correct rotational stiffness. 

VERTICAL SUDING-BASC 

"TOW 

FINAL MODEL 
visr 

#W$ 

«H-f 

Fig. 1 - Soil springs for block 

Rocking: kfl = _£-^8cd2, (lc) 

where G = shear modulus of soil, 

v = Poisson's ratio of soil, 

c = half length along axis of 
rotation, 

d - half width perpendicular to 
axis of rotation, and 

ß^ß^ßg = constants. 

However, if the foundation is buried in the 
soil as in the case here, additional soil springs 
must be added to account for soil interaction 
with the vertical walls.  The increased factor 
for vertical motion has been calculated (6J, but 
at the time of this work there was no proven 
way to predict its effect on the horizontal and 
rocking stiffnesses. 

To estimate this added stiffness, the 
vertical stiffness formula for a rigid plate on 
an elastic hall space was used, i.e., 

VH walls 
G' 

1 - v 
0z/¥d, (2) 

As shown in Fig. 1, four lumped masses were 
sized and located to preserve horizontal, verti- 
cal, and rotational inertia. A mathematical 
model of this arrangement was constructed to 
use in the Stiffness Matrix Structural Analysis 
Program [1] which determines the systemfs 
eigenvalues and eigenvectors.  The three prin- 
ciple modes of vibration for one of the cases 
considered (G = 4,000 psi and Gf = 500 psi) are 
shown in Fig. 2. The first is a coupled hori- 
zontal and rocking mode; the second is a pure 
vertical mode; and the third is nearly a pure 
rocking mode. 

The response of the blocks under two 
combined dynamic inputs (ground motion and 
blast) can now be calculated using a modal 
analysis (see Appendix A). A computer pro- 
gram based on the modal analysis equations 
uses the eigenvalues, eigenvectors, modal 
damping, and appropriate forcing functions as 
input. Both the blast and ground motion were 
experimentally measured on site.  The concept 
of modal analysis requires that the damping be 
small so that the eigenvalues and eigenvectors 
that are determined for an undamped system 
are good estimates of the actual eigenvalues 
and eigenvectors. If high damping is encoun- 
tered for any particular mode during the 
analysis, it will result in some error whose 
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Fig. 2 - Mode shapes for block 

magnitude depends on the degree of partici- 
pation of that mode. 

The loadings for a typical case are shown 
in Fig. c. It Is issumed that the loading on the 
top of the block ij equal to the free field and 
can be approximated by a triangular pulse. The 
loading on the vertical buried surfaces is known 
to be equal to some fraction of the free field 
loading.  This value may vary from 1/4 to 1 «- 
pending on the cohesiveneas and moisture con- 
tent of the soil [8 ].  For this case, best results 
were derived using a loading equal to 1/4 of the 
free-field value. The waveform of the free- 
field blast reflecting from the sail has been 
calculated [9j and approximated quite well by a 
single triangular pulse.  The damping for the 
various modes of vibration has been well docu- 
mented [6], and is given by 

Vertical Damping Ratio: 

n   _ 0.425     a   _(1 - v)m 
Z      ^       Z       4pr7 

Sliding Damping Ratio: 

D   = 0.288     .   _    (7-8i/)m 
x      /P^'    X    32(l.I;)pr0

3' 

(3a) 

(3b) 

Rocking Damping Ratio: 

0.15 
'e 

(1+^)^ 
- h 3(i - y)  h 

-T~—5'(30 

where m = mass of foundation, 

v = Poisson's ratio of soil. 

p = density of soil, 

r   = equivalent circular radius of founda- 
0    tion, and 

I„ = moment of inertia of foundation. 

Again, since at the time of the study there was 
no documentation available on the effect of side- 
wall soil on the horizontal and rocking damping, 
it was decided to use the corresponding formulae 
for unburied foundations on an elastic half space. 
This assumption will give conservative results, 
but it is felt to be reasonable since initial peak 
accelerations are generally not sensitive to this 
rigid body damping. 

2.2 Response of Rigid Body to Blast and 
Ground Motion 

Before the block response could be de- 
termined, a realistic estimate of the shear 
modulus, G, had to be made.  Unpublished on- 
site static soil tests by G. Weissmann during 
full-scale TNT tests [5] indicate a value for the 
shear modulus, C, of 4,000 psi, except in the 
horizontal direction where some reduced value 
had to be used. 

SAL 
LCMDMC KORIZOWTAL SURFACE 

tOAOINu 

I20|- 

(A) FREE FIELD «MrEFORM 

(B) HORIZONTAL SURFACE LOA0W6 

© VERTICAL SURFACE LOADING 

@ SAIL LOADING 

ZO      40      SO      80      100      120      140 
TIME AFTER BLAST ARRIVAL (mwc) 

Fig. 3 - Overpressure loading 
of block with sail 
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The acceleration response of three points 
on the block (Fig. 4) were recorded at the test. 
The comparison of these peak responses to those 
calculated by the dynamic response program 
with various values of the horizontal sou shear 
modulus, G', is shown in Table 1. The actual 
accelerometer records for the block with sail 
can be compared directly with the block re- 
sponse as or «•dieted by the dynamic program 
(Fig. 5) for the case of G = 4,000 and G' = 
500 psi. All of the predicted first peaks after 
blast arrival (50 msec) were within 9 percent 
or better of the actual response. However, the 
response prediction before and after the first 
peak did not meet with great success. The ex- 
tremely high frequency response of the block 
immediately after the arrival of the blast is 
attributed to "ringing" of the sail structure 
which was not duplicated by the model. The re- 
sponse predictions for the block without the sail 
were quite good for two of the three points of 
interest. Both vertical peak responses were 
predicted to within 12 percent or better. How- 
ever, the peak horizontal prediction was over- 
estimated by nearly 40 percent. 

This lumped-mass model has also been 
used to predict rotational displacements of the 
concrete blocks [10J. It was not expected that 
this model could accurately predict rotations 
since rotation response is of long duration and 
therefore involves the nonlinear behavior of 
the soil which can not be predicted with the 
simple linear approximations used here. 

TABLE 1 

Acceleration Response 

GZ 

o 
2 

o o 
3 

2 

o 
I 

o 
3 

o 

ACCELEROMETER 
WUMBEW 

I 
Z 
3 

DWtCTIQW 
HORIZCMT«. 
VERTICAL 
VERTICAL 

Case 
Gage 1 

Horizontal 
(g's) 

Gage 2 
Vertical 

(g's) 

Gage 3 
Vertical 

(g's) 

|                     Buried Block With Sail 

1. G = 4,000 
G'» 2,000 

2. G = 4,000 
G'=    500 

3. Actual 
Response 

20.0 

18.7 

17.2 

7.5 

6.4 

6.7 

9.2 

10.0 

10.2 

Buried Block Without Sail 

1. G = 4,000 
G' = 2,000 

2. G = 4,000 
G =    500 

3. Actual    n 
Responseu 

4.8 

3.2 

2.3 

4.8 

5.3 

6.0 

6.2 

5.6 

5.2 

"it tmctt 

- 

- 
^ 6v.     A 1 

II 
^y / C> vinr.cut «OUT 

Jl /UA/ v \y 
I 

u 
I    i 1 i         i 

WfttTrCAL MC« 

Fig. 5 - Measured and predicted response 
of block with sail 

Fig. 4 - Accelerometer locrtions 
on block 

However, a complex soil-foundation model, in- 
cluding nonlinear effects, has been developed 
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by G. Weissmann [11], whose results show that 
the linear model predicts the actual rotations 
reasonably well for this case. Two accelerom- 
eters were used to measure peak block rotations 
of 6.5 and 10 milliradians — the difference in 
values probably caused by instrumentation in- 
accuracy. The lumped-mass model predicted 
a peak rotation of 8.25 milliradians. 

The overall results of this test indicate 
that the actual peak acceleration responses of 
both blocks can be calculated very well using a 
linear dynamic motion program and a value for 
the horizontal shear modulus for the poorly 
compacted backfill of G' - 500 psi — much less 
than the actual measured shear modulus G. 

3. RESPONSE OF AN UNDERGROUND 
BUILDING TO BLAST 

3.1 General 

Section 2 discussed the motion of a rigid 
foundation in a blast and the accompanying 
ground motion environment and recommended 
shear moduli. This information can now be used 
to develop a model of an underground structure 
that includes both rigid-body and flexural modes. 

The modeled structure is an underground 
precast manhole, 26 ft by 13 ft with an 8-foot 
ceiling, as shown in Fig. 6. This particular 
structure was -hosen to develop the model 

because it was instrumented in a full-scale TNT 
blast environment [12]. Thus the monitored ac- 
celerations can be compared with predicted 
values, and the validity of the modeling tech- 
niques can be judged. The techniques employed 
are all Linear and result in a lumped-mass, 
two-dimensional (vertical and horizontal) frame 
model of the actual structure. 

3.2 Stiffness Model 

The manhole is modeled as a two- 
dimensional frame as shown in Fig. 7. Soil- 
spring stiffnesses are determined as in Sec- 
tion 2 where it is shown th?.t the effective hori- 
zontal shear modulus is approximately an order 
of magnitude less than t'ae vertical or measured 
shear modulus. Since the compacting and set- 
tlement time for the block and manhole are 
very similar, the shear moduli to be employed 
are G = 4,000 psi and G' = 500 psi.  The verti- 
cal value was obtained from data taken during 
Operation Snowball (1964) [5J for a location 
very close to the manhole location used in 
Event Dial Pack [12]. 

Because the precast slabs under consid- 
eration act as one-way slabs, the stiffness 
properties of the roof, base slab, and walls are 4 
the actual stiffnesses [13]; i.e., 1^^ = 2770 in. , 

W 5S 2235 in*4' and We = 2175 ln-4'for a 

9-ft width.  The stiffness of the interior sup- 
port, which is piimarily a compression mem- 
ber, results from a framework running down 
the center of the manhole as shown in Fig. 6. 
Also, since the precast slabs are keyed to each 
other, the joints are such that they are not mo- 
ment carrying. These locations are indicated 
by circles in Fig. 7. 

Fig. 6 - Manhole and accelerometer 
locations 

MOOELE0 SECTION 

NON-MOMENT 
CMWYWO J0MT7 

Fig. 7 - Stiffness model of manhole 
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Shear wail resistance is artificially 
achieved by two diagonal members as shown in 
Fig. 7. The members are sized to give the 
same lateral stiffness as that of the building 
acting as a shear beam. 

3.3  Mass Model 

A mass model of the system is necessary 
to determine eigenvalues and eigenvectors. 
Since the useful eigenvalue programs for struc- 
tures are based on a mass model having lumped 
masses, it is necessary to model the continuous 
structure with an equivalent lumped-mass model. 
In some previous investigations, each element 
(such as a beam or slab) was modeled with one 
lumped mass. As mentioned previously [13j, 
this type of assumption (especially for above- 
ground buildings) could lead to accelerations of 
significantly less g's than those predicted by a 
continuous mass model. 

The technique [14J for modeling a contin- 
uous element by a single lumped mass is based 
on equating equivalent and actual kinetic ener- 
gies, while equivalent loadings on these masses 
are determined by equating potential energies. 
This generally gives a good one-mode approxi- 
mation. As an extension of this one-mass (one- 
mode) model, a three-mass model is proposed 
and used here.  The objective of this approach 
is to include several higher modes of the ele- 
ment that could have a significant effect on pre- 
dicted accelerations. The technique for deter- 
mining the mass factors for converting from a 
continuous beam or one-way slab to a three- 
mass beam is presented in Appendix B. To 
verify the improvement over the one-mass as- 
sumption, Appendix C compares the accelera- 
tion responses of a blast-loaded, simply sup- 
ported beam when modeled as a continuous 
beam, a one-mass beam, and a three-mass 
beam. The comparison shows that the addition 
of a second and third mode leads to a closer 
estimate of the acceleration response, as indi- 
cated in Fagel's study [3J. 

If the structure had included plate elements 
instead of beams or one-way slabs, the lumped- 
mass modeling would have been more compli- 
cated since the stiffness, as well as the mass 
and loading, would have had to have been modi- 
fied. Also, many of the complex modes of a 
continuous plate would have been lost in model- 
ing it as a beam. The factors necessary in 
modeling a plate as a lumped mass beam are 
indicated in Appendix O which shows (hat to ob- 
tain a reasonable comparison with continuous 
solutions, the plate must be modeigd as a seven- 
mass beam instead of the ttu oe masses used 
for the one-way slab. 

From P opendix B the three-mass model 
of the simply supported-clamped (SS-C) beam 
shown in Fig. 8 is related to the continuous 
mass beam as follows: 

»act 

\tH\m\XH\JLH\ 

Fig. 8 - Continuous beam modeled 
as a three-mass beam 

M' = 0.232 M act' 
and 

0.25 P act* (*) 

Similarly, for a Simply Supported-Simply Sop- 
ported .'S£-SS) beam the i ?lations are 

M' = 0.247 M act' 
and 

P' «= 0.263 P act* (5) 

These mass factors can now be used to 
develop a mass model of the manhole as indi- 
cated in Fig. 9. As shown, masses M are the 
t) ree-mass equivalents determined by Eqs. (4) 
wi,-?re the actual mass M   . is the slab mass 

if,    M'I     M'I M|      M|      M | 

M? 
"4 MZ 

"Z •«2 

Ma «2 
M's   M',    M'j M"5M'3    M'3   M's 

Fig. 9. - Mass model with soil springs 

only and does not include any additional soil 
mass. This assumption is consistent with 
Fagel's findings [41 which are summarized in 
the introduction of this paper.  The masses ML 
and Ml, are the three-mass equivalents indi- 
cated by Eq. (5). Masses M. and Mg are the 
lumped mass approximations of the interior 
support. 

3.4 Frequencies and Mode Shapes 

Figs. 7 and 9, the stiffness and mass 
models of the manhole, respectively, can now 
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be used (employing the JPL program [7]) to de- 
termine the system's frequencies and mode 
shapes (eigenvalues and eigenvectors). 

Fig. 10a shows the first three modes, 
which are primarily rigid body, and Fig. lUb 
shows the second three modes, which are mainly 
flexural. Higher modes, although included in the 
results, are not shown in these figures. 

3.6 Structural Response 

The blast induced response of the struc- 
ture can now be predicted by employing the 
modal analysis program (see Appendix A for a 
discussion of the program equations). Pre- 
viously determined eigenvalues, eigenvectors, 
modal damping, and blast loading on the struc- 
ture are the necessary input. 

3.5   Modal Damping 

Before the dynamic response of the struc- 
ture can be determined, the proper damping 
must be assigned to each mode.  To facilitate 
this it is necessary to separate the rigid body 
and flexural modes. Rigid body modal damping 
is determined by the techniques discussed in 
Section 2. All flexural modes are assigned a 
damping value of 20 percent of critical.  This is 
considered high for flexural damping of concrete 
structures, however Fagei [4] has indicated that 
the soil does damp the higher modes signifi- 
cantly. Thus the 20 percent value is considered 
reasonable. 

Unfortunately, the manhole was located 
at an anomalous overpressure location, since 
the two surface pressure gages on the same 
radius from ground zero and at about 5 ft from 
each wall of the structure indicated different 
free-field overpressures.  These overpressures 
are shown in Fig. 11.  Thus it was necessary to 
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Fig. 10 - Mode shapes for manhole 
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Fig. 11 - Overpressuro loading 
for manhole 

use two loading configurations in an attempt to 
get predictions that at least bound the meas- 
ured values.  The average free-field overpres- 
sure used to generate the loadings employed in 
the modal analysis program were determined 
by standard techniques [91 and are designated 
overpressures 1 and 2 in Fig. 11. 

Loads on roof elements were determined 
from the full, average free-field overpressure 
by employing the load factor given in Eq. (4). 
The horizontal loadings on the wall elements 
were determined from an overpressure load- 
ing which is 1/4 of the average free-field over- 
pressure and the load factors of Eq. (5).  This 
1/4 loading is consistent with the generally 
lower shear modulus on the side walls as in- 
dicated in Section 2 and the standard proced- 
ures of blast loadings on below-ground 
structures [8j. 
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Three manhole acceleration histories were 
recorded in Event Dial Pack [121, specifically, 
the vertical response of the roof and the vertical 
and horizontal responses of a point on the man- 
hole wall. The locations and directions of these 
three accelerometers are shown in Fig. 6. 

Fig. 12 compares the measured manhole 
accelerations with the predicted responses re- 
sulting from overpressures 1 and 2. The peak 
accelerations for these cases are listed in 
Table 2. 

Fig. 12 - Me isured and predicted response 
of manhole 

TABLE 2 

Peak Accelerations 

Roof 
Vertical 

Wall 
Horizontal 

Wall 
Vertical 

Meass "ed 16.0 5.4 9.0 

Predicted 

Ovepressure 1 14.0 3.5 4.5 

Overpressure 2 22.5 4.7 6.5 

As can be seen, the predicted peak-vertical 
roof acceleration for the two overpressure load- 
ings bound the measured peak acceleration. 
Also, the measured time response is very simi- 
lar to the predicted roof response (see Fig. 12a). 
The peak horizontal acceleration is underesti- 
mated by 13 percent using overpressure 2 and 
by 35 percent using overpressure 1. This indi- 
cates that the assumption of a horizontal load 
equal to 1/4 of the vertical load is slightly un- 
conservative for the soil conditions existing at 

the manhole. Also, Fig. 12b shows that the pre- 
dicted and measured horizontal-acceleration-vs- 
time responses of the wall compare favorably 
for the first 30 msec, which is the important 
part of the response. Fig. 12 c shows that pre- 
dictions of the peak vertical-wall acceleration 
resulting from overpressure 1 is well below the 
measured value, while the peak value predicted 
^rom overpressure 2 Is somewhat closer to the 
measured value. This may be duo to a super- 
imposed ground motion not considered in these 
calculations or to the technique of modeling a 
continuous element with a lumped-mass ele- 
ment. In the nodeling indicated in Appendix B, 
it was not possible to preserve vertical reac- 
tions; and since the reactions of the roof ele- 
ments are the vertical loadings on the wall ele- 
ments, inaccuracies are inherent. Also, cal- 
culations have indicated that the reactions re- 
sulting on equivalent lumped-mass elements 
are always lower than the true reactions. This 
seems to be consistent with the results just 
discussed. 

4. SUMMARY 

The main points discovered or verified by 
this study may be summarized as follows: 

1. The equivalent mass of the soil is a quan- 
tity postulated by past models that had to 
to be added to the mass of the structure. 
This quantity was not used and apparently 
not needed in predicting the response c" 
small shallow burieti structures. 

2. At the time of this work, there was no 
known method for determining the amaant 
of horizontal soil stiffness of a buried 
structure. This value has been estimated in 
this paper through the use of a formula for 
soil stiffness in the vertical direction with 
an effective shear modulus, G', which is 
less than the actual shear modulus, G. The 
specific value of G' does not have a large 
effect on the flexural response and the fol- 
lowing guideline is considered reasonable: 

G'/G 

1/8 
1/2 

Site Condition 

New site 
Old site with well settled backfill 

Since the completion of this study, M. 
Novak [15] has published a paper on em- 
bedded foundations which presents rela- 
tionships that are probably more accurate 
than the procedure given here for rigid 
body stiffness and damping in the hori- 
zontal direction. 

Past estimates of the horizontal blast 
loading on a shaUcw buried building range 
from 1/4 to 1 times the vertical free- 
field loading. Results of the present 
analysis show the factor of 1/4 to be 
slightly unconservative for this particu- 
lar soil and weapon yield condition. It is 
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recommended that a factor of 1/2 to 1 be 
used for conservative predictions of build- 
ing response to large-yield nuclear blast 
environments. 

4. Because of the high soil damping and its 
effect on the higher modes, the one-mode 
(one-mass) approximation, although not 
documented in this study, and the three- 
mode (three-mass) approximation of the 
building response prove to be almost in- 
distinguishable — each gives peak re- 
sponses to within accuracies recorded in 
Section 3.6. Thus it is recommended 
that belowground structural elements need 
only be modeled as one-mass beams. 

5. To obtain accurate results, building ele- 
ments with only structural damping (5 per- 
cent to 10 percent) present (aboveground 
buildings sind interior elements of below- 
ground buildings) require a higher number 

of lumped masses than those with high soil 
dampii«. Table 3 indicates the accuracy 
of lumped-mass systems with no damping 
as compared with continuous systems. 
Thus to predict responses within 20 per- 
cent accuracy, beams and one-way slabs 
require a three-mass model, while plates 
ana two-way slabs require a seven-mass 
model. 

6. In the element modeling technique de- 
scribed, continuous slabs and plates are 
converted to lumped-mass beams. Com- 
parison of predicted and measured ac- 
celerations seems to indicate that the 
modeling technique is satisfactory fcr 
predicting vertical response of roof ele- 
ments and horizontal responre of wall 
elements, but is lacking in that element 
reactions are not preserved. These re- 
actions are underestimated when employ- 
ing the techniques described here. 

TABLE 3 

Accuracy of Lumped-Mass Systems 

Number of Masses 
In Beam Model 

Peak Lumped Mass Response 
Peak Continuous Response 

Beams or One- 
way Slabs 

1 
3 

0.69 
0.81 

Plates or Two 
Way Slabs 

1 
3 
7 

0.43 
0.47 
0.80 

APPENDIX A 

MODAL ANALYSIS PROGRAM 

The modal analysis technique is based on 
decoupling the following equations of motion: 

[m]|ü{ + [c]M+[k]ju} 

= {F(t)}-[m]|S{ = {Q(t)|, (Al) 

where    [m] = square mass matrix, 

[c J = square damping coefficient matrix, 

[k j = square stiffness matrix, 

JF (t) f = forces applied to each mass, 

I s i = column matrix of irput accelera- 
tions, and 

{u { = column matrix of relative 
displacements. 

The transformation which achieves this 
decoupling is 

{uhfo.JU}, (A2) 

where [<p] = square matrix of eigei^'eccors 
(mode shapes), 

{|( = column matrix c? generalized 
coordinates, 

and the decoupled equations are 

[i]+2[^]D{|| + [ÄJD|4} 

^MG]ö1i0]T|Q(t)(, (A3) 

where     [^Jn = diagonal matrix of modal 
damping, 

[ X Lj = diagonal matrix of eigenvalues 
(frequencies), and 
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["„]. diagonal matrix of generalized 
masses. 

This is a system of n uncoupled equations. 
The solution of each equation iliat describes a 
structure with excitation Q(t; is obtained by 
choosing a small integration interval At and 
representing the input Q\t) by a linear function 
in this interval. Analytic solvtio«ä exist for 
these second-order Uneit? differential equations 
with linear forcing functions. Thus each un- 
coupled equation can be solved by using the 
responses at the end of the previous interval 

as the initial conditions for the subsequent 
interval. 

The total solution for each u, u, and u 
is obtained by transforming lack from | to u 
through Eqs. (A2).   A computer program was 
developed to accept the frequencies and mode 
shapes as wt-ll as modal damping, lumped 
masses, and digitizei input, and to employ 
the modal analysis techniowo, .»s described 
above, to determine the response of each 
mass point in the system.   Time-history 
plots of displacement and acceleration are 
routinely generated. 

APPENDIX B 
EQUIVALENT THREE-MASS MODEL OF A CONTINUOUS BEAM 

The blast response of the midpoint of a 
continuous beam can be equated to that of a 
three-lumped-mass model ii the correct load 
and mass conversion factors can be determined. 
The easiest way to accomplish this is to first 
equate both the continuous and three-lumped- 
mass beam to a one-lumped-mass model. The 
conversion between a continuous beam and a 
cne-lumped-mass beam is known [14J to be 

M = 0.45 M. act' 
and 

P = 0.58 P act' (Bl) 

where P   t and M   t are the continuous (or 
actual) load and mass, and P ana AI are the 
equivalent load and mass for a single lumped 
mass as shown in Fig. Bl. 

V   = velocity of n    mass. 

It is assumed that the velocity distribution 
is in the same form as the static deflection 
curve for the same beam, so 

v'4V=[r3(r)3*2©1'    <B31 

where V  is velocity of center of beam. Equa- 
ting the kinetic energies results in 

M = 1.935M'. (B4) 

This mass must equal the one-lumped-mass 
equivalent of the continuous beam. Thus 

M = 1.935M' = 0.45 M, act' (B5) 

or 

Ä^asdßsl 

p..58Pocf 

-1/2 J/2 

Fig. Bl - One-mass model 
of continuous beam 

It remains therefore, to find the correct 
conversion between the three- and the one- 
lumped-mass models indicated in Fig. B2.  To 
determine the mass factor, KM, the kinetic 
energies of the two beams must be equaled, i.e., 

2^    "   n    2 
M V2. (B2) 

M' = 0.232 M act (B6) 

The load factor, K,, is determined by equating 
the strain energies of the beams, i.e.. 

3 

n=l 

Vn = lpy, 

th 

(B7) 

where P   = load on n    mass and 

y_ = deflection of n    mass 

1 'A 'v\ 

P' 

I.,' M1J M M     R » MM 

J/4 J/4 

M«KmM' 

7/2 

P«KLP' 

-e/2 

whc.c M_ n n    mass, and Fig. B2 - One-mass model 
of three-mass beam 
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The deflection curve for this beam is 

*'[r3(f)S'2(f)4]'  m 

where yc is center deflection. 

This reduces to 

P = 2.'':P,. (B9) 

This locd must equal the load of the one-lumped- 
mass equivalent of the continuous bfeam. Thus 

P = 2.32 P' = 0.58 Pcct, (BIO) 

or 

P' = 0.25 P act' (BU) 

It should be emphasized that this three- 
lumped-mass model is based solely on a first- 
mode static deflection shape [Eqs. (B3) and 
(84)], and it remains to be shown whether this 
leads to an accurate prediction of the exact 
second and third frequencies. This question 
is discussed in Appendix C. 

APPENDIX C 

COMPARISON OF BLAST RESPONSE OF3-MASS BEAM 
TO CONTINUOUS SOLUTION 

The improvement in predicted blast in- 
duced accelerations of the three-mass model 
over the one-mass model for beams or one- 
way slabs can be indicated by direct compari- 
son with a continuous solution. Consider a sim- 
ply supported beam with the triangular blast 
loading as indicated in Fig. Cl. 

, '■ i '• i 

Fig. C2 - Beam modeling 

Fig. Cl - Beam loading 

The exact solution to this problem, in- 
cluding all higher modes, for the location x = 
1/2 is known [16 J to be 

2   /     IM „TTT 
n"~Xj*>jOj»»« 

- cos (a) t — sin to 11 sin ^jL n r Vd   n   2 

(CD 
where 

,,   _n27r2    III 
n    ~ lfm (C2) 

The technique discussed in Appendix B 
can now be used to develop an equivalent 
three-mass model of the continuous beam. 
This is shown in Fig. C2 with the equivalent 
one-mass model. 

For the specific case when E = 4 x 10  psi, 
I = 2235 in.4, l=ljin.,m = 0.2065 (lb sec2)/ 
(in.2), p0 = 2880 lb/in., and td = 0.120 sec, which 
is similar to the slabs in the precast manhole 
with a corresponding loading, the following char- 
acteristic frequencies result: 

TABLE Cl 

Frequency Comparison 

Mode Continuous 
Solution (Hz) 

3-mass 
Model (Hz) [7J 

One-mass 
Model (Hz) 

1 58.0 58.4 58.4 

2 232.0 231.9 - 

3 522.0 492.5 - 

4 930.0 - - 

5 1450.0 - - 
• - - 

As seen in Table Cl, the one-mass modal 
matches the first frequency accurately. How- 
ever, the three-mass model yields three modes, 
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with the first and second frequencies comparing 
very closely with the continuous solution while 
the third mode is only 5 or 6 perce"* below the 
continuous frequency. Thus the L.iee-mass 
model does include accurate second and third 
frequencies and should yield a better accelera- 
tion prediction in a blast environment than the 
one-mass model. 

Fie- C3 shows the zero damping accelera- 
tion tir.ie response beam center as determined 
from (1) the continuous solution, £q. (CD, (2) 
the three-mass model employing a modal analy- 
sis, and (3) the one-mass solution [17J. The 
one-mass solution is of course a single- 
frequency response and shows a peak accelera- 
tion of 47 g's; the three-mass model responds 
in two frequencies (the first and third) and its 
peak acceleration is 55 g's. These compare to 
the continuous solution peak of 68 g's. Thus, 

Fig. C3 - Beam modeling 
comparisons 

for the zero damping case, the one-mass mode1 

gives a peak acceleration 31 percent below the 
continuous solution and the three-mass model 
gives a peak acceleration 19 percent below the 
continuous solution — a significant improve- 
ment. These percentage differences would of 
course be reduced significantly when damping 
is included. 

APPENDIX D 

MODELING A CONTINUOUS PLATE AS A LUMPED-MASS BEAM 

The modeling of the response of the cen- 
ter of a continuous plate by a lumped-mass beam 
can be achieved by employing the same tech- 
niques as employed for the modeling of a con- 
tinuous beam by a lumped-mass beam aa shown 
in Appendices B and C. 

Consider the uniformly loaded, simply 
supported square plate shown in Fig. Dl and the 
equivalent three-mass beam whose center re- 
sponse will hopefully model the center response 
of the continuous plate. As before, the equiva- 
lence between the three-mass and one-mass 
modela is first established. Then, because the 
equivalence between the simply supported plate 
and the one-mass model is known [13], it is 

and 

SIIIW.E SUFFOMT« 

r 
I 
0 

1J OTAL  LOAD  %, 

w&mmimmm # 

WEIGHT. Mod 

ITIFENCIS   .EH    UNIT  «SDTH' E,I, 

Fig. Dl - Three-mass beam model 
of plate 

possible to find the three-mass beam which is 
the equivalent of the continuous plate. This re- 
sults in the following relationships: 

IbEb=2.31EsI8. (Dl) 

Note that in this modeling the stiffness of the 
three-mass beam must also be changed to 
achieve equivalence, whereas this was not neces- 
sary in modeling either the continuous beam or 
the one-way slab as lumped-mass beams. The 
uncertainties involved in this modeling are 
greater than those in the modeling indicated in 
Appendices B and C since many of the complex 
plate modes are lost in modeling it as a lumped- 
mass beam. Also, the equivalence is once again 
based on a first-mode deflection shape. Thus a 
comparison with the continuous sclution is nec- 
essary to corroborate the validity and possible 
advantages of this modeling. 

The zero-damping acceleration response 
y the center point of the continuous plate from 
a step load is given by [3] 

y(t)=-.0_4 

sin(i7r)/2 sin(^)/2cos 

i j 1J 

(D2) 
where P is overpressure in psi, M . is total 

weight, and 

M' = 0.152 M 

P'=0.185 P„„,, 
act' 

act' (Dl) 

where 
D Eh0 

12(l lA) 

122 

B' vaAiiLJ^^^Av^^^jZ^ s.1ik'iM*U. ^^ia^if'iirr'-&HjlHiLftlfcfti^.^ 
jaBiafiitfgMaMÜ ma 

g^^iM.iL.*^ -.:,^^ .v«.;- -i.ir.y^iavifcati 



Consider the specific case of M   . 
200,000 lb, a = 222 in., Eg = 4 x 106 psi, Ig 

180 in.4/in., P0 = 50 psi, p = 150 lb/ft3, and 
v * 1/3. A plot of the response for this case, 
including the first nine modes (which Fagel [3J 
indicates is a good approximation of the exact 
response) is shown in Fig. D2. Also shown are 
the response of the center point of the equiva- 
lent three-mass beam obtained from employing 
the JPL program [71 to obtain eigenvalues and 
eigenvectors, a modal analysis (Appendix A). 
and the response of the one-mass model [19]. 

and 

Fig. D2 - One- and three-mass beams vs 
continuous plate 

The peak acceleration obtained from the 
continuous plate solution is 41 g's. This com- 
pares with 18 g's for the one-mass beam and 
20 g's for the three-mass beam. Thus, it is 
obvious that the three-mass model, which in- 
cludes three frequencies, is only slightly better 
than the one-mass model and about a factor of 
two less than the response of the continuous 
plate. 

To obtain a better estimate of the acceler- 
ation response of the plate, it is necessary to 
develop a model that includes more than three 
frequencies. A seven-mass model would yield 
seven modes and would almost certainly give 
more accurate results.  This model is shown 
in Fig. D3. Employing previous techniques re- 
sults in the following equivalent mass, load, and 
stiffness for the seven-mass beam: 

M'= 0.077 Mact, 
P'= 0.1265 Pact> 

2.31 a El . s s (D4) 

'^QQumm^r 

Fig. D3 - Seven-nass beam model 
of plate 

The response of this seven-mass beam is 
shown in Fig. D4 and is compared with the con- 
tinuous-plate solution. The peak acceleration 
for the seven-mass model is 35 g's, which is a 
good estimate of the 41-g continuous-plate psak 
acceleration and is far better than the three- 
mass peak of only 20 g's. Thus it is clear that 

Fig. 04 - Seven-mass beam vs 
continuous plate 

when modeling a continuous plate element with 
a lumped-mass beam, seven masses are neces- 
sary to obtain reasonable estimates of the peak 
accelerations. It should also be noted that these 
are all zero damping results, and «lien some 
amount of damping is included, the differences 
between the one-, three- and seven-mass peak 
accelerations and the continuous-plate acceler- 
ations are smaller. 
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DISCUSSION 

Mr. Garcia (General Electric Co.):  Did you 
have to modify the soil interaction damping 
used in your computations to get your results 
ti> agree as well as they did? 

Mr. Li3<i-.  No, we used the exact equationa 
for damping ot footings on soil.  The only 
thing that was in question was the structural 
damping in contact with soil, which we increased 
to 207. rather than the normal 5 to 107., and 
that parameter didn't seem to make too much 
difference especially In our initial peaks. 

Mr. Garcia: Were the soil damping equations 
that you used developed by Richard and Whitman? 

Mr. Liss:  Yes, they are the ones for certain 
aspects of it; there are other equations that 
take into account the buried foundation and 
the side wall interactions with the soil. 
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DEVELOPMENT AND CORRELATION: VIKING ORBITER 

ANALYTICAL DYNAMIC MODEL WITH MODAL TEST* 

B. K. Wada, J. A. Garba, and J. C. Chen 
Jet Profusion Laboratory 

Pasadena, California 

The Jet Propulsion Laboratory Is responsible for the Viking Orblter 
System, which Is part of the overall Viking Project managed by the 
Viking Project Office at Langley Research Center for NASA. 

The development of a mathematical dynamic model and its verification 
by a modal test is a significant milestone for many Projects including 
Viking Orbiter (VO).  Difficulties encountered include performing a 
modal test, establishing a criteria for correlation of analysis with test, 
and modifying a large finite element mathematical model to match test 
data if required. Often the modal test is performed near the end of the 
Project development schedule; consequently, the time alloted to obtain 
a verified mathematical model is minimal. 

The paper describes the VO experience in the achievement of a good 
mathematical model. Success can be attributed to the coordination of 
analysis and tests using substructure modal coupling techniques.  The 
experience would benefit the overall planning of any project, such as 
Shuttle, especially if substructure modal coupling techniques are 
contemplated. 

INTRODUCTION 

The Jet Propulsion Laboratory (JPL) is 
responsible for the Viking Orblter System, 
which is part of the overall Viking Project 
managed by the Viking Project Office at 
Langley Research Center (LRC) for NASA.  The 
Spacecraft will be launched on a Titan IRE/ 
Centaur Launch Vehicle in August 1975. 

The total launch vehicle system consists 
of numerous subsystems that are developed by 
various aerospace organizations.  The creation 
of a launch vehicle system model requires the 
transfer of each organization's mathematical 
models. One organization eventually creates 
the total model required for analyses.  Thj 
complexity and size of the problem required 
the use of substructure modal coupling concepts. 

To minim, ze schedule and cost, the goal was to 
limit the responsibilities of each organization 
to their own mathematical models and verifi- 
cation test program. A strong emphasis on 
technical accuracy existed. 

The developmjnt of a test-verified mathe- 
matical dynamic model is a significant mile- 
stone for many projects including Viking 
Orblter (VO). Difficulties encountered Include 
performing a modal test, establishing a crite- 
rion for correlation of analyses with the test, 
and modifying a large finite element mathemat- 
ical model to match test data if required. 
Since the modal test was performed near the 
end of the Project development schedule, the 
time available to obtain a test-verified mathe- 
matical dynamic modal was minimal.  This 
paper describes the VO plans and experience to 

♦This paper presents the results of one phase of spacecraft development carried out at the 
Jet Propulsion Laboratory, California Institute of Technology, under Contract No. NAS 7-100, 
sponsored by the National Aeronautics and Space Administration. 
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obtain a good model.   Emphasis was placed on 
the early development of good mathematical 
models,, performance of the modal test, and 
methods to correlate the analysis with test 
data. 

correlation of modal test results with analysis 
occurred between July 1, 1973 and July 30, 
1973.  The final mathematical model was 
completed on schedule by July 30, 1973. 

A valid irathcmatical model for VO was 
required because the design and flight loads 
for the primary structure were established by 
load analysis.  Load analysis is a procedure 
for obtaining VO member forces from the 
dynamic response of a complex finite element 
model of the complete Launch Vehicle System 
(including the VO) subjected to launch vehicle 
engine transients.  Load analysis requires sub- 
structure modal coupling (Ref. 1) of the various 
structural subsystems of the Launch Vehicle 
System to allow a solution within present com- 
puter capabilities. In addition to the usual 
objectives of modal tests, determination of 
individual member forces is emphasized 
throughout the program. 

A good mathematical model was generated 
by establishing an overall plan integrating sub- 
system analysis and test with the substructure 
modal coupling approach. Thus the model was 
continually updated during the program. 

Emphasis was also placed on the modal 
test and the establishment of a measure of 
correlation of the analysis with the test.  The 
measure of correlation is required to establish 
a factor directly related to the confidence 
placed in the member forces resulting from 
load analysis. 

This paper describes three general activi- 
ties that resulted in the VO analytical dynamic 
model, and that were updated and verified by 
test data during the Project. 

(1) The generation of the overall plan for 
load analysis, an analytical dynamic 
model, and development tests. 

(2) The performance of VO subsystem 
static and modal tests. 

(3) The correlation of the VO System 
modal analysis and test. 

The details of the modal test are not 
included (Ref. 2).  However, actual results are 
used to show the degree of success attained on 
a large complex structure.  The substructure, 
tests, and update of substructure mathematical 
models occurred between July 1, 1972 and 
May 15, 1973, and the VO System modal test 
between June 1, 1973 and July 30, 1973.  The 

DESCWPnON OF HARDWARE 

Figure 1 identifies parts of the Viking 
spacecraft (V-S/C), Viking transition adapter 
(VTA), and Centaur truss adapter (CTA) per- 
tinent to this discussion. 

HIGH-CAIN 
ANUNNA 

v- 
I— 4 SOLA«    / * 

PANUS 

tMiv 
VIA I 

ICO/CAI   —' 

12. 

J'"-tWM'..twy': " .;y>: 
/ V r^CTAfOD/O'l 

Fig. 1 - Viking spacecraft 

The Viking Orbiter System was compli- 
cated because it is situated between the Viking 
lander capsule (VLC) on top and the Centaur 
adapter (VTA/CTA) on the bottom.  The VLC 
and the VTA/CTA are the responsibility of 
Martin Marietta Aerospace (MMA) and General 
Dynarnics/Convair Astronautics (GD/CA) 
respectively. 

The weight of the hardware is summarized 
in Table 1. 

Figure 2 is a description of the VO/VTA/ 
CTA configuration for the modal test per- 
formed at JPL. 

Figure 3 is a photograph of the test of the 
orbiter development test model (ODTM).  The 
rationale of the configuration will be discussed. 
The major differences between the test and 
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TABLE 1 
Approximate Weights* 

Hardware Weight 
(lb) 

Responsible 
Organization 

VLC 2567 MMA 

VOS JPL 

Bus and adapters 1109 

High-gain antenna with support 47 

Scan platform with support 201 

Four solar panels 244 

Cable trough 49 

Propulsion module hardware 512 

Propellants*t 3138 

VTA t GD/CA 

CTA t GD/CA 

Total weight 7867 LRC 

♦The weights are the values used for analy 
tSee Table 2. 
^Included in the Centaur Model. 

sis on 7/1A3. 

TABLE 2 
Approximate Propellant Weight and Ullage Summary 

Configuration 

Oxidizer Fuel 

Fluid 
Rigid 

Weight 
(lb) 

Slosh 
Weight 

(lb) 

Ullage Fluid 
Rigid 

Weight 
(lb) 

Slosh 
Weight 

(lb) 

Ullage 
(%) 

Viking Mission Al 

Viking Mission A2 

Viking Mission B 

Modal test 

N204 

N204 

N204 

Freon- 
TF 

1379 

1318 

1470 

1735 

431 

428 

415 

371 

20.9 

23.7 

17.62 

17.62 

MMH* 

MMH 

MMH 

Alcohol 

968 

911 

1049 

902 

235 

249 

204 

227 

13.3 

16.36 

9.68 

9.68 

♦Monomethyl hydrazine. 
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NUMKIS IN PAItENTHESfS AKE NODt NUMKKJ 

(101l VIC 

Fig. 2 - Test configuration and 
node identification 

flight configurations are that the test configura- 
tion has: 

(1) Rigid VLC with inertia property 
simulation. 

(2) No solar panels and solar panel 
dampers. 

(3) No high gain antenna. 

(4) Propulsion propcllant mass loading as 
shown in Table 2. 

(5) Mass and stiffness to represent 
dynamic characteristics up to 60 Hz. 

(6) No slippage of the scan platform joint 
along the serrations. 

The propellant loading for different con- 
figurations is summarized in Table 2.  The 
Information will be of value for future 
discussion. 

GENERAL APPROACH 

The analysis plan and modal test approach 
were closely integrated with VO Project plans 

and requirements (Ref. 3). Our belief is that 
a successful development of a mathematical 
model correlated by test is directly related to 
the overall analysis, hardware, and test plan. 

A.  Load Analysis and Its Impact 

The design and flight loads for the pri- 
mary structural members were established by 
load analysis. The load analysis is a dynamic 
analysis procedure to obtain VO member 
forces. The complete Launch Vehicle System 
including the VO is subjected to launch vehicle 
engine transients measured from past flights. 

The use of load analysis for design and 
flight loads necessitated a continual reitera- 
tion of the VO mathematical model to update 
the design loads as the design evolved.  A VO 
model of the final configuration verified by a 

Ali 
.  m§ 

Fig. 3 - ODTM modal test 
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system test was required. The flight loads 
were used to establish forces for which the 
structure was qualified. 

The establishment of flight loads and the 
structural qualification test program were near 
the end of the development schedule. Since the 
modal test was also near the end of the develop- 
ment schedule, confidence had to exist in the 
mathematical model when the modal test was 
performed. 

Correlation of the modal test results to 
analysis was necessary to help establish a 
measure of uncertainty, which was required to 
establish the accuracy of flight loads. The 
measure of uncertainty is defined as the load 
analysis factor (LAF). The flight loads are the 
calculated loads times the LAF. 

B. Member Loads 

The significant parameter in load analysis 
is the member forces. The goal was to obtain 
accurate dynamic member forces, not accelera- 
tions.  The modal test included the measure- 
ment of modal force coefficients. 

C. Substructure Modal Coupling 

The modal coupling of the VO with the VLC 
and VTA/CTA required consideration of: 

(1) Accurate selection of displacement 
functions. 

(2) Simplification of interfaces between 
organizations. 

(3) Provision for each organization to 
perform analyses and tests independent 
of the others. 

(4) Ability to verify the model by modal 
test. 

(5) Availability of test hardware. 

The structure below the CTA was modeled 
as a planar structure (plane before deformation 
remains a plane after deformation) and the 
structure above the VTA was a three- 
dimensional model.  The requirement to 
modally couple the V-S/C to the Centaur 
resulted in the decision to include the VTA/ 
CTA with the VO. Otherwise, the number of 
compatibility relationships would have increased 
along with the possibility of erroneous data 
caused by round-off errors.  Consequently, the 
CTA/VTA was included as a part of the VO 

modal test. Another goal was to simulate the 
interfaces since truss joints were of concern. 

The substructure modal coupling analysis 
techniques were also used on VO to: 

(1) Provide a cost effective solution. 

(2) Allow use of substructure test data as 
available. 

(3) Decrease the effort to update the 
mathematical model based on the test 
data. 

(4) Increase confidence in the final model. 

A substructure was defined as being com- 
patible with: 

(1) Deliverable hardware used to obtain 
test data incorporable into the models. 

(2) Ease of interface definition and 
analysis. 

(3) Area of engineering responsibility. 

Substructure tests were used to verify and 
adjust the mathematical models.  Errors were 
minimized since the responsible engineer of a 
substructure used engineering judgement to 
verify his mathematical model. 

D.  Rigid VLC 

Various methods of modal coupling of the 
VO to the VLC were possible. The inclusion 
of the rigid VLC is mathematically equ valent 
to mass loading (Ref. 4) the VO interface with 
the VLC. The disadvantage of including VLC 
data into the VO analysis and test were offset 
by: 

(1) The capability to modify the rigid VLC 
inertia properties after the VO model 
was delivered to MMA. 

(2) The similarity of the VO displacement 
functions to V-S/C functions, thus 
fewer modes were required. 

(3) The capability to use the resulting 
representative configuration for the 
sine vibration tests. 

ANALYSIS 

The equations are developed to briefly 
illustrate the methodology in the creation of the 
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VO mathematical model. Also they are used as 
a basis to definitize the objectives of the tests 
and to define the data used to correlate the 
analyses with test data. 

A. Substructures 

The two general equations ior the sub- 
structure are: 

N 

"n^o 
k    k K0IK0O 

fü. 

Ik 
for[k])u( =|f| 

(1) 

[m]{üf+[c]|ü} + [k]{u| = |0|       (2) 

»!   ^ [Sj|u| (3) 

where 

[k] = stiffness matrix 

£c] = damping matrix 

[m] = muss matrix 

^fj = force matrix 

|Pt =  member forces 

[Sj = force coefficient matrix 

juj = displacement 

I =  subscript representing interface 
degree of freedom 

O =  subscript representing degree of 
freedom other than the interface 

Equation (2) can be derived from the Lagrangian 
equation: 

/5L\   3L + j|D 

\8V  8UJ    8{,j 

d /5L\   3L      dD       „ 
dtf—r3r+ — =   Fj (4) 

where 

L =  T- U 

N 

N 

(5) 

F.  = force 
J 

N = number of finite 
elements 

Jul.,{uL[m],[k]   = parameters 
'lit      associated with the 

jth finite element. 

Other parameters for correlation of the 
analysis and test data are the kinetic energy T 
and the potential energy U.  The dissipation 
function O cannot be used for correlation 
since the test data are used in the analysis. 
Equation (1) can be written as: 

M-M'I(['o]-WM),6) 

and Eq. (2) as: 

[mjjü}+ jVJju( = |0| (7) 

whore experimental modal damping values are 
used.  The [c] is assumed to be of a form 
where the transformation formed by the eigen- 
vectors of Eq. (7) uncouples Eq. (2). 

B. Displacement Functions of Substructures 

Often the dvnamic characteristics of sub- 
structures are represented by a finite number 
of displacement functions to reduce the number 
of independent variables.  The various forms of 
identification of displacement functions will be 
discussed. 

C. Rigid Body Modes 

Rigid body modes represent the motions 
f^Rjof the substructure when a degree-ol- 
reedom [ujjis displaced an arbitrary value 

without force.  The [>R] is a solution to 
Eq. (6), where [fo] = 0, [ui] is a unit matrix 
in the degrees of freedom associated with the 
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rigid body modes.  The displacements of the 
substructure due to rigid body modes are 

{
U
RK*R]M W 

Attachment modes are displacements 
I/^A] 

of th3 substructure corresponding to con- 
centrated loads [ fA ] on the substructure.  Dis- 
placement [ixj aj"e the solution to Eq. (6), 
where  fo] = [t\] and rui4 = 0.  The displace- 
ments due to attachment modes are 

The number of rigid body motions may ran^e 
from 1 to oo.  Rigid body motions in excess of 
6 are related to linkages within the substruc- 
ture. 

If the displacement at the substructure 
interface gridpoints can be represented by a 
linear combination of rigid body modes, the 
interface is defined as statically determinant. 

D. Constraint Modes (Ref. 1) 

Constraint modes represent the motions 
["PQ] of the substructure when the displacement 
of an interface degree of freedom (DOF) 
requires force as the other interface degrees 
of freedom are restrained. Constraint modes 
are used to define displacement functions cor- 
responding to interface distortions.  The con- 
straint modes [^c ] ar*> the solution to Eq. (6), 
where [fQ- = 0, [uj] is a unit matrix in the 
degrees of freedom associated with constraint 
modes.  A force matrix [f^] associated with 
constraint modes exists.  Note that a distinction 
between rigid body modes and constraint modes 
is not required.  The displacements of the sub- 
structure due to constraint modes are 

{"A) •KM     «o> 

i"c(-[*c]k! '9> 

A disadvantage of attachment modes is 
nonorthogonality to the normal modes or to 
each other.  Thus, unless extreme care As 
exercised, attachment modes that are nearly 
linear combinations of normal modes or other 
attachment modes may inadvertently be 
selected. If the system equations comprising 
substructure modes are not independent, the 
equations cannot be solved. 

F,  Normal Modes 

The normal modes of the substructure are 
evaluated from Eq. (7). The displacements due 
to normal modes are 

K!=WW        (11) 

G.  Total Displacement Function 

The displacement of the substructure can 
be any combination of displacement functions 
selected above. 

They are defined only if the interfaces are 
statically indeterminant.  (Interface cannot be 
defined as a linear combination of rigid body 
modes.) 

Features of constraint modes include 
orthogonal to normal modes evaluated with all 
interface degrees of freedom constrained. 

E.  Attachment Modes (Ref. 5) 

The number of displacement functions 
necessary to represent the dynamic character- 
istics of the system may be minimized by the 
selection of substructure modes that closely 
represent system modes. In a combined struc- 
tural system, a gridpoint of a substructure at 
which another substructure is attached is sub- 
jected to concentrated attachment forces.  These 
forces result in a displacement function that 
may have to be represented by many normal 
modes. 

("(= NWWKC =ww 
(12) 

H.  Generalized Coordinates 

ISubstitution of Eq. (12) into Eq. (7) and 
premvltiplication by [0]T result in 

MT[m][0]rq|+[^]T[k]MU( = JO! 

or 

[mJlq-KjVJIqjHOf 

[S][>]|q| HP} 
(13) 
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Damping corresponding to the displacement 
functions is introduced into Eq. (2) if desired. 

I. Mixed Coordinates 

Equation (14) represents the equation of 
motion of any substructure in terms of its 
generalized coordinates. The VO analysis 
approach uses hybrid coordinates where the 
real displacements of the bus are retained and 
the generalized coordinates of the substructure 
attached to the bus are used. 

Mixed coordinates were used because of 
the order of the system equations of motion. 
Originally generalized coordinates for all sub- 
systems were retained as described in Ref. 6. 
This approach resulted in numerical difficulties 
due to limitations of single precision arithmetic 
in the Structural Analysis zjd Matrix Interpre- 
tive System (SAMS) on the Univac 1108 com- 
puter. The use of real coordinates for all 
subsystems was rejected becauso of size limi- 
tations in the eigenvalue routine.  The symbols 
used are shown below. 

The terms are defined.  Subscripts differ- 
entiating substructures are introduced at this 
time. 

f h 
{q|.  =  generalized coordinates of i 

1      substructure 

juL  =  real displacement of the VO bus 

juL.  =  subset of {u}n defining compati- 
1      bility of the i"» substructure to 

the bus.  Often the displacements 
are in local coordinates. 

The Eq. (14) for tht \    substructure with 
the interface degrees of freedom Is 

(15) 

Two classes of interfaces are distinguished. 
Statically determinant and statically indeter- 
minant interfaces result in different forms of 
the coefficient matrices [mq]j, [cq\, and 
fkq]!' 

A statically determinant interface exists 
when the interface coordinates {U(BI represent 
linear combLiation of rigid body displacements. 
Although it can be greater than six, six is the 
maximum number for VO. The matrices are 
of the form 

RR     RE 
mqi    mqi 

ER „EE 
Lmqi  mqi, 

0    0 0    0 
,and [»d 1» d (16) 

where superscripts 

R = rigid body motion 

£ = elastic moUon 

Statically indeterminant interface coordi- 
nates |u}Bi have more interface coordinates 
than can be represented by a linear combination 
of rigid body displacements.  The matrices 
are of the form 

m n m 10 
qi 
00 01 

ra
qi m

qi 

^ 
c10" Cqi 

k11   k10 

qi  V 
c01 c00 

, and 
k01^ 

qi qi qi    qi 

(17) 

where superscripts 

I = interfacÄ motion 

O = other than interface motion 

Equation (16) is a special form of Eq. (17). 

J.  Equation of Motion of Total Structure 

If each substructure is considered as a 
finite element, they can be combined with the 
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bus in a way similar to £qs. (2) and (4).  The 
results are 

where 

(18) 

where 

{u(R = rigid body degrees of freedom of 
the V-S/C or the motions at the 
V-S/C/Centaur interfa« 

[^]   = displacement function of i 
i      substructure 

)u|.  = real displacements of i 
substructure 

jpL  =  member forces in the bus 

\P\.  =  member forces in i    substructure 

The eigenvalues and eigenvectors of 
Eq. (18) with terms associated with [c] and 
JU(D removed are C'tr'l]   and [*].  Substitution 
of the transformation 

= [«]{*} (19) 

K 
into Eq. (18) and premultiplication by [*] 
results in 

(20) 

[M] MRR     M1^ 
SER|-SEEJ 

[^ME<1 = WT[M][*] 

[c] = 
0        0 

[^CE^] 
(21) 

[^CE^]=     2^7^ ^EE 

where Pj is the critic"! viscous damping ratio, 

'0        0 

[K] = 
TK^ 

The significance of the rigid VLC Is 
illustrated.  Since the VLC attachment to the 
VO is statically determinant, from Eq. (16) 

..RR »»RE 
MqL MqL 
-.ER „EE 
MqL MqL 

0  0 

EE 0 C qL 

, and 

0  0 

EE 0 K qL 

where i = L is the symbol used for the VLC. 
Combination of the mass matrix of the VLC 
with the bus can be shown as 

I 1 1 

M EE qL M ER qL I 

M RE qL 

l_ 

qL 
MASS OF 
BUS AT 
INTERFACE 

MASS OF VO 
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The damping and stiffness matrices do not 
couple. Thus the physical additjon of the rigid 
VLC is equivalent to adding [ml?;] to the mass 
matrix of the VO. No other VLC parameters 
are included in the VO analysis. 

The equations axe derived for a system 
with small damping where the eigenvectors of 
the undamped equation can be assumed to 
diagonalize the original damping matrix.  This 
is assumed for VO although discrete viscous 
dampers exist.  See Ref. (6) for treatment of 
viscous dampers. 

K. Size of the Problem 

The approximate size of the VO dynamic 
model used for Load Analysis is summarized 
in Table 3. 

SUBSTRUCTURE TESTS AND 
ANALYSIS CORRELATION 

During the program, information on sub- 
structures, structural cempoi ents, and param- 
eters related to dynamics wert obtained during 
the development test program.  The tests were 
run to 

(1) Directly obtain dynamic data. 

(2) Estafalioh feasibility of future tests. 

The principal objectives of many tests 
were other than obtaining data to verify models. 

Two tests to be discussed illustrate the 
procedure used in correlating the mathemati- 
cal model with the test data. 

A.  Propulsion Module Modal Test 

Figure 4 shows the propulsion module 
modal test setup.  The objectives of the test 
were to: 

(1) Establish the difficulty of performing 
a modal test with rilage in the tanks. 
(Both a zero ullage and ullage condi- 
tions were tested.) 

(2) Establish nonlinearity of the system 
with excitation force. 

(3) Establish the influence of the tank 
pressure on its dynamic character- 
istics. 

(4) Measure the eigenvectors and 
eigenvalues. 

(5) Indirectly measure the constraint 
modes. 

(6) Measure ths modal force transforma- 
tions. 

The changes in the model as a result of the 
test are shown in Tables 4, 5, and 6. 

TABLES 
Size of VO Dynamic Model 

Substructure Elastic DOF Dynamic DOF Interface DOF Normal Modes 

Rigid lander and bus 1,720 153 75 0 

Scan platform 580 84 14 3 

Solar panels 3,444 452 28 20 

Cable trough 192 153 20 0 

Propulsion module 695 78 16 12 

3-hole tab 20,000 0 192 0 

Mickey mouse tab 3,400 0 24 0 

Siamese tab 1,760 0 22 0 

CTA/VTA 42 0 36 0 
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flight configuration.  The objective was to verify 
as many significant substructures and their 
interactions as feasible.  The modal test con- 
figuration is represented by the equations 

Fig. 4 - Propulsion module modal test 

B.  Solar Panel Modal Test 

Figure 5 shows the solar panel modal test 
setup.  A brief description of the results is 
shown in Table 7. 

Since the mode shapes of the analysis and 
the test compared well, only the frequencies of 
the modes were changed.  Extraneous modes 
from the analysis were eliminated.  The modal 
test was performed on the solar panel with the 
relay antenna.  The solar panel model result 
without the relay antenna was obtained analyti- 
cally using the model with the relay antenna 
adjusted to the test data. 

SYSTEM MODAL TEST AND 
ANALYSIS CORRELATION 

A.  Modal Test Configuration 

As illustrated in Fig. 2, the VO system 
modal test configuration did not duplicate the 

[0J=[M] 

Fig. 5 - Solar panel modal test 
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TABLE 4 
Frequency Change and Damping of Propulsion Subsystem Modal Test 

Mode No. Pretest Model 
(Hz) 

Modal Test 
(Hz) 

Posttest Model 
(Hz) Mode Description Damping Ratio 

1 12.11 1295 12.95 Oxidizer and fuel tanks 
in Y direction (in phase) 

0.010 

2 14.90 17.68 16.36 Oxidizer tank in 
Z direction 

0.0049 

3 19.24 

22.43 

20.80 19.83 Oxidizer and fuel tanks 
in Z direction 

Local thrust plate 

0.0084 

4 25.76 22.97 26.70 Oxidizer and fuel tank 
in Y direction (out of 
phase) 

5 27.50 

35.57 

28.33 28.30 Fuel tank in Z direction 

Local PCA 

0.0074 

6 38.67 32.76 34.25 Pressurant tank in 0y 
direction* 

0.0106 

7 42.80t 45.75 Local PCA in 
X directiont 

8 41.62 50.67 49.69 Pressurant tank in 
Y direction 

0.0078 

12 50.54 65.38 65.67 PCA in Oy direction 0.0107 

Vis 
'MMA 

rotation in radians 
test data 

where 

T,A = subscript representing analytical 
estimate of the modal test 
configuration 

lu},, = rigid body displacement 

juL = displacement of bus 

jqjp _ = generalized coordinate of pro- 
'       pulsion module with test propel- 

lant mass (see Table 2) 

{q}_ _ = generalized coordinate of the scan 
'      platform in test configuration; 

joints are not allowed to slip along 
the serration 

jqj. = generalized coordinate of the 
cable trough 

In steps identical to obtaining Eqs. (19) through 
(21), one obtains from Eq. (22): 

eigenvalues, 

eigenvectors, 

[VJ T.A 

W T.A 

(22a) 

(22b) 
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TABLE 5 
Kinetic Energy Distribution of Propulsion Module Modal Test 

Mode Pretest Analysis (%) 
1 

Modal Test (%) Posttest Analysis (%) 

Oxidizer task    X 

Y 

Z 
12.95 Hz 

Fuel tank          X 

Y 

Z 

63.38 

21.41 

76.78 

18.04 

68.17 

24.27 

Oxidizer tank    X 

Y 

Z 
17.66 Hz 

Fuel tank          X 

Y 

Z 

33.11 

25.39 

15.65 

2.89 

23.63 

50.09 

13.81 

0.71 

34.02 

35.12 

16.72 

2.22 

Oxidizer fank    X 

Y 

Z 
20.80 Hz 

Fuel tank           X 

Y 

Z 

13.83 

58.56 

2.33 

18.03 

26.96 

38.83 

6.22 

22.34 

19.27 

49.82 

3.52 

22.04 

Oxidizer tank    X 

Y 

Z 
22.97 Hz 

Fuel tank           X 

Y 

Z 

22.14 

0.84 

50.75 

3.27 

21.82 

0.02 

64.18 

0.09 

23.26 

1.22 

50.08 

3.66 

Oxidizer tank    X 

Y 

Z 
28.33 Hz 

Fuel tank          X 

Y 

Z 

11.60 

1.65 

5.22 

6.78 

2.74 

57.10 

11.72 

0,37 

3.54 

8.35 

0.83 

58.92 

11.29 

2.04 

5.75 

6.39 

3.42 

56.58 
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TABLE 6 
Modal Forces of Propulsion Subsystem Modal Test 

Member No. Mode 1 Qb) Mode 2 ab) Mode 3 ab) Mode 4 ab) Mode 5 ab) 

Pretest 
.,...     ..... 

-627.5 133.9 -220.4 -12.99 -43.4 

4         Test -568.2 77.1 -266.1 -53.3 -43.7 

Posttest -572.9 112.9 -237.3 -110.5 -41.9 

Pretest -70.8 -130.3 63.2 135.7 95.4 

3         Test -66.8 -87.1 85.3 90.5 73.7 

Posttest -73.8 -109.7 72.7 124.1 97.5 

Pretest 469.7 •241.9 -179.2 231.6 -32.0 

41          Test 476.6 -252.5 -109.6 188.0 -57.4 

Posttest 427.2 -244.3 -147.8 183.4 -30.9 

Pretest 237.6 158.6 110.2 44.7 -89.6 

40         Test 205.9 144.7 82.1 56.5 -53.0 

Posttest 249.2 143.7 95.6 40.4 -98.5 

Pretest 596.2 124.0 -286.5 62.6 -64.4 

12          Test 497.7 82.6 -294.7 43.1 -53.3 

Posttest 549.1 95.8 -290.9 62.9 -71.2 

Pretest 144.7 -125.9 48.6 -46.5 124.0 

11          Test 151.4 -99.4 79.9 -98.4 99.1 

Posttest 152.6 -1Ü8.3 58.1 -38.2 131.8 

Pretest -530.9 -220.4 -152.2 170.6 -60.5 

36          Test -452.6 -266.1 -91.7 172.4 -61.3 

Posttest -489.0 -220.8 -126.0 134 6 -63.9 

Pretest -124.0 171.5 118.9 110.5 -58.2 

37          Test -197.7 120.8 89.0 -67.8 -47.8 

Posttest -130.7 157.1 101.3 -105.3 -60.9 

Pretest 273.8 -25.9 -127.3 -52.4 -21.1 

18          Test 264.9 -33.0 -121.5 -39.5 -27.7 

Posttest 309.1 -30.7 -126.5 -48.9 -17.7 

Pretest -299.0 -17,9 -104.4 43.5 -22.2 

8          Test -292.1 38.6 -115.3 25.7 -23.9 

Posttest -302.4 23.4 -100.0 70.5 -23.9 
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TABLE? 
Frequency Change and Damping of Solar Panel Modal Test 

Mode No. Pretest Math Model (Hz) Modal Test (Hz) Adjusted Posttest 
Math Model (Hz) Damping Ratio 

1 37.0 22.4 22.4 0.023 

2 31.56 26.8 26.8 0.017 

3 34.55 31.0 31.0 0.030 

4 40.11 - - - 

5 45.17 38.5 38.5 0.030 

6 59.70 57.5 59.70 0.030 

7 62.32 64.9 - - 

WT)AixlT)A (22c) 

equation of motion, 

H«J*[C"]4M 
•WT,A  iX|TÄ    -I»! (22d) 

and force transformations, 

1P1B = [
S
]WT,A

,X(
T,A <22e) 

!pirCS]WiWTrA
1X}T,A     (22f) 

The above values are the analytical predictions 
of the modal test configuration. 

The [M]T A term of Eq. (22d) can be 
expressed simila ly to Eq. (21) as 

[M] 
T,A 

^A     ^EA (22g) 

^
E
A]-WIAWT.AWT,< 

(22h) 

B. Correlation 

The objective of the correlation of modal 
test data and analysis is to verify the mathe- 
matical model as shown in Eq. (22).   However, 
this mathematical model is in a hybrid system, 
i.e., some degrees of freedom are expressed 
in the physical coordinates and others are in 
the generalized coordinates.  The hybrid sys- 
tem is a result of the modal coupling technique 
used in the analysis.   For a direct comparison, 
the solutions of Eq. (22) must be expressed in 
the form compatible to the measured test 
results.   For this purpose, the normal modes 
obtained from Eq. (22) are transformed into 
the accelerometer locations. 

viT^-pm T.A (23) 

where 

C*']T A = anatytica^ mode expressed 
'       at accelerometer locations 

w T,A = normal mode solution of 
Eq. (22) 

[Tj = transformation matrix 

In Eq. (22), 1773 degrees of freedom exist in 
the hybrid coordinates, whereas [*']T A 
involves only 153 degrees of freedom.  Because 
the accelerometer locations often do not coin- 
cide with the analytical node points, Eq. (23) is 
an approximation. 

139 

■..,.^~^~,>^,.■..,^..J^^l■,...^,r.,HUtrrtl^dl!far•••:'-M'^'■M'~'■^~•^•^^'■ ■>--'■-■•»—"->»»-■'"■■   ■ aMMtl 



For the modal test, a test mass matrix 
[M]T was constructed based upon physical 
mass distribution and corresponded to the 
experimental accelerometer measurements. 
Throughout the correlation, the analytical pre- 
dictions reduced to the accelerometer degrees 
of freedom [Eq. (23)] and the [M]T are used. 
The use of the [M]T,A of Eq. (22) is compli- 
cated because it contains masses corresponding 
to hybrid coordinates and the degrees of free- 
dom of the test modes must be matched to cor- 
respond to the analytical degrees of freedom. 
The validity of [M]T is verified with the solu- 
tion of Eq. (22) by the mixed orthogonality 
check. 

[*!lJ,A[M]T[*']T(A = [fi']TfA    (24) 

Ideally [SI'IT A is a diagonal matrix, however, 
as shown in Table 8, there are off-diagonal 
terms.  In general for the first twelve modes, 
the off-diagonal terms are very small (less 
than 5%).  This indicates that [MJx is indeed 
a valid mass matrix representing the total 
structural system for the first 12 modes.  Addi- 
tionally the magnitude of the off-diagonal terms 
indicates the best accuracy one can expect in 
an orthogonality check of the test modes with 
the [M]T-  Since a more detailed mass distri- 
bution was used in the analysis than in the 

modal test data reduction program, the orthog- 
onality of [MOT A deteriorates for the higher 
frequency modes. 

The test modal data together with analyti- 
cal prediction [^'jf \ and [M]j are read into 
the computer file for processing.  The correla- 
tion work is automated. 

C.   Mode Identification 

Prior to any correlation, the identification 
of test modes to the corresponding analytical 
modes is required.  This task is achieved by 
the following criteria: 

1ML = [«']TA[M]T|* T,A[ iT'^jtT (25) 

th Here the j    test mode is checked with all 
the analytical modes [*']x A-   Tlie Jth test 

mode corresponds to the analytical mode 
related to the largest kth term in 'Mix.  A per- 
fect correlation exists when the k^ term is 
unity with all the other terms zero.  After the 
identification of a test mode to an analytical 
mode, the correlation program calculates the 
necessary information required for a detailed 
comparison between the test and analysis. 
Table 9 shows the cross-orthogonality check 
between the test mode 701 and the first 30 ?na- 
lytical modes.   For this case, the test mode 701 
corresponds to the third analytical mode. 

TABLE 8 
Mixed Orthogonality - Model VIII 

4.35 4.40 7.48 7.83 10.92 13.36 14.64 17.95 18.81 23.42 24.28 26.18-— 
Frequency 

(Hz) 

1   2 3 4 5 6 7 8 9 10 11 to — — nr-n-in 12 *• - Mode 

100 0.9 -0.3 -0.2 0.8 -0.9 1.4 1.6 -1.7 -0.3 -0.9 0.4 1    I 

100 -0.2 -0.2 0.3 0.1 -0.1 0.2 -3.1 0.4 -2.2 -0.4 2 

100 1.3 -1.6 1.1 -1.7 -1.4 0 -2.1 -1.2 0.7 3 

100 -0.4 1.2 -0.2 -0.3 -2.7 1.7 -.03 1.1 4 

100 1.0 0.8 1,1 -0.6 2.2 -0.2 1.1 5 

100 0.4 -0.7 0.8 0.9 -0.9 1.8 6 

100 -1.8 0 0.2 -2.3 0.9 7 

100 -0.2 

100 

-1.4 

-0.9 

100 

1.2 

0.7 

-1.0 

100 

-0.2 

-1.4 

0.2 

-2.3 

100 

8 

9 

10 

11 

12 
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TABLE 9 
Cross Orthogonality - Orthogonality of Test 

Mode No. 701. Run Name DTA701 at 
Frequency T-i-» Mz with Respect to 

All Analytical Modes 
Analytical > 
Mode No. Freq Ortho 

<«.J5 -TUl 
HtlQ -.QOi 
/•■•(I -.yV7 
/.»J -.01* 

3 »0.»2 -•COJ 
6 IJ.J« -•tlli 

It»«*« .JJ6 
17.»i .023 

18.«I »CwC 
ii.^Z «0U* 
2<«.2a .0l> 
26.18 • •c«» 
28./2 .CCI 
29.va .Cu' 
Jl.34 «.c^o 
iJ'^t -.009 
iH.bH .oci 
3S.»a -.QlJü 
36.»S .jl 1 
38.tJ • uf 
JV.ll -.008 
t0.is -.051 
12.bS -.015 
HJ.IS -.0J3 
15.32 -.oc« 
ss.»o -.on 
S|.»0 .(,03 
S.2.10 -.Od/ 
S3.1S .üd* 
59.H -.010 

rrjKKELATlUN   CHO it      i 
«NAL^'ICAL   N00E J               F« :uueNc' '»IB 

D.  Modal Test Equation 

The mathematical equation governing the 
modal test structural system is: 

jf!Teiwt = [M]T{ü(T + [C]T{{.lT 

[C]T = test damping matrix 

[KjT = stiffness matrix 

I f L - force vector from the shaker 

In contrast to the modal analysis as shown 
by the Iiomogeneous Eq. (22), Eq. (26) is a 
forced response equation. The external har- 
monic excitation is provided by the shakers 
used in the modal test. The solution of Eq. (26) 
can be expressed in terms of generalized co- 
ordinates as follows: 

|u}T = [*]Tiq}, (27) 

where [$]T is ^e normal mode matrix, which 
is the eigenvectors of the test configuration 
measured at accelerometer locations. Substi- 
tution of Eq. (27) into Eq. (26) and premultipli- 
cation by' [#] J result in 

[*]J{flT eiwt = [-M JTrq}y . [-C JT{q}T 

+ ["KjTJq|T (28) 

where 

WT = >]?[MjTi>]T 

generalized mass (28a) 

C-KJT = [*]J[K]TWT 

generalized stiffness   (28b) 

C^4r= WT WT WT 

generalized damping    (28c) 

IXUu T»   'T (26) 
un- J^/K 

where 
th   . n    eigenvalue (28d) 

juf- = displacement vector for each 
DOF associated with 
accelerometer measurement 

[M]T = test mass matrix 

The accelerometer measurements obtained 
during the test are the response from the 
shaker force instead of the normal modes.  The 
response is expressed as: 

lu|T = WTC-Hn(c.L3Mj|fiTeiwt   (29) 
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where 

Wn/Kn H (w) = -r-^ ^r  

\   n        / ^n       n 

When the shaker frequency u is tuned to 
one of the natural frequencies wn, only one 
term in the [~"Hn(w) J dominates if pn, the per- 
centage of critical damping, is very small and 
all the natural frequencies are well separated. 
Thus the following approximation may be 
obtained: 

t* T'n 

A relatively "clean" normal mode can be 
measured when damping is small and the nat- 
ural frequencies of the structure are well 
separated. In general, the damping of the 
structure is indeed very small but not all the 
natural frequencies are well separated. 
Hence, errors are expected when two normal 
mode frequencies are not well separated. 

E.   Modal Test Output 

The output of the modal test is 

eigenvector, 

eigenvalue, 

Wn 

I>U 
and modal force coefficients 

(30a) 

(30b) 

(30c) 

Evaluating the generalized mass matrix 
similarly to Eq. (22g), including the masses 
corresponding to the rigid body displacements, 
results in 

CM]T = 

M?R      M5E 

Mf ^ W (30d) 

where 

r ̂ fJ^^T 

of Eq. (28a).  Equations (30a) through (30e) are 
compared to Eqs. (22a), (22b), and (22e) through 
(22h). 

F. Frequency 

The first data correlated are the natural 
frequencies.  Table 10 lists the natural frequen- 
cies from analysis and corresponding test fre- 
quencies together with the mode description for 
the first twelve modes.  Except for the eleventh 
mode, which is a scan platform mode, all the 
frequencies match fairly well. 

G. Orthogonality 

The generalized mass, Eq. (28a), is normal- 
ized to a unit matrix by proper normalization of 
each individual mode. Ideally, 

[^0T=Wj[M]TWT=[Mj     (31) 

Any errors in the mode shape measurement or 
mass data produce finite off-diagonal terms in 
the generalized mass matrix. If all off-diagonal 
terms are small, the measured normal modes 
are orthogonal to each other with respect to the 
mass matrix.  Therefore, the orthogonality 
check serves as an indication of the accuracy 
of the measured test modes and test mass 
matrix.  The orthogonality check of the first 
twelve test modes is in Table 11.  The off- 
diagonal terms are indeed small and are within 
the 10% goal esUblished for tne test.  The 
largest term occurs between the first and sec- 
ond modes.  Since Table 10 indicates the natural 
frequencies of the first two modes to be almost 
identical, accurate mode shape measurements 
for these two modes are difficult to obtain. 

H.  Effective Mass (Ref. 7) 

In principle, the number of independent 
normal modes in a structural system is equal 
to the number of degrees of freedom.  Obviously 
some of these modes are highly localized and 
of minor importance as far as the load analysis 
is concerned.  With a limited number of modes 
obtained in the modal test, criteria are required 
to establish that the measured modes include 
thi significant structural modes.   For this pur- 
pose, the generalized rigid-body mass is used 
in the following way. In the analysis, the gen- 
eralized rigid-body mass is defined, as in 
Eq. (22g), as[MRK]TAor 

(30e) ["
R
1T)A 

=
 [WR]

T
MT,A[)

U
1R1 <32a) 
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TABLE 10 
Modal Frequency Comparison 

Mode 
Frequency (Hz) 

Description 
Analysis Test Error (%) 

1 4.35 4.51 3.5 Bending in X 

2 4.40 4.63 5.0 Bending in Y 

3 7.48 7.87 5.0 Lander in $„ 

4 7.83 8.30 5.7 Lander in Y 

5 10.92 11.51 5.1 Lander in X 

6 13.36 14.09 5.2 Lander in 9Y 

7 14.64 15.35 4.6 Oxidizer tank in Z 

8 17.95 19.49 7.9 Fuel tank in Z 

9 18.81 19.83 5.1 Lander in ex 

10 23.42 24.85 5.8 Fuel tank in Y 

li 26.18 29.54 11.4 Scan platform in $„ 

12 24.28 26.49 8.3 Lander in Z 

TABLE 11 
Orthogonality 

Mode- —1          2 3 4 5 6 7 8 9 10 11 12 

1 100.0       6.2 -0.2 1.1 -0.3 1.1 -2.3 -0.6 -1.7 0.6 -2.4 0.0 

2 100.0 0.1 -1.2 -4.1 -3.0 -0.9 -2.5 1.0 1.2 3.4 -1.5 

3 100.0 0.4 0.8 1.6 -0.2 3.5 -1.5 -0.5 -0.7 0.4 

4 100.0 1.0 1.3 1.2 -0.1 -1.8 1.2 1.1 -0.5 

5 100.0 0.6 0.8 4.6 -1.0 0.2 1.7 -0.4 

6 100.0 0.4 -0.5 1.3 4.4 -0.6 1.6 

7 100.0 -0.2 -0.1 3.6 -0.1 -1.3 

8 100.0 -1.1 -1.9 -0.2 -1.5 

9 100.0 5.9 -2.9 2.7 

10 100.0 1.0 -3.4 

11 100.0 2.5 

12 100.0 
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From the modal test results of Eq. (3öd), 

[M^L^MR]   [M]T[|U1R]    (32b) 

tal general!! 
[MKE]T IS 

[S^lr^lutRf [M^C^        (34) 

[fi^^M^f (35) 

An experimentsü generalized rigid-body-mass 
derived from [*!*«•] x is defined as 

where 

If all the experimental modes are obtained, 
it can be prove J that 

[M^^M^^M««]^        (36) 

Another check is [ M     J? must be equal to 
the rigid body inertia property of the test 
configuration. 

In the modal test, a limited number of 
measured modes was used to calculate the 
[M^RTJ, now defined as effective mass.  The 
comparison of [MRRI^  and [M^lx indicates 
whether the major modes were effectively sur- 
veyed. If [IRRRlx is close to [WRRJx, the 
major important modes with respect to the 
restrained point were obtained. Table 12 
shows the summary of the effective mass of 
the first twelve test modes and corresponding 
analytical modes.  The first twelve modes rep- 
resent over 90% of the effective mass with 
respect to the base of the VTA/CTA. 

TABLE 12 
Effective Mass in Percentage 

Mode 
Mass                                                        j 

X(%) Y(%) Z(%) ex(%) 6y (%) ozi%) 

Analysis 

Test 

96.42 

89.51 

1.76 

7.97 

0.01 

0.03 

1.34 

6.12 

85.20 

78.23 

0.14     I 
0.88     1 

Analysis 
2 

Test 

1.67 

3.30 

87.47 

86.49 

0.0 

0.03 

63.66 

64,45 

1.49 

3.15 

1.09     1 
1.13     | 

Analysis 

Test 

0.95 

0.89 

0.28 

0.35 

0.0 

0.01 

1.75 

1.88 

0.02 

0.02 

55.21 

56.91 

Analysis 

Test 

0.06 

0.10 

5.60 

4.81 

0.03 

0.10 

28 95 

27 51 

0.01 

0.0 

1.94 

1.66 

Analysis 

Test 

0.05 

0.0 

0.06 

0.11 

0.56 

0.58 

0 10 

0 19 

6.40 

7.80 

19.58 

20.43 

Analysis 

Test 

0.20 

0.38 

0.06 

0.01 

5.63 

6.67 

0 10 

0 01 

4.77 

5.65 

9.83     i 

7.39 

Analysis 

Test 

0.0 

0.01 

0.01 

0.0 

49.02 

51.80 

0 01 

00 

0.40 

0.63 

0.25 

0.24 

Analysis 
8 

Test 

0.02 

0.02 

0.01 

0.0 

12.98 

12.52 

0 01 

0 01 

0.04 

0.0 

0.07 

0.15 

An?.lysis 
9 

Test 

0.0 

0.0 

0.06 

0.05 

0.45 

0.90 

0 06 

0 02 

0.0 

0.0 

0.41 

0.09 
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TABLE 12 
Effective Mass in Percentage (contd) 

Mode 
Mass 

X(%) Y(%) Z(%) 9x(%) 9y(%) ej%) 
2 

Analysis 
10 

Test 

0.0 

0.0 

0.02 

0.01 

3.15 

0.58 

0.03 

0.03 

0.0 

0.01 

0.0 

0.04 

Analysis 
11 

Test 

0.0 

0.0 

0.02 

0.01 

13.60 

11.57 

0.07 

0.02 

0.0 

0.0 

0.23 

0.06 

Analysis 
12 

Test 

0.0 

0.0 

0.02 

0.07 

5.02 

22.17 

0.06 

0.20 

o.u 
0.0 

0.0 

0.06 

Analysis 
Total 

Test 

99.37 

94.39 

95.37 

100.24 

90.45 

95.96 

96.12 

1U0.20 

98.33 

95.89 

88.75 

89.15 

I.  Mode Shape 

The eigenvectors or mode shapes are 
important in the load analysis.  The mode shape 
is expressed in the form of modal deflections 
of each degree of freedom (DOF).  In the mathe- 
matical model, each DOF is assigned tn z num- 
ber shown in Fig. 2, the ODTM modal test 
configuration.  The dirortion of the modal 

SUFWSCRtPT C DENOTES CAPSULE LOCAL COORDINATE 

SUBSCRIPT   S, C DENOTES SPACECRAFT COORDINATE SYSTEM 

NUMBER IN PARENTHESES IS A NODE NUMBER 

deflection is indicated by the last digit in the 
DOF.  Translation in X, Y, and Z are 1, 2, and 
3 respectively.   For example, 1013 represents 
the motion of node 101 in the Z direction.  The 
modal de.ilection of each DOF is expressed in 
their own local coordinate system, which is 
shown in Figs. 6 to 10. 

The maximum amplitudes of the modal 
deflection are normalized to unity.  The analy- 
sis and test are compared and the difference at 
each DOF is expressed as a weighted deviation 
(WD) defined as 

WD = [C*']T)A-[*]T] normalized 

SUPERSCRIPT S DENOTES SCAN PLATFORM LOCAL COORDINATE 

(37a) 

"S/C 

Fig. 6 - Local coordinate of VLC 

2° 37' 

1-33.649, 39.095,  18.55 in.)       ' 

Fig. 7 - Local coordinate of scan platform 
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SUPWSCBIP' t MNOHS 8US LOCAL COOIIOINAIE 

NUMMRS IN PAÜtNIHEStS AUE NO« OK BAY NIJMKR5 
SUPtRSCRlPI (■ DtNOIES PROPULSKDN LCXAL COO«DINAIE 

NUMBERS IN PARENTHESES ARE NODE NUMBERS 

Fig. 8 - Local coordinate of bus 

SUPERSCRIPT D DENOTES CABLE THROUGH LOCAL COORDINATE 

NUMBERS IN PARENTHESES ARE NODE NUMBERS 

-(-28.565, 0, 16.0 ■ 

585,   16.0 in.) 

^-'28.585, 0, 16.0 in. i 

Fig. 9 - Local coordinate of cable trough 

Also, for each mode the standard deviation 
(RSS) Is calculated as 

N nl/2 

RSS = m wDr (37b) 

^157 
(501) 

Fig. 10 - Local coordinate of propulsion module 

where 

N = number of DOF 

(WD). = weighted deviation of ith DOF 

In Tables 13 and 14, a typical mode shape 
comparison of a mode and the summary com- 
parison of the first few modes, with only the 
important DOF and the standard deviations, 
are given. 

TABLE 13 
Modal Comparison - Analytical Mode 3 vs 

Exparimental Mode 701 

i=l 

DOF Analysis Test Weighted 
Deviation 

11 .3MA*00 .37C+C0 '.2H'-0l 
12 .&6&«00 .655*00 .IO'-CI 
13 ^SM-Ol .'*90*0l .295-01 
M -.««18-02 -.319-02 -.99H-C3 

15 ->H[7-0Z -.225-02 -.192-02 
16 .101-01 .119-01 -.181-02 
21 .505*00 .St2*00 -.369-01 
22 .28t*0C ,279*0C .568-02 
23 .311-01 .'<59-0! -.M5-0I 
2'» -.260-02 .213-03 -.282-02 
25 -.389-02 ,254-02 -.6N3-02 
26 .608-02 .•*58-02 -.351-02 
31 .266*00 .286*00 -.178-01 
32 .272*00 .226*00 .M52-0I 
33 .7H7-01 .636-01 .111-01 
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TABLE 13 
Modal Comparison - Analytical Mode 3 vs 

Experimental Mode 701 (contd) 

TABLE 13 
Modal Comparison - Analytical Mode 3 vs 

Experimental Mode 701 (contd) 

DOF 

3* 
35 

3i 
il 
<«2 
13 
St 
HS 
H6 

SI 
S2 
S3 

St 
5S 

56 
61 
62 
63 
6t 

6S 
66 
71 
72 

73 
7t 

75 
76 

81 
82 

83 
at 
»5 
86 
91 
92 
93 
9t 

95 
96 

|0I 
102 
103 
lOt 
105 

106 

111 
112 
113 

llH 
115 
|I6 

12« 
122 
123 
I2t 
125 

12* 
131 

Analysis 

-.3lt-02 
.969-02 
.707-02 

-.9|t-02 

t31t«00 
.696-01 

-.«9S-03 
-.115-01 
.7te-02 

-.I06«00 
.353*00 
.HQ*00 

-.923-03 
-.It3-0I 
.820-02 

-.8t7-01 
.t03«00 
.135*00 

-.85t-02 
-.976-02 
.139-01 

-.309*00 
.t7t*00 
.707-01 

-.36t-02 
.t96-02 
.|t5-02 

-.S61*00 
.399*00 
.3t6-01 

-.982-02 
-.119-01 
.115-01 

-.297*00 
.806*00 

-.756-01 
-.976-02 
-.121-02 
.100-01 
.186*00 
.8S1*00 

-.161*00 
.816-03 

-.856-03 
-.208-02 
-.9t9-0l 
.86t*00 

-.|2t*00 
-•108-01 
.195-01 
.103-01 

-.t09*00 
,953*00 

-.187*00 
-.166-02 
-.t75-02 
.t0l-02 
.287-01 

Test 

L 

..112-02 
.570*02 
.162-01 

-.189-01 
.299*00 
.755-01 
.263-02 

..171-02 
.I29-Q1 

..IIC*C0 
.325*00 
.121*00 
.282-02 

..889-02 

.133-0» 
-.946-01 
.322*00 
.113*00 

-.3t7-02 
..82t-02 
.158-01 

-.397*00 
.507*00 
.137*00 

..tt7-02 

..12t-0l 
.|t6-0l 

..551*00 
.366*00 

..388-01 
-.216-02 
-.917-02 
.155-01 

..291*00 
.816*00 

-.999-01 
-.669-02 
-.782-02 
.520*02 
. 167*00 
.931*00 

-.819-01 
-.629-02 
.230-02 

-.172-02 
-.106*00 
.82t*C0 

-.312-02 
-.352-03 
.227-01 
.913-02 

-.361*00 
.100*01 

-.985-01 
,239-02 
.382-01 
.t52-0l 
.327-01 

Weighted 
Deviation 

-.202-02 
.399-02 

-.9|3-02 
.»72-02 
.!t7-0l 

-.593-02 
-.353-02 
-.981-02 
-.53S-C2 
.3|2-02 
.281-0» 
.»8/-0» 

-.375-02 
-.5tt-02 
-.50»-02 
.»»9-01 
.80t-0» 
.22«-0» 

-.507-02 
-.152-02 
-.IM-02 
.87i;-o» 

-.328-0» 
-.6*6-0» 
.8?7-03 
.»73-0» 

-.132-0» 
-.980-02 
.327-0» 
.73t-0» 

-.746-02 
-.270-02 
-.396-02 
-.617-02 
-.947-02 
.2t3-0l 

-.307-02 
.442-02 
.t82-02 
.195-01 

-.800-01 
-.786-01 
.7|»-02 

-.3|5-02 
-.351-03 
.ioe-01 
.to9-OI 

-.121*00 
-.lo't-oi 
-.326-02 
.l|8-02 

-.188-01 
-.148-01 
-.889-01 
-.to5-02 
-.t29-0» 
-.t|2-0» 
•,397-02 

DOF 

»32 
»33 
13H 
|35 
»36 
»t» 
,t2 
|t3 
|tt 
its 
|t6 
|51 
152 
153 
l5t 
|55 
156 
,61 
162 
163 
|6t 
165 
166 

lOll 
1012 
1013 
IQIH 
|0»5 
1016 

30»» 
3012 
30»3 

30I'» 
3015 

301* 
3031 

3032 
3033 
303t 

3035 
3036 

toll 
t0l2 
t013 

ton 
t0l5 
4,016 

S01> 
5012 
5013 

son 
5015 
SOI« 
201» 
2012 
2013 
201,• 
2015 

Analysis 

.»00*01 
• . ito*oc 
.323-02 

•.»20-01 
.9lS-0i 
.t6Q*00 
.790*00 

'.248-01 
-.243-03 
-.106-0! 
.138-0» 
.»97*00 
.795*00 
.50C-0» 
.308-02 
.ltl-03 
.589-02 

-.101-01 
.78t*00 
.690-01 

-.731-03 
-.757-02 

.152-0» 
-.t6t*00 
-.37t*00 
-.151    Jl 

.t26-02 

.'70-01 

.398-01 

.t70*00 

.tl9*00 

.3t0-0l 

.t99-02 
-.289-02 
.16t-0| 
.t58*00 

-.165*00 
-.19J-0I 
.t28-02 

-.267-02 
.160-01 
.387*00 

-.70t-01 
.756-02 
.373-02 
.289-02 
.181-01 

.551*00 

.21t*00 
,115-01 
,3t0-02 
.223-02 
.173-01 
.687*00 
.186*00 
.20t*00 
.t2S-02 
.106-01 

Test 

.961*00 
..»»1*00 
.513-02 
.656-02 
.225-01 
.tS9*0ü 
.691*00 

-.2t4-0» 
.662-02 

-.128-02 
,195-01 
,210*00 
,7tt*GC 

-.lt2-0» 
-.193-03 
-.V»i-02 

.158-0» 

.228-01 

.770*00 

.215-01 

.296-02 
-.831-02 

.»»»-0» 
..t6C*00 
-.39t*0C 
-.206-01 
.t29-02 
.»65-0» 
.t26-Ql 
.t67*CC 
.t33*CC 
.175-01 
.512-02 

-,3t3-02 
.171-01 
.t52*00 

-.196*00 
-.t26-01 
,331-02 

.,36t-02 
,548-01 
,375*00 

-,598-01 
-,284-01 

,489-02 
-,t99-03 

,192-01 
.566*00 
.249*00 

-.225-01 
.27t-02 

«,713-03 
^o^-oi 
.614*00 

-.i07*00 
.102*00 
.293-02 
.231-01 

Weighted 
Deviation 

^»-O1 

-.287-0» 
-.»91-02 
-.»85-0» 
-.»33-0» 

.826-03 

.99t-0» 
-.2|5-C2 
-.488-02 
-.936-02 
-.670-02 
-.129-0» 

^ot-o» 
.4t3-CI 
.327-02 
.9^4-02 

-.99t-C2 
-.329-01 
.lt2-0» 
.t76-0» 

-.36'-02 
.738-03 
.t08-02 

-.392-02 
.20J-0» 
.6t7-C2 

-.3e9-0t 
.t42-03 

-.279-02 
.239-02 

-,«t«-Gl 
.»46-01 

-.126-03 
.5tl-03 

-.7t2-03 
.608-02 
.3|3-C1 
.236-0» 
.949-03 

.978-03 
-.798-03 

.»2»-C» 
-.»06-C» 

.362-01 
-.3|7-C2 

.339-02 
-.»»2-02 
-.It8-01 
-.2H5-0I 

.3t0-0» 

.652-03 
-.161-02 
■.3|3-02 
.701-01 
.2|7-01 
.102*00 

..7|8-02 
-.126-01 
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TABLE 13 
Modal Comparison - Analytical Mode 3 vs 

Experimental Mode 701 (contd) 

DOF Analysis Test Weighted 
Deviation 

701* .M/-01 .l«a-oi -.5|6-C2 
••021 .•>7]*00 .7'43*00 -.698-CI 
•1022 •1^0*00 .I5»*00 •.3»C-CI 
••023 •.7s.-ai ..32^-0l -.«•32-01 
••0)1 „673*00 .818*00 -.•«•'•*C0      1 
«0)2 .«177-01 .833-01 '.35*-CI       1 
••033 -.e^8-oi -.122*00 .371-01 
«Oil •673*00 .73t*00 -.603-CI 
<I042 -.338-01 ..164-01 .12^-01      j 
tOHi -.756-01 -.120*00 .«•••9-01 
ton -.338>00 -.266*00 -.7i;-oi 
60 «2 -.268*00 •.2SV*00 -.»3«^-C2 
«013 -.600-02 .J1J-0I -.••ci-oi 

TABLE 13 
Modal Comparison - Analytical Mode 3 vs 

Experimental Mode 701 (contd) 

DOF Analysis Test Weighted 
Deviation 

6021 .37»*00 .398*00 -.193-01 
6022 -.«18*00 ..8&2*00 .137-C2 
6023 .600-01 -.395-01 .996-Ci 
6031 -.!?C*00 -.135*00 -.55I-C1 
6032 .120*00 .120-01 .108*00    [ 
6033 .301-01 ..596-01 .897-01 
6011 .239*00 .267*00 -.280-01 
6012 •673*00 .619*00 .213-01 
6013 -.379-01 .125-01 -•503-OJ 

N»X   EIPER|HENTAL «T              68 
H»X »N*LYrtc*L *T             in 
«SS   iRROH«      , •153*00 

TABLE 14 
Summary of Mode Shape Comparison 

Hard- 
ware 

Mode I Mode 2 Mode 3 Mode 4 Mode 5 Mode 6 
Direc- 

tion Anal- 
ysis Test Anal- 

ysis Test Anal- 
ysis Test Anal- 

ysis Test Anal- 
ysis Test Anal- 

ysis Test 

Lan- 
der 

1.00 
0.10 

1.00 
-0.23 
-0.01 

-0.09 
0.45 
0.01 

0.14 
0.50 
0.02 

0.46 
0.37 
0.02 

0.46 
0.39 
0.02 

-0.11 
-1.00 
-0.06 

0.10 
-1.00 
-0.07 

-0.81 
-0.04 

0.C1 

-0.80 
-0.07 
0.01 

0.15 
-0.02 
-0.06 

0.19 
-0.08 
-0.07 

X 
Y 
Z 

Scan 
plat- 
form 

-0.06 
0.83 

-0.01 

0.23 
0.85 

-0.12 

-0.52 
-0.08 
0.10 

-0.48 
0.12 
0.18 

-0.69 
0.19 

-0.20 

-0.62 
0.21 

-0.10 

0.09 
-0.01 
0.29 

0.08 
-0.02 
0.30 

-0.51 
0.85 

-0.12 

-0.45 
0.75 

-0.07 

-0.30 
0.92 
0.31 

-0,35 
0.94 
0.40 

X 
Y 
Z 

Bus 
0.83 
0.11 
0.01 

0.88 
-0.34 
0.02 

-0.08 
0.56 
0.0 

0.16 
0.63 
0.0 

-0.35 
-0.67 
-0.08 

-0.37 
-0.66 
-0.05 

-0.10 
-0.17 
-0.05 

-0.10 
-0.15 
-0.02 

0.20 
-0.72 
0.37 

0.20 
-0.63 
0.31 

0.13 
-0.59 
-0.29 

0.14 
-0.63 
-0.31 

X 
Y 
Z 

Oxid 
tank 

0.92 
0.17 
0.04 

0.94 
-0.35 
-0.02 

-0.07 
0.78 
0.0 

0.12 
0.84 
0.01 

-0.47 
-0.42 
-0.03 

-0.47 
-0.43 
-0.02 

-0.10 
0.48 
0.01 

-0.10 
0.50 
0.0 

0.67 
-0.24 
0.25 

0.61 
-0.27 
0.25 

-0.17 
-0.28 
-0.42 

-0.18 
-0.33 
-0.52 

X 
Y 
Z 

Fuel 
tank 

0.91 
0.16 

-0.04 

0.94 
-0.32 
-0.04 

-0.09 
0.78 
0.01 

0.09 
0.79 
0.0 

-0.46 
0.17 
0.02 

-0.45 
0.20 
0.04 

-0.09 
0.48 
0.02 

-0.10 
0.50 
0.02 

0.61 
0.38 

-0.15 

0.60 
0.41 

-0.16 

-0.16 
0.39 
0.04 

-0.18 
0.49 
0.05 

X 
Y 
Z 

Press 
tank 

RSS 

0.79 
0.11 
0.0 

0.86 
-0.27 
-0.04 

-0.08 
0.51 
0.0 

0.07 
0.55 
0.01 

-0.39 
0.07 

-0.01 

-0.38 
0.06 
0.03 

-0.08 
-0.05 
0.02j 

-0.07 
-0.05 
0.02 

0.22 
0.06 
0.04 

0.12 
0.07 
0.05 

0.38 
0.85 

-0.20 

0.47 
0.79 

-0.26 

X 
Y 
Z 

0.325 0.240 0.15 0.13 0.18 0.15 
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J.   Local Kinetic Energy 

The generalized mass as shown in 
Eqs. (22h) and (28a) is expressed in the tenso- 
rial form as 

TABLE 15 
Kinetic Energy Comparison - Analytical 

Mode 3 vs Test Mode 701 (contd) 

MEE Mij 

N      N 

EL 
1=1 k=l 

^«k 
* 

l*lj 
(38) 

If the normal modes ♦ij are in the form of 
velocity, M^E ts in the form of kinetic energy 

(see Eq. (5)).   Then each term in Eq. (38) rep- 
resents the modal kinetic energy associated 
with that particular DOF.  In essence, this is 
an itemized generalized mass.  The comparison 
of each individual term in Eq. (38) between the 
test and analysis provides detailed information 
about the mass associated with each DOF and 
the modal amplitude of that DOF.   This is 
especially valuable for those degrees of free- 
dom where the mass is questionable, such as 
the propellant tanks.   The standard deviation 
(RSS) for the local kinetic energy comparison 
for each mode is calculated similarly to the 
mode shape comparison.  In Table 15, a typical 
mode is selected for the kinetic energy com- 
parison.  Also, in Table 16, a summary com- 
parison of the first few modes and the standard 
deviation of the kinetic energy comparison is 
given. 

TABLE 15 
Kinetic Energy Comparison - Analytical 

Mode 3 vs Test Mode 701 

DOF Analysis Experimental 

11 •08 •c» 
12 •3! • 27 
13 •OP • 00 
IS • Co • 00 
IS • 0c • 00 
16 • 00 • 00 

21 • 20 • 21 
22 •C6 • 05 
23 • 0o • 00 
2H • 00 • CO 
25 • 00 • OC 
26 • OC • 00 
31 •OS • 05 

32 • OS • 03 
33 • 00 • 00 
3t • Co • 00 
35 • 00 • CO 
36 • 00 • 01 
SI • 00 • 00 
S2 • 06 • 05 

DOF |  Ans dysis     Expe ri mental 

S3         • Oc 00 
Kt CO .00 
S5 00 00 
S6           • OC • 00 
51 01 Cl 
52 «0 0« 
53 02 01 
5S 00 oc 
55 01 oc 
56 OC 00 
61 01 01 
62 n 07 
63 01 •01 
6S           . 00 • 00 
65         • 00 ro 
66           < 00 .Cl 
71           < 06 08 
72          . 13 • It 
73 00 01 
7S 00 .PO 
75          . 00 d 
76          • 00 • 01 
81 16 .is 

82 08 .06 
83          • 00 • 00 

8S 00 CO 
85 oc .00 
86          < 00 01 
»1 09 .0» 
92 66 • 62 

93          . Cl 01 
9S CO .PO 
95 00 CO 
96 00 • oc 

101 02 02 
102 so .5S 

103 .02 .00 
IDS CO >CC 
105 .00 .00 
106 .00 .00 
111 >0l >0I 
112 .51 ,«7 
113 .01 .00 
its •01 .00 
115 -01 .02 
116 ,00 .00 
121 • 16 .11 
122 ,&H • as 
123 •03 • oi 
12S .00 00 
125 »Cc .06 
126 oc n5 
131 .00 • PC 

132         | • C2 .«s 
133 • 02 • PI 
13S .00 • 00 
13b • 00 • PC 

136 .00 01 
ist .12 • II 
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TABLE 15 
Kinetic Energy Comparison - Analytical 

Mode 3 vs Test Mode 701 (contd) 

DOF Analysis Experimental 

»12 .35 .21                 j 
113 • bo .Ob                 ! 
111 • 00 .00              t 
IIS • 00 • OC                j 

11« • OC • oc            > 
ISI • 02 • 02                !j 
152 • 39 • 31 
ISJ • Oc • 00 
151 •CO .rC             | 
I5S • 00 .0«                  1 
IS« *00 • 01 

1*1 • 00 .00                l 
1*2 •Si • IS 
ui • 00 • 00                \ 

1*1 'CC • CO 

us • CC • oc            | 
1*6 .01 • Ob                i 

(OH S.39 •1.75                 j 

1012 3.98 •4.03                1 

I0IJ •01 .02 
1011 • 13 • 10 
1015 7^59 A.5* 
101* *2.20 *<4.90 
3011 1.5«, •4.10 
3012 3.AC J.5I 
3013 .03 • 01 
3011 .02 • 02 
30IS • OC • 00 
301* .11 • ll 
3031 2>*3 701 
3032 •33 .•4 3 
3033 • 01 • 02 
3031 • 02 Tl 
303S .02 .03 
3036 • to • lb 
1011 • 11 • |2 
1012 .00 •00 
1013 .00 • 00 
ton • CO • CO 

The local kinetic energy information is 
also valuable in identifying the mode shapes by 
describing the items with the largest kinetic 
energy.  The data are also used in defining the 
system damping from the substructure damping 
measurements. 

TABLE 15 
Kinetic Energy Comparison - Analytical 

Mode 3 vs Test Mode 701 (contd) 

DOF Analysis Experimental      1 

«4015 •oa • oo            i 
•401* '03 •C3 

|       5011 • 19 .i« 
5012 .0«4 .01 
S0I3 »Oc »CO                  1 

j       SOU .oc •oc 
S0I5 • CO .00 
SOI* .C2 .02 

!       2011 .9S ./« 
2012 .06 .10 
2013 • 07 .P3 
2011 -•02 •C2                   | 
2015 .2i .60                   ll 

201* -.03 .0»                   | 
«1021 •C5 .05 
•1022 • 00 •00 

,       1023 .oc • 00                  j 
1031 • OS «o;            ! 
•4032 • 00 • 00 
•4033 • 00 • CC 
lull •cs •OS 
«4012 .CO »00 
1013 .00 • 00                  j 
6011 .02 • ci             1 
6012 • 01 •01 
6013 .oo .oc 
6021 -C2 .02 
6022 .10 »o» 
6023 .00 •00 
6031 .01 • 00 
6032 »00 • CO 
6033 .00 »00 
6011 .01 •01                   j 
6012 .07 »06 
6013 »00 »nO                ; 

HSS   E"« JR«           .21/*0C 

Since the magnitudes of the analytical modal 
forces are arbitrary, a normalization factor is 
found to multiply the analytical value to make a 
meaningful comparison.  This normalization 
factor is calculated as follows: 

K.  Modal Force 

In the analysis, the modal forces of the 
truss members are calculated for each mode. 
During the test, strain gauge data were taken 
at these truss members from which the test 
modal forces are obtained.  The calculated 
modal forces from the analysis and measured 
member forces from the test are compared. 

N 

i-1 

(39) 
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TABLE 16 
Summary of Kinetic Energy Comparison 

|\Mode 

DOF   \^ 
1 2 3 4 5 6        |! 

Bus(%) A* 11.45 

11.38 

11.23 

11.43 

6.87 

6.25 

1.98 

1.54 

13.76 

11.90 

17,82    | 

14.41 

Lander (%) A 

T 

42.75 

40.58 

19.22 

21.88 

79.61 

80.65 

77.35 

77.35 

42.72 

44.25 

43.65    | 

42.51     | 

21.05    1 

24.04 

Oxidizer 
tank(%) 

A 

T 

25.64 

26.42 

39.35 

39.80 

8.32 

7.75 

11.16 

11.64 

23.81 

22.51 

j    Fuel 
|    tank (%) 

A 

T 

15.26 

16.01 

24.53 

21.22 

3.10 

2.93 

7,08 

7.52 

14.34 

15.46 

7.66 

9.18     j 

Pressure 
i    tank(%) 

A 

T 

0.84 

0.97 

0.79 

0.78 

0.18 

0.16 

0,05 

0.05 

0.23 

0.18 

0.73 

0.86     j 

j    Engine (%) A 

T 

0.93 

0.92 

2.00 

1.78 

0.25 

0.25 

1.02 

1.14 

1.31 

1.39 

0.84 

0.85 

I    Scan 
platform (%) 

A 

T 

2.08 

2.01 

1.92 

2.09 

1.27 

1.63 

0.64 

0.59 

3.22 

3.80 

7.30 

7.40 

HSS{%) 0.452 0.319 0.247 0.208 0.233 0.330 

♦Analysis.                                                                                                                                                   ' 
^Test.                                                                                                                                                             j 

where 

a = normalization factor 

N = number of members 

analytical modal force of the 
i^h member 

.th 

P 
i 

T ■ mi P.   = test modal force of the i    member 

The factor a minimizes the difference 
between the analytical value and test value in 
the least-square sense.  The analytical member 
forces are multiplied by a and compared with 
the test value.  Table 17 shows this comparison 

together with the ratio of the comparison for a 
typical mode.  The truss member identification 
is defined in Ref. (8).  Only the axial forces are 
used in the comparison.  The bending forces 
are not included in the comparison. 

The discrepancies between the test and 
analysis are thought to be from two sources. 
One is the inherent disadvantage of using strain 
gauges that were setup for high strain reading 
from the static test.   Since low levels of strain 
were recorded in the modal test, the accuracy 
of the reading is in question.   The other source 
of discrepancy is the difference between the 
analysis and test mode shape.   The modal 
forces are very sensitive to local differences 
in the mode shape. 

IS) 

I  'I i ir1 Hi rWili'■   ham    I'IM'IIM iiiBi in  i MtMti—i— ■■■ mmt ■'■■ ■•'•■'•"•■'■ nmMjjhiM^miMgiMMtMgBijMMjMiMiBiii^ggijl 



TABLE 17 
Axial Force Comparison - Factor 6.076 

P (test)                             P ( analysis) Ratio 
Member Mode 701                               ] Mode 3 P (analysis) 

Freq = 7.840 Hz                   Freq = 7.480 Hz Pftest) 

titrnttt 

BüS6^ -.2318*02 2736*02 .1180*01 
eusecc .*773*01 ,5332*01 .1222*01 
BUS662 .2578*02 3009*02 .1167*01 
eusee« -.«»597*CC .«H37*[l .1311*01 

'P*CCCr»rT  TRCSS 

SUS6*6 -.•»•11*02 «•710*02 .9137*00 
EUSS8 7 .1735*02 1798*02 .1002*01 
3US63S .r,S32*02 623->02 .3052*00 
Buss?» -.1110*03 1C«C*07 .9787*00 
BUS6";0 -.59<JIJ*02 .S52<»*C2 .1089*01 
i:us6?i .27^7*C1 2310*01 -.9öO9*0C 
3056-?? -.1105*02 9r 32*01 .3703*00 
EUS6?? .6297*C2 EF60*02 .1055*01 
BUSS^I .2033*03 1198*03 .»325*00 
SoSG?r -.1613*03 lt33*03 .or01*00 
aucs?«; -.18<»3*02 1139*02 .1019*01 
CUS697 .&5?0*02 f?52*02 .«880*00 

1 
UFFL"?   FLA^   TP-JSS 

eus7?fi -.5517*02 '•372»02 .3793*1:0 
9US7^7 .e019*D2 £321*02 .irj'L*oi 
3U572S -.9693*01 1255*02 .1291*01 
EUS7?C -.2076*02 2f27*:2 .12e£*i".l 
3US732 .7323*01 9957*01 .1359*01 
BUS7»Z .1023*03 5305*02 .90 90*00 
3US7II*: -.1035*03 92m*02 .'557*01. 

LAOE"   T^USS 

BUS75t .11«£*C1 6561*01 .5191*01 
BUS751 -.1671*03 1515*03 .aES7*0C 
E,JS7t2 .9908*02 9139*02 .9F21*00 
BUS75J -.17<31*03 1791*03 .1001*01 
EUS7f« .2112*03 2127*03 .1055*01 
BUS?1-? .'•500*02 5033*02 .1130*01 

3üS   MKIN  L0N5 "ICH 

EUSSFf .30'»2*C2 .3031*02 .119H01 
eus 310 .1612*02 .1527*0? .9073*00 
et'ssii .5996*01 iI*18*02 .236C*01 
9US313 -.1721*02 .1513*02 .3323*00 
BUC31F -.13E1*03 1515*03 .1097*01 
BUS913 -.1525*03 1313*03 .9K11*D0 
EUS3?C .1821*01 5156*01 .1063*01 
auS32J -.19t"J3*02 .1306*02 .9063*00 
EUS82E .2073*03 2229*03 .1C7^*Ü1 
BJS??": .1<U5*0D 9391*01 -.')';i3*ü2 
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. TABLE 17 
Axial Force Comparison - Factor = 6.076 (contd) 

P (teat) P (analysis) Ratio 
Member Mode 701 ModeS P (analysis) 

Freq = 7.840 Hz Freq = 7.480 Hz P(telt) 

[•JS831 -.3BE7»t2 -.JC.IZ*I: .1022*01 
3USSJ7 .5C9S»02 .1791»L2 .9391*00 
eus3Jr -.10»8«C3 -.lt59*C3 .1C2C*01 
3US«!«» -.1313*01 -.1!;S3*C1 .3625*00 
EU5S%t .1*17*C'2 .17B2*C2 .1257«C1 
3JSJII1 -.259«i*02 -.2123*L? . «ISI^Oti 

1 
-PCPULtlOT   Si;3SYSTr" 

FrP0C3 .7637*01 .3??£*C1 .1769*CC 
.».'P00% -.56,;2*01 .912C*C1 -.1611*01 
FePCC8 .»962*01 .UEC*C2 .1717*01 
popoxi .1276*02 .1,= 52*C2 .1216*01 
FCP012 -.692?*C2 -.6E&3*Ü2 .9?;u*cc 
PPPOl"? -.1609*01 -.1319*02 .9391*01 
PffQZ» .P*?:M*üC .2CC3*!! .2753*01 
PPP036 .5170*02 .135C*t? .7970*00 
FFP0J7 .202e*L2 .9?57*C1 .1?17*C0 
P=P0«C -.21?3*02 -.21£l*Ci2 .1219*01 
FFfOBl .19'C*C2 .2112*tZ .1173*01 
pppoai .■; 916*01 .6036*C1 .ir.l5*01 
FrFor? -.S33C*D1 -.3flS*Cl .67«>C*0C 
PPPO"? .2706*00 -.2r

)33*01 -.93^1*01 

R.S.S.   E"?™   3F   TttT   VS   AfU'.YS :3   COMPA^I^M   0"    AXIAL   FORCE* 

»■C-WALTZATICN PSS   FRRCR 
^ACTCfi OF FP^crs 

INFI'T   FACTOP .cot .CCC 
C*LCULATCD   FACTC9 5.076 ^.937 

C.C.r          .'.le^OC 

W.t.r           .1692*00 

Several methods are used to establish a measure of error.   They are: 

Description Relation Reason 

Least square error (LSE) No weight 
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Description Relation Reason 

Weighted least square 
error (WLSE) *|föK-^ 

1/2 
Weighted readings 
with higher 
strain 

Composite error (CE) 

P 

i=i 

-P^ 
,2 

N 

EK 
i=l 

1/2 

Weighted read'ngs 
with higher 
forces 

where 

£_ = test strain gauge reading 

t„s = full scale strain gauge reading 

The results of the various weighting 
methods are in Table 18.  Also the composite 
error is applied only to the Viking lander cap- 
sule adapter (VLCA) and V-S/C-A as shown in 
Table 19 to compare the data with the proof 
launch spacecraft Modal test (Ref. 9). 

TABLE 18 
Modal Force Comparison Errors 

Mode Least Square 
Error (lb) 

Weighted 
Lf.ast Square 

Error (lb) 

Composite 
Error (%) Analysis Test 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

708 

703 

701 

702 

704 

705 

711 

717 

712 

707 

714 

713 

53.01 

32.28 

6.94 

17.69 

9.19 

6.38 

28.41 

42.66 

45.87 

2.26 

22.39 

52.71 

2.09 

0.90 

0.94 

0.030 

0.015 

0.086 

1.16 

1.37 

1.73 

0.0035 

0.29 

1.61 

74.82 

50.62 

54.62 

19.40 

19.89 

21.94 

35.54 

75.13 

72.12 

51.87 

101.3 

98.83 
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TABLE 19 
Composite Error of VLCA and V-S/C-A 

Mode VLCA 
(%) 

V-S/C-A 
(%) Analysis Test 

1 708 55.75 46.81 

2 703 54.56 41.67 

3 701 18.81 12.06 

4 702 5.37 7.19 

5 704 8.20 17.52 

6 705 25.46 8.53 

7 711 21.82 14.89 

8 717 49.18 51.88 

9 712 79.37 82.52 

10 707 29.95 59.40 

11 714 102.0 108.6 

12 713 62.99 21.99 

To help resolve the source of discrepancy, 
test force coefficients are checked using the 
modal acceleration data.  The truss loads 
resulting from the modal acceleration times 
the mass applied as a static load are compared 
to the modal force coefficient.  The compari- 
son for the VLCA members is shown in 
Table 20.  The good correlation indicates the 
error to be the result of the difference in the 
analytical and test modes. 

TABLE 20 
Comparison of Modal Force by Inertia Load - 

Mode 713, Frequency 26.49 Hz 

Member Test Inertia Analysis 
No. (lb) (lb) (lb) 

750 161 175 134 
751 53 47 -20 
752 262 299 166 
753 279 291 290 
754 116 131 -44 
755 104 130 157 
LSE 20.92 85.41 
CE 12.76 62.99 

Future efforts will be to obtain the force 
coefficient throughout the structure by applica- 
tion of the modal acceleration times the mass 
as an external load. 

L. Strain Energy 

Strain energy (SE) of a mode is a signifi- 
cant parameter in the description of a mode 
shape, especially when modal forces are of 
interest.  Equation (5) directly relates strain 
energy to the stiffness matrix. 

For a mode, strain energy values describe 
the member or sets of members with the largest 
forces and deformations whereas kinetic 
energy (KE) describes the masses with the 
largest inertial motion.  The significant dif- 
ference is the SE of the system is directly 
related to relative displacements at the ends 
of the members whereas KE is directly 
related to the absolute displacement. 

The axial strain energy of the i^ member 
monitored during the modal test is 

^i = lÄ^ (40) 

where 

.th (SE). = strain energy of the i    member 

F. = force in the i    member 

L. = length of the i    member 

A, = cross-sectional area of the 
ith member 

E. = modulus of elasticity of the 
1     it*1 member 

The SE of each axial member for both 
analysis and test is listed in the order of its 
magnitude.  Also the SE of each member group 
is listed to help identify the characteristics of 
the mode shape.  Table 21 shows the strain 
energy of each member and the comparison 
between test and analysis of a typical mode 
both in its magnitude and percentage.  Table 22 
shows the comparison of the same mode listed 
in the order of magnitude.   Table 23 shows the 
percentage SE of each member group for the 
first twelve modes. 
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TABLE 21 
Strain Energy Comparison - Analytical Mode 3 vs Test Mode 701 

Member Test (in.-lb) Analysis (in.-lb) Test (%) Analysis (%) 

' i-fUft 

SUSS'il .«•r.C<*-C2 .r,'«97-C2 .^715-02 .3975-0■• 
CuSGfC .277r-C2 .«•l<»f-03 .lflf-03 .2172-03 
3UZ6«:' .S^C-O? .7703-02 .3791-C? .1598-0'' 
:us6r<» .lll«-p<l .2L7R-03 .I'll-O^ .1239-0' 

TOUL- • mei-ai .1193-01 .-179-02 .9312-0' 

"PACrCAFT   T9USS 

cUSG«f .lUS'-tl .127'-tl .RT55-02 .7E21-07 
SUSS»? .2^3T-L2 .35HS-02 .I'Sr-O? .1-379-03 
iL'SSSS .IC7H-C1 .251r-01 .1790-01 .H03-01 
3 USB»" WilC-Ol .7313-01 .UMO-Cl .13<;5-01 
E,JS69C .J^ei-til .«•213-01 .2069-01 .2r13-01 
cl.'jS'»! .<»12«-C<« .2911-0«« .2HD1-CU .1711-01 
3u^G?r .ef^fc-C? .':077-03 .3*99-02 .3028-03 
auss0-» .n^-ci .353:-01 .1359-01 .2136-01 
cUS60«i .2-C7*CP .2mt*üo .i«eo*oo .1138*00 
su^s3«; .X^nrtuii .1337*00 .3r,C3-Cl .9330-01 
ELSe?^ .3^tr-02 .37002 .lo60-02 .2210-02 
3'j:S'>7 .23^7-ci .IS'Jl-Ol .1367-01 .1101-01 

TCT»t.7 .G2<»')*CC .SS'C+OO .3'3e*0C .3550*Or 

uFFtP  rLA^^ T=;'JSS 

3.JS7?P. .°99'>-C2 .7711-02 . •322-02 .1C17-0-' 
JIIS727 .1131-01 .1251-01 .6f00-r.2 .7159-02 
EUS7?» .2131-03 ^GO'-LS .1753-03 .2113-03 
Eu^77r .in'-02 .2&8:-02 .^'83-03 .1511-02 
2<JS7Z7 .123:'-C3 .2235-03 .7203-01 .1363-03 
EUS7<»? .sir.r-oi .£791-01 .«♦773-01 .1015-01 
3uS7iif .i05<;*cc .7723-01 .6117-01 .1610-01 

T^T*Lr .210S+0C .loS5+00 .1228*00 .1005*00 

LAf.DiC   TpL!: s 

GUS7C;G .1DST-C"« .326';-03 .0303-05 .1313-03 
EUS7rl .2201+00 .2113*00 .iT17*00 .KOOtOf 
3US75? .sn^-ci .'♦777-01 .3C01-01 .2350-01 
EU!;7r7 .1COS»DO .1613*:0 .y76'--oi .9619-01 
9U375'» . S'f + ÜL ."♦Ol^ + Oti .2101*00 .2397*00 
E,JS7r'- .irM7-oi .2101-01 .?,:92-C2 .1252-01 

TCT4L- .SKJT + CO .3'»33*00 .1^53*00 .5031*00 

3U3   MA*N   LO ^G-^c^, 

EUS3CF .2ieC-03 .3113-03 .1272-03 .1857-03 
3US910 .<tl3o-03 .3t03-03 .2103-03 .2033-03 
EUCSU .17B?-C1 .«SST-O«» .1011-01 .55C3-01 
BU'Sl? .5177-03 .i«03r,-03 .3015-03 .2101-03 
EutSlf .t^lT-OZ .?312-L2 .2r70-':2 .3169-0? 
3US31? .5T35-C2 .3935-02 .3139-02 .2393-03 
Eussrc .3?lr-0<; .3677-j.i» .1572-01 .2153-01 
3US9?7 .6357-03 .5313-03 .3c11-03 .3195-03 
GUS8-F .1033-01 .113 7-01 .fC 15-02 .7081-f? 
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TABLE 21 
Strain Energy Comparison - Analytical Mode 3 vs Test Mode 701 (contd) 

Member Test (ln.-lb) Analysis (ln.-lb) Test {%) Analysis (%) 

C'JC »30 .3011-07 .1331-03 .1753-07 .7337-0* 
EUS331 . j?<ii-cr .«tllC-L2 .229E-02 .2*!;5-0? 
3US»3? .•••«3?-CJ .1252-02 .:913-C? .25*2-02 
£.US3Ir .25*F-t2 .2650-02 .l*«?-f? .1591-07 
3 US33« .a^cu-cn .3500-05 .le5l-0* .2033-Or 

EUS8«ir .•lSL?-t3 .7590-03 .279C-C3 .U527-03 
aussii .117C-C2 .7933-03 .cn2-oi .*e73-03 

zrtki- .3«t9r-Gl .356C-01                    1 .:03F-C1 .2127-01 

OGfUi.rlCK   SUtSYSTrf 
* 

P'POOJ .10»?-C)I .2002-0«» .'-1G9-Q* .119*-0* 
FFPOC« .6C5«t-C,« .173 3-0 3 .7P7r-0* .103*-07 
oopoo« .1';3t-03 .1*02-02 .257^-03 .9353-03 
rrpou .3,571-C3 .5290-03 .2C90-07 .31*9-0? 
papOl? .S«l33-C2 .3711-02 .:;*93-02 .5136-0? 
rrrois .S^t-CS .r931-03 .*o0R-D5 .3f33-07 
PPP02» ,.215t-G? .1630-0* .1252-05 .S721-Ü5 
C'POJF .663'-C'2 .'•2i:-L2 .3663-02 .2513-02 
PPP037 .7-5<»G-C3 .1113-03 .*r>27-03 .3*30-0* 
P'-Pü«tt .l&57-t2 .1570-02 • f i5*-cr .9355-03 
P?P0iH .7^2««-Ü3 .1035-02 .*332-03 .^177-03 
FFFO*; .2931-03 .2917-03 .lf*8-03 .17*0-03 
PPP0S3 .2237-03 .1051-G3 .1332-03 .G239-Ü* 
rpposr .2l3i»-t£ .1370-0* .1?*3-0E .1115-0« 

T3T*Lr .2C1«-C1 .1332-01 .1175-01 .1123-01 

TCT»Lr .1717*01 .1077*01 .1000»01 .1000*01 

R.S.S.   CROP   CF   T£tT v AKHVSTS rcfs ivjtz"! rr STPAI»; zmfirv 

KC^^ALIZATICN RSS   CRRCR 
FACTOR OF ropers 

INFUT   FACTOR 0.076 6.937 
CALCULAT^O   FACTC^ .933 .001 

TABLE 22 
Strain Energy in Order of Magnitude - Analytical Mode 3 vs Test Mode 701 

Member 
Strain Energy (Test) 

(in.-lb) 
Member 

Strain Energy (Analysis) 
(in.-lb) 

BUS75* .210**00 3US75* .2397*00 
ru,;E9ft .1*60*00 EUSG9* .1*39*00 
3US751 .1317*00 9US751 .1200*00 
BUS 753 .9765-01 EÜS753 .9619-01 
:U5695 .9003-01 susng? .3330-01 
RU5 7*C .F1*7-C1 eUS7*G .*S1C-01 
3US7*2 .*77-?-Cl 3USS99 .*3S5-Q1 
SUS699 .M**?-01 BUS7*2 .10*5-01 
auS752 .300*-Cl 3USr52 .2950-01 
'U<-C9C .2068-01 eussgc .2513-01 
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TABLE 22 
Strain Energy in Order of Magnitude - Analytical Mode 3 vs Test Mode 701 (contd) 

Member 
Strain Energy (Test) 

(in. -lb) 
Member 

Strain Energy (Analysis) 
(in.-lb) 

0üC63I .IW.-Cl ausc93 .2136-01                         1 
'via« .17?C-01 BUCF39 .1SC3-LI 
^■J-GIT .13S?-tl 9US7=5 .1253-01 
3 US 755 .'592-02 EU5C<'7 .UCt-tl 
:u:5»= .,»35n-C2 3üSr.95 .7621-02 
rl,'r727 .EeCt-02 BUS-'27 .7U59-C2 
-:u:92r. .ZOl'i-U aUS125 .7031-02 
fuc;2r .'•22-C2 rFFH2 .ri9e-02 
PPP012 .b<»5T-C2 2JS72S .««517-02 
rFPcjC .T963-02 BUS(?62 .'»?;SC-02 
5US6S2 .329<«-C2 PUS553 .3375-02 
EUC?18 .■'1I'«-C2 BUSSIG .7169-02 
aussj? .2313-02 3US332 .2it2-,-2 
rtssss .271C-02 fTPL'36 .2^13-02 
eusai1; .757C-C2 GUS9JI .2'455-02 
Etc 331 .229,;-02 eUS919 .2333-02 
3U^S93 .l'36C-02 9USfi9G .2210-02 
cuses' .le3C-C2 euso75 .irsi-L2 
sucsj"; .1<»3:-C2 3US597 .l';79-02 
EU^7If .9193-03 BUS730 .ie<*l-02 
eucJii .'",312-01 poM^^O .3305-03 
PFCC<»C .fl5«-03 FFFr.09 .5 3c3-CI 
pppcjjr .»»627-03 pppr.'m .F, 177-03 
PTFOm .1TS2-03 Bus?m .1G73-C3                           | 
euso«}? .3393-03 ausno .«•527-03 

!           BU,;32 7 .3S<»<t-03 FPPC19 .3r.39-L3 
einau .3015-03 3US323 .3U95-03 
EU^SIC .279E-03 FPPL11 .31«»9-f.3 
rpooo? .?'75-C3 BUS592 .3023-03 
EUS81C .21C9-0J BUSGGC .2M72-03 

1           PP^Oll .2090-03 BU5313 .2«»0«»-03 
rrpoi»? • ICif-OI 9US729 .2119-03 
2U3o60 .15iS-03 9US310 .2033-03 
TPOB? .1332-03 EUS750 .13«»9-03 
3U;906 .1272-03 9US30G .1357-03 
EUS72S .12^7-0 3 FPFC'43 .1710-03 
2Ut;732 .7209-C«! SUS732 .1363-03 
rppoc; .F1C9-C1» EUSeG"« .1239-03 

1           ?PP001 .3375-0'» PP0CC'» .103<»-03 
FUS691 .2'«0M-ü'» FPF(J37 .g'»30-0M 

M.  Reaction Forces 

The calculation of reaction forces at the 
base of the VTA/CTA by the modal forces 
from the V-S/C-A strain gages and the modal 
accelerations provides a check on the test data. 

The [M
RE

]T matrix from Eq. (30d) repre- 
sents the reaction forces from the modal 
accelerations.  The reaction forces calculated 
from the V-S/C-A modal member force data 
are compared to [H^jj.  The comparison of 
the data are in Table 24. 

N.  Generalized Mass from Modal Damping 

The generalized mass terms [M   >J from 
Eq. (30d) are checked by the following relation- 
ship.  At a normal mode, the damping values 
are offset by the force values.  From Eq. (28), 

raT{q}T = [*]?:{f), (41) 

for the n    mode.  Since 
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TABLE 23 
Strain Enerpy Distribution Comparison 

Mode Bedframe 
(%) 

V-S/C 
Truss 

(%) 

Upper 
Plane 
Truss 

(%) 

Lander 
Trass 

(%) 

Bus Main 
Longeron 

(%) 

Propulsion 
Subsystem 

(%) 

1   A* 0.01 0.86 0.03 0.09 0.04 0.02 
T» 0.01 0.84 0.03 0.08 0.04 0.03 

2   A 0.09 0.73 0.03 0.04 0.01 0.10 

T 0.06 0.78 0.02 0.04 0.01 0.09 

3   A 0.09 0.36 0.10 0,50 0.02 0.01 

T 0.06 0.36 0.12 0.48 0.02 0.01 

4   A 0.10 0.35 0.03 0.42 0.04 0.06 

T 0.07 0.40 0.03 0.40 0.04 0.06 

5    A 0.0 0.54 0.03 0.30 0.04 0.09 

T 0.0 0.55 0.04 0.26 0.04 0.12 

6    A 0.05 0.43 0.05 0.31 0.04 0.13 

T 0.04 0.47 0.07 0.24 0.04 0.15 

7    A 0.26 0.22 0.05 0.11 0.06 0.35 

T 0.20 0.24 0.08 0.11 0.07 0.38 

8   A 0.36 0.09 0.01 0.09 0.02 0.44 

T 0.26 0.11 0.02 0.25 0.03 0.34 

9    A 0.20 0.05 0.05 0.44 0.03 0.23 

T 0.20 0.05 0.04 0.38 0.04 0.29 

10    A 0.01 0.08 0.02 0.57 0.02 0.30 

T 0.04 0.07 0.02 0.58 0.03 0.28 

11    A 0.10 0.22 0.06 0.46 0.02 0.13 

T 0.04 0.22 0.27 0.58 0.01 0.08 

12   A 0.06 0.08 0.10 0.63 0.02 0.11 

T 0.10 0.23 0.03 0.51 0.03 0.12 

* 
Analysis , 

^Test. 

159 



TABLE 24 
Comparison of Reaction Force 

Mode 

Reaction Force:  Accelerometer (Strain Gage)a 

'       FX 
(lb) 

FY 
(lb) 

Fz 
(lb) (in.-lb) 

MY 

(in.-lb) 

Mz 
(in.-lb) 

708 401 

(517) 

-120 

(-169) 

-8 

(54) 

16700 

(15587) 

60000 

(52441) 

-1270 

(-1565) 

703 75 

(78) 

383 

(391) 

8 

(-102) 

-52400 

(-33728) 

11600 

(6802) 

1394 

(1926) 

701 45 

(50) 

-28 

(-36) 

-4 

(-10) 

10300 

(9540) 

1110 

(-1398) 

11400 

(12847) 

702 19 

(14) 

131 

(138) 

19 

(-22) 

-49300 

(-44093) 

59 

(-1311) 

2440 

(2374) 

704 -2 

(-1) 

19 

(-1) 

-44 

(-50) 

-3900 

(-1585) 

23700 

(25842) 

8060 

(9087) 

705 25 

(22) 

-4 

(5) 

-107 

(-119) 

684 

(62) 

15000 

(14108) 

-3440 

(-4483) 

711 12 

(5) 

-2 

(-2) 

1080 

(1106) 

241 

(974) 

18100 

(18207) 

-2240 

(-3388) 

717 17 

(28) 

-6 

(-40) 

444 

(465) 

1810 

(3392) 

833 

(762) 

-1490 

(-557) 

712 2 

(17) 

28 

(81) 

125 

(97) 

2600 

(-6375) 

-438 

(248) 

1200 

(920) 

lumbers in parentheses refer to strain gage measurements. 

then 

nn 

m 

2p M    CD rn   nn   n 

nn 2p u ä rn n'n {'! 

(42) 

(43) 

Each generalized mass term M^ is calculated 
from Eq. (43) by measuring the modal damp- 
ing, frequency, velocity of the participation 
factor, shaker force, and displacement in the 
force direction.   The comparison is in Table 25. 
Since the modal damping pn varied, the Mnn 
varied accordingly.  As noted, the Mnn is 
within the range of the damping measured; how- 
ever, because of the variation in on> M nn can- 
not be accurately measured by this method. 

160 



TABLE 25 
Generalized Mass Comparison 

Based on 

Mode Damping Based on 
Mode Shape 

High Aver- 
age Low 

708 0.065 0.141 1.021 0.261 

703 0.111 0.179 0.617 0.252 

701 0.130 0.227 0.833 0.290 

702 0.063 0.091 0.410 0.364 

704 0,133 0.290 0.785 0.344 

705 0.056 0.081 0.330 0.244 

711 0.902 i 499 3.037 0.881 

712 1.111 2.043 5.557 0.776 

707 0.011 0.024 0.060 0.083 

714 0.171 0.376 3.141 0.397 

713 1.292 2.179 6.692 1.101 

FINAL DYNAMIC MODEL 

The final VO dynamic model is a combina- 
tion of the modal test configuration and sub- 
structure characteristics verified by substruc- 
ture tests.   Since Eq. (22) representing the 
modal test configuration was verified by test, 
the parameters are accurate.  Modifications 
are made to update the parameters to the 
V-S/C Mission B configuration.   The subscript 
FB denotes Mission 6 configuration.  The 
changes are: 

CHANGES REASON 

[M]T)Ato[M] FB 

WP,I t0Mp,FB 

WS.T   
t0M; S,FB 

The mass of the pro- 
pellant is changed to 
the Mission B config- 
uration; see Table 2. 

The dyna-nic charac- 
teristicss of ihe 
propulsion module 
changes 

The dynamic charac- 
teristic of the scan 
platform changes 
since its joint is 
allowed to move along 
the serrations 

The parameters verified by the moda'i test 
and updated to represent Mission B are com- 
bined with the remainder of the substructures. 
Each substructure is verified by a modal test. 
The combined equation of motion represented 
by Eq. (18) becomes 

["IKB     F,r H-W 

WB = [^HE 

•H^iWiHi 

MR 

■ ;n 

;    O l^ 

Wc ■     COPB Wc 

l^WA XSPA 

I'ISPI WiPI 

rVsi'2 lI|lsP2 

I;I;SP3 !^P3 

(44) 

(45) 

(46) 

Table (26) summarizes the various param- 
eters verified by the correspondirig tests. 
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TABLE 26 
Test Verified Models 

Parameter Description Test for Verification 

[M]FB Mission B mass matrix All the modal tests and the propellant 
effective weight tests 

W Rigid body mode Calculations Mpß should check with the rigid 
inertia properties of the V-S/C/CTA/CTA at 
Its base 

N Model of bus with CTA/VTA Static test on the bus and system modal 
test; the CTA/VTA only included in the 
system modal test 

WP Displacement function of 
propulsion 

Modal and static test of propulsion module 
and system modal test with referee fluid 

Ws Displacement function of scan 
platform 

Modal Test of scan platform and system 
modal test without joint slippage; the joint       ] 
slippage was Included for load analysis 
since higher forces would result in joint 
slippage                                                              | 

Wc Displacement function of 
cable trough 

Modal Test of cable trough and system 
modal test 

{q}sPA Displacement function of solar 
panel with relay antenna 

Modal and static solar panel tests with 
a relay antenna 

{q}sPi 
(i = 1, 3) 

Displacement function of solar 
panel 

Based upon a mathematical model of the 
solar panel with a relay antenna; the relay 
anienna was removed from the math model 
for this configuration 

tC3FB Damping matrix for Mission B 
configuration 

Data based upon modal tests where avail- 
able; the damping matrix was diagonalized 
at each transformation; the kinetic energy 
evaluation of the modes was used as a 
guide to estimate damping; solar panel 
viscous dampers were not included but 
estimated as a modal damping 

WFB StLimess matrix for Mission B 
configuration 

yabstructure modal and static tests; sys- 
tem modal tests                                                  j 

[s] Load matrix Substructure modal and static tests; system     j 
modal tests 
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The real eigenvalues and eigenvectors of 
Eq. (44) with [C]FB = 0, results in 

WB 

Ws 

i'lsPA 

WSPI 

WsP2 

CIFBI 

\'\* 

({"iJ 
(47) 

w SP3 
FB 

Substitution of Eq. (47^ with Eq. (44) and pre- 
iplication of [♦]i¥, results in multipli FB 

M RR 
FB 

RE 
^B 

M ER     Pi.EE 
FB LMFBJ 

[<%] 
(48) 

^£ 'A 
•Co] 

{PIB ■ [s)(.)FB{x|. FB (49) 

Wi^sKHMpBWpa       (so) 

The procedure to obtain the flight model 
was not complicated. The effort required to 
obtain fCSfj was based upon engineering 

judgement. Since damping for most substruc- 
tures is measured or estimated, the system 
damping matrix was based upon the kinetic 
energy contribution of the substructures to the 
system mode. 

The data represented by Eqs. (48) through 
(50) was transmitted to MMA to couple the VLC 
on the VO to obtain the V-S/C mathematical 
model. 

CONCLUSION 

Highlights of the steps leading to the VO 
dynamic model are summarized with the 
mathematical equations and data.   The success 
is attributed to substructure modal coupling 
concepts where each substructure is experi- 
mentally verified.  The degree of correlation 
is dependent on the use of the dynamic model. 
The mode shapes and frequencies of the sys- 
tem correlated well but some difficulty exists 
in correlating moaai forces.   A measure to 
establish the degree of correlation is still 
required. 

An overall structures and dynamics pro- 
gram integrating the substructure analysis, 
hardware availability, and test will result in 
a successful dynamic model.  Overall system 
modal tests may not be required. 
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MODAL TEST RESULTS OF THE VIKING ORBITFR* 

E.   L.   Leppert and B.  K.   Wada 
Jet Propulsion Laboratory 

Pasadena,  California 

and 

R.  Miyakawa 
Martin-Marietta Aerospace 

Denver,  Colorado 
(assigned to the Jet Propulsion Laboratory) 

A modal test of the Orbiter Development Test Model (ODTM) has been 
conducted to verify, or update, the mathematical model used for load 
analysis.    The approach used to assure the quality and validity of the 
experimantal Hata is defined,  the modal test is described, and test 
results are presented and compared with analysis results.    Good cor- 
relation between the analyses and the test data assures an acceptable 
model for incorporation into the mathematical model of the launch 
system. 

INTRODUCTION 

The Jet Propulsion Laboratory is respon- 
sible for the Viking Orbiter System (VOS), 
which is part of the overall Viking Project 
managed for the National Aeronautics and Space 
Administration by the Viking Project Office at 
Langley Research Center.    Two Viking space- 
craft will be individually launched on a new 
Titan IIIE/Centaur D-1T launch vehicle in 
August 1975. 

The analysis process used to define design 
loads utilizes mathematical models of the 
launch system and of the Viking spacecraft. 
The information is in the form of modal char- 
acteristics and requires the use of modal 
coupling techniques for solution with present 
computers [1].    Experimental verification of 
the dynamic characteristics is necessary to 
provide confidence that the analysis model ade- 
quately represents the actual structure. 

The major objectives ol the test [2] weie 
to determine the dynamic characteristics and 
to evaluate the dynamic load paths of the ODTM 
configuration.    Special efforts were made to 
ensure that the accelerometer measurements 
would provide valid dynamic information. 

Strain gage measurements were desired at the 
highest feasible excitation level consistent 
with constraints to limit the accumulation of 
fatigue damage. 

Before the tests reported in this paper 
were conducted,  modal tests had been made on 
major and minor substructures of the VOS. 
Some of these tests were conducted to provide 
improved dynamic predictions for the mathe- 
matical model of the modal test configuration. 
These included tests of the propellant tank 
("slosh" test),   propulsion module,   scan plat- 
form,  and cable trough.    Additional tests were 
conducted on the solar panels and the high- 
gain antenna to provide experimentally updated 
characteristics for inclusion in the final math- 
ematical model of the VOS. 

The general techniques described below 
for obtaining valid data and for data evaluation 
and correlation for the modal test configuration 
were also used in the substructure tests.    In 
some cases,   improvements were made in the 
test operation as a result of the substructure 
test experience. 

Each test contributed to better definition 
of the dynamic characteristics of the modal 

'This paper presents the results of one phase o;' research car; ied out at the Jet Propulsion 
Laboratory,  California Institute of Technology, under Contract No.  NAS 7-100,   sponsored by the 
National Aeronautics and Space Administration. 
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test configuration and thus to improved confi- 
dence in the modal test predictions. 

The planned approach to assure the quality 
and validity of the teat results included com- 
puter programs especially written for pre-test 
and post-test calculations, and data checks 
made during the tests.    The computer pro- 
gram outputs provided information for conduct- 
ing the tests,  for evaluating and correlating 
the test results with analysis predictions (3], 
and for delineating the source of differences. 

MATHEMATICAL SUMMARY 

A brief description of the mathematical 
operations and terminology used in this test is 
provided below,  primarily in the form of 
definitions.    (Complete development can be 
found in [3],   [4], and (5]. 

(m)»,   (m]T mass matrix; analytical,   test 

(♦)A> WT normalized mode shape matrix 
(vectors) 

MlliSUVANI IAN». 

— IMIUbl *«f MtLV 

Vir.INC SPACKRAfI 

(♦IF rigid-body vectors 

/7    7 n u,/- -VIA 

-CIA m Nf 
U]A(m]T (<t)]A  =  fmj test for (1) 

validity of [m]T 

[*]]. (m]T (4.]T =  C~meeJT        orthogo- (2) 
nality,  test 

[m    J rigid-body mass matrix 

[m"] 

rr 

rigid-elastic inertial coupling 

total elastic and rigid-body 
matrix 

[merHm«e]-l[m--e]   :rmrrl    effective    (3) 

*- ma s s 

[mrr] -  [m^J  =  (;mr    J residual (4) 
u        J mass 

matrix    ' 

Note that the normalization for the orthogo- 
nality matrices is such that each diagonal term 
la 100%.    The effective mass terms for each 
mode are also presented in terms of percent of 
the total rigid-body value. 

TEST CONFIGURATION 

The configuration selected for the modal 
test (Fig.   1) included a rigid simulation of the 
Viking lander capsule (VLC),  the Viking lander 
capsule adapter (VLCA),  the Viking Orbiter, 
the Viking spacecraft adapter, and the two 
adapters connecting the spacecraft to the 

Fig.   1 - Modal test configuration 

Centaur booster (the Viking transition adapter 
(VTA) and the Centaur truss adapter (CTA)). 
The Viking Orbiter included tl.e bus, propul- 
sion module,  scan platform, and cable trough. 
Specifically excluded were the solar panels 
and the high- and low-gain antennas,  which 
had been tested earlier.    The thermal blankets 
were also excluded from the test article. 

The rationale for selecting the components 
of the test configuration included the necessity 
to provide good analytical interfaces between 
the test article and both the flexible lander and 
the Centaur booster, and the requirement for 
obtaining accurate information on the dynamic 
characteristics of the major components of the 
VOS. 

The inclusion of the rigid lander and the 
VTA/CTA trusses provided good mathematical 
interfaces, and the ability to attach shakers 
and to position accelerometers took precedence 
over inclusion of some of the less important 
components. 

DETERMINATION OF INERTIAL 
PROPERTIES 

The inertial properties of each item of 
the test article were experimentally deter- 
mined or were calculated using measured 
weights and a detailed (estimated) weight dis- 
tribution of the item.    In particular,  the 
properties of each bus bay were obtained by 
using measured values of the contents of the 
bay    supplemented by calculation of the bus 
structure contribution.    Similar weight 
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calculations were made for other item«; the 
resulting weights were used in both analysis 
and test prediction and in correlation 
calculation«. 

The propellant tanks were filled to the 
flight ullage condition with referee fluids 
(liquid Freon and isopropyl alcohol) and pres- 
surised to 100 psi above ambient.    The "effec- 
tive" weight parameters were obtained from 
the results of the "slosh" and propulsion mod- 
ule tests. 

The total weight of the test article was 
7456 lb, of which 3235 lb (43%) was liquid. 

The breakdown into weight items was 
coordinated with accelerometer positions so 
that the contribution of each portion of the 
structure to the total kinetic energy was cor- 
rectly accounted for.    For each weight item, a 
transformation for relating the accelerometer 
readings to the 6 degrees of motion ol the 
lumped mass was generated and was inverted 
to prove its validity. 

Meaningful comparisons between experi- 
mental and analytical results (such an ortho- 
gonality) are not possible if the inertial 
properties for each are not realistic and com- 
patible.    The difficulty arises in part because 
the analysis uses a more detailed distribution 

and generate* mode shapes at many structural 
node points, whereas the experimental distri- 
bution uses larger "lumped" masses and mea- 
sures motion with a limited number of accel- 
erometers.   To determine that there was 
equivalence,  a transformation of the analysis 
mode shapes to accelerometer readings was 
made and was used with the experimental mass 
matrix to obtain an "orthogonality" matrix 
(see Table 1 and Eq.   1).    The closn approach 
to being diagonal indicates the validity of the 
experimental distribution. 

TEST FACILITY AND INSTRUMENTATION 

The test was conducted in a special test 
facility consisting of a seismic base and a test 
tower. The test tower provided sets of beams 
and cranes for pendulous support of electro- 
dynamic shakers, as well as catwalks and lad- 
ders for adjusting the cranes and for access to 
the test article (Fig.  2). 

The test article was instrumented with 
125 accelerometers and 290 strain gages dis- 
tributed as shown in Table 2. 

The accelerometer data acquisition system 
utilized a scanner to acquire the acceleration 
signals sequentially in a preselerted order. 
The output of each scanned acceierometer sig- 
nal and of a reference accelerometer signal 

TABLE  1 
Orthogonality of Analytical Modes and Test Mass Matrixa 

4. 35 4.40 7.48 7.83 10,92 13.36 14.64 17.95 18.81 23.42 24.28 26. 18 Frequency, 
Hz 

1 2 3 4 5 6 7 8 9 10 11 12 Mode 

100 0.9 -0.3 -0. 2 
1  

0.8 -0.9 1.4 1.6 
i  

-1.7 -0.3 -0.9 0.4 1 

100 -0.2 -0.2 0. 3 0. I -0. 1 0.2 -3. 1 0.4 -2. 2 -0.4 2 

100 1.3 -1.6 1. 1 -1.7 -1.4 0 -2. 1 -1. 2 0. 7 3 

100 -0.4 I. 2 -0. 2 -0.3 -2.7 1.7 -0. 3 I. 1 4 

100 1.0 0. 8 1. I -0.6 2. 2 -0. 2 I. 1 5 

100 0.4 -0.7 0. 8 0.9 -0.9 1.8 6 

100 -1. 8 

100 

0 

-0. 2 

100 

0. 2 

-1.4 

-0.9 

100 

-2. 3 

1. 2 

0. 7 

-1.0 

100 

0. 9 

-0. 2 

-1.4 

0. 2 

-2. 3 

100 

7 

8 

9 

10 

11 

12 

aSee Eq.   (1). 
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Fig.  Z - Modal test setup 

TABLE  Z 
Instrumentation Distribution 

Substructure Accelerometers Strain 
Gages 

Rigid lander 6 

VLCA 18 

Bus  (16 bays) 72 163 

Cable trough 8 

Scan platform 6 

Attitude control 4 
support 

Viking space- 36 
craft adapter 

Propulsion 33 69 
module 

Total 125 290 

(selected for each mode) was fed through 
matched tracking filters to a gair -phase meter, 
where it was reduced to ratio and phase angle 
form and converted by a coupler and 

teletypewriter to printed and punched tape out- 
put.    The strain gage system procured data in 
a similar manner.    Information to fully iden- 
tify each run was manually inserted with the 
teletypewrite r. 

The equipment could operate in a "manual 
select" mode to allow examination of accelera- 
tion ratio and phase of any individual channel. 

TEST OPERATIONS 

The test article was excited by (up to) 
ten 25-lb peak force Ling shakers.    The sys- 
tem provided separate power supplies for the 
field and armature current; an oscillator to 
control the frequency of excitation; meters, 
oscillographs, and oscilloscopes to monitor 
the operation; and a means to simultaneously 
open the armature circuits for decay 
measurement. 

The physical operations used to find and 
isolate the "pure" modes of the test article fol- 
lowed a normal pattern of searching for a 
response peak,  then adjusting shaker positions, 
forces, and phases until Lissajou figures of 
force and velocity closed.    For a simple sys- 
tem with good frequency separation and little 
stiffness or inertia coupling, this is an ade- 
quate approach.    Initial calculations of the 
dynamic characteristics of the test article 
indicated that this approach would probably 
not be completely adequate. 

To supplement the approach,  computer 
programs were formulated to provide tables of 
predicted frequencies and mode shapes in the 
form of normalized accelerometer readings, 
normal mode plots, and plots of residual 
weight. 

Figure 3 is an example of a residual 
weight plot [4,   5] for the Z direction.    The plot 
is a measure of the importance of the mode in 
that direction and of the number of modes 
remaining to be isolated.    In conjunction with 
a typical plot of the mode shape (Fig.  4) and 
tables of local kinetic energy distribution 
(Table 3),  the residual weight plot provided 
information for the placement,  phase,  and 
force levels required to excite each mode. 
Residual weight plots were provided for X,   Y, 
and Z translations and for ex, 9y,  and ez rota- 
tions; the mode shape plots included two lateral 
views in addition to the plan form view shown. 
The tabulated mode shape data allowed selec- 
tion of the reference accelerometer channel 
and,  with the data acquisition system in the 
"manual mode, " a means for checking the 
amplitude and phase readings of important 
accelerometers with the predicted values.    If 
these comparisons were not satisfactory,  addi- 
tional adjustments of frequency and shakers 
were made. 

When satisfactory isolation was obtained, 
the accelerometers and strain gages were 
recorded,  and oscillograph decay records of 
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Fig.   3 - Analytical residual weight plot,  Wz 
vs mode number (see Eq.  4) 

X COOKDINAIf 

DOIItD LINES INDICATE MODAL DISPWCEMENT 

F«EOUENCY     7.48 Hi 

Fig.  4 - An analytical mode shape 

selected accelerometers obtained.    Additional 
recordings of each mode were obtained at 
higher levels with adjustment of frequency and 
shaker force,   if required,  to re-establish the 
mode.    The higher-level tests were made to 
obtain more realistic damping and to establish 
the linearity characteristics of the test article. 

As each recording was completed,  the 
punched paper tapes were transmitted to 
s.^orage in an 1108 computer and were pro- 
cessed by special data reduction and evaluation 
programs. 

Three basic shaker setups were used — 
with major forces in the X, Y, and Z direc- 
tions.   After alt the excitable modes for a 
given direction were obtained,  sine sweeps 
were made to reveal possible additional modes. 
Routinely, a mode obtained early in a given 
shaker setup was reacquired before the setup 
was changed.   In several cases, a mode was 
excited a second time by shakers in a different 
basic force direction, 

DATA CHECKS 

Prior to and during the test operations, 
planned checks were made to ensure that good 
strain gage and accelerometer data would be 
acquired.    Additional checks were instituted 
as a result of anomalies encountered during 
the test. 

During assembly and disassembly of the 
test article, and before and after each test 
period,  static strains were recorded and pro- 
cessed.    Before and after each test period, a 
scan of excitation voltage was taken.    Good 
comparison of these readings to a standard set 
indicated that the data were valid.    Any sig- 
nificant change wac investigated to determine 
the cause of the discrepancy.    A similar check 
on the gain-phase meter output was included 
when an intermittent error in output numbers 
was observed. 

A series of checks on the accelerometer 
data provided comparisons between original 
and re-acquired modes,  routine on-line com- 
parison of modes at successively higher levels 
of excitation, and computer comparison of 
accelerometer levels to determine those gages 
with a consistently low output.    A major 
accelerometer data error,  caused by base sen- 
sitivity to stress (transmitted through a 
1-1/4-in.  micarta block) was detected by 
observing a distorted mode shape (Fig.   5). 

RESULTS AND DISCUSSION 

All important structural modes below 
30 Hz were obtained,  many at multiple levels 
of excitations.    An initial set of data was at 
least partially invalidated by problems in 
strain gage readout and erroneous accelerom- 
eter readings, but adequate checks were 
developed to ensure the validity of the final 
measurements. 

The most usually accepted measure of 
good modal data is the orthogonality of the 
modes as defined by Eq.   (2).    The pre-test 
criterion goal for off-diagonal terms was 10% 
or less.    From Table 4, the maximum term is 
6. 2%,  with only three terms equal to or greater 
than 5%. 

Since the motion of the experimental mode 
is defined by a limited number of accelerom- 
eter positions,  the mass matrix used cannot be 
considered >?xact.    However, the orthogonality 
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TABLE  1 
Analytic»! Local Kinetic Energy (Analysis  Mode 701 )a 

Node 
Local Kinetic Energy Distribution, % 

X Y z ex ey 
e
2 

Sum 

1 0.08 0.31 0.00 0.00 0.00 0.00 0.40 

2 0.20 0.06 0.00 0.00 0.00 0.00 0.26 

3 0.05 0.05 0. 00 0.00 0.00 0.00 0. 11 

4 0.00 0.06 0.00 0.00 0.00 0.00 0.06 

5 0.01 0. 10 0.02 0.00 0.01 0.00 0.13 

6 0.01 0. 11 0.01 0.00 0.00 0.00 0. 14 

7 0.06 0. 13 0.00 0.00 0.00 0. 00 0. 19 

8 0. 16 0.08 0.00 0.00 0. 00 0,00 0. 24 

9 0.09 0.66 0.01 0.00 0. 00 0. 00 0.77 

10 0.02 0.50 0.02 0.00 0.00 0.00 0.54 

11 0.01 0.51 0.01 0. 01 0.01 0.00 0. 55 

12 0. 16 0. 84 0.03 0.00 0.00 0.00 1.03 

13 0.00 1.02 0.02 0.00 0.00 0.00 1.05 

14 0. 12 0. 35 0.00 0.00 0.00 0.00 0.48 

15 0.02 0.39 0.00 0.00 0.00 0.00 0.41 

16 0. CO 0.51 0.00 0.00 0.00 0.01 0. 53 

10! 5. 39 3.98 0.01 0.43 7.59 62. 20 79.61 

301 4. 55 3.60 0.03 0. 02 0.00 0. 1! 8.32 

303 2.63 0. 33 0.01 0.02 0.02 0. 10 3. 10 

401 0. 14 0.00 0. 00 0.00 0.00 0.03 0. 18 

501 0. 19 0.04 0.00 0. 00 0. 00 0.02 0. 25 

201 0.95 0.06 0. 07 -0. 02 0.24 -0.03 1. 27 

402 0.05 0. 00 0.00 0.05 

403 0.05 0.00 0.00 0. 05 

404 0.05 0. 00 0, 00 0.05 

601 0.02 0. 01 0.00 0.03 

602 0. 02 0. 10 0.00 0. 12 

603 0.01 0. 00 0. 00 0.01 

604 0. 01 0. 07 0.00 0. 07 

15.02 13. 89 0. 26 0.46 7. 90 62.46 

aFrequen :y =   7.48 Hz. 
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Fig.  5 - Distorted experimental mods shape 

matrix of Table 1 indicates that an adequate 
representation has been used. 

The experimental frequencies show good 
comparison with the analytical predictions 
(except for one mode) with an average increase 
of about 5. 5% over the analytical (Table 5). 
Typical correspondence of the modes is shown 
by means of the effective mass (Table 6) and by 
modal plots (Figs.  4 and 6).    In each case, the 
relationship between analytical and experi- 
mental data is good.    Table 6 verifies that the 
major modes have been obtained when a mini- 
mum of 89% of the effective mass is accounted 
for.    Additional good comparisons of "cross" 
orthogonality,  mode shapes, and kinetic ener- 
gies are shown in [3]. 

Although good comparison of the analyti- 
cal and experimental results does not neces- 
sarily assure that the experimental data are 
good,  when an analysis is updated by data 
obtained from modal tests of substructures,  a 
good comparison tends to reinforce the validity 
of both. 

TAB/.E 4 
Orthogonality of Test Modes 

4.51 4.65 7.84 8.30 11.51 14. 19 15. 35 19.61 19.82 24.85 26.49 29.34 
Frequency, 

Hz   ' | 

708 743 701 702 704 705 711 709 712 707 713 714 Mode 

100 6.2 -0.2 -1. 1 -0.3 l.l -2.3 -1.9 -1.7 0.6 0 -0.6 708 

100 0, 1 -1.2 -4. 1 3.0 -0.9 -2.4 1,0 -1.2 -1.5 -2.5 743 

100 0.4 0.8 1.6 -0.2 -0.7 -1.5 -0.5 0.4 3.5 701 

100 1.0 1.3 1.2 1.1 -1.8 1.2 -0.5 -0. 1 702 

100 0.6 0.8 1.7 -1.0 0.2 -0.4 4.6 704 

100 0.4 -0.6 1.5 4.4 1.6 -5.0 705 

100 -0.1 

100 

-0. 1 

-2.7 

100 

3.6 

1.0 

5.9 

100 

-1.3 

2.5 

2.7 

-3.4 

100 

-0.2 

-0. 2 

-1. 1 

-1.9 

-1.5 

100 

711    ! 

709     1 

712 

707 

713 

714     1 

aSee.Eq. (2). 

171 



TABLE  5 
Analysis Prediction and Modal Test Fequencies 

Analysis Mode Analysis 
Frequency,  Hz Test Mode Test 

Frequency,  Hz 
Percent 

Deviation 

1 4.35 708 4.51 3.55 

2 4.40 743 4.65 5.38 

3 7.48 701 7.84 4.60 

4 7.83 702 8.30 5.65 

5 10.92 704 11.51 5. 12 

6 13. 36 705 14. 19 5.85 

7 14.64 711 15. 35 4.63 

8 17.95 709 19.61 8.45 

9 18.81 712 19.82 5. 10 

10 23.42 707 24.85 5.75 

11 24.28 714 29.54 17.8                 | 

12 26. 18 713 26.49 1. 17 

TABLE  6 
Analytical and Experimental Effective Massd 

Mode X Y Z ex ey ez 

1 96. 42b 

(89. 51)c 
1.76 

(7.97) 
0.01 

(0.03) 
1.34 

(6. 12) 
35. 20 

(78.23) 
0. 14 

(0.88) 

2 1.67 
(3.30) 

87.47 
(86.49) 

0.0 
(0.03) 

63.66 
(64.45) 

1.49 
(3.15) 

1,09 
(1.13) 

3 0.95 
(0.89) 

0.28 
(0.35) 

0.0 
(0.01) 

1.75 
(1.88) 

0.02 
(0.02) 

55. 21 
(56.91) 

4 0.06 
(0.10) 

5.60 
(4.81) 

0.03 
(0.10) 

28.95 
(27.51) 

0.01 
(0.0) 

1.94 
(1.66) 

5 0.05 
(0.0) 

0.06 
(0.11) 

0.56 
(0.58) 

0.10 
(0.19) 

6.40 
(7.80) 

19. 58 
(20.43) 

6 0, 20 
(0. 38) 

0.06 
(0.01) 

5.63 
(6.67) 

0. 10 
(0.01) 

4.77 
(5.65) 

9.83 
(7.39) 

7 0.0 
(0.01) 

0.01 
(0.0) 

49.02 
(51.80) 

0. 01 
(0.0) 

0.40 
(0.63) 

0.25 
(0.24) 

8 0.02 
(0.02) 

0. 01 
(0.0) 

12.98 
(12.52) 

0.01 
(0.01) 

0.04 
(0.0) 

0.07 
(0. 15) 

9 
0.0 

(0.0) 
0.06 

(0,05) 
0.45 

(0.90) 
0.06 

(0.02) 
0.0 

(0.0) 
0.41 

(0,09) 

10 0.0 
(0.0) 

0.02 
(0.01) 

3. 15 
(0.58) 

0.03 
(0. 03) 

0.0 
(0.01) 

0.0 
(0. 04) 

11 0.0 
(0.0) 

0.02 
(0.01) 

13.60 
(11.57) 

0.07 
(0.02) 

0.0 
(0.0) 

0. 23 
(0. 06) 

12 0.0 
(0.0) 

0.02 
(0,07) 

5.02 
(22.17) 

0.06 
(0. 20) 

0.0 
(0.0) 

0.0 
(0.06) 

Total 99.37 
(94.39) 

95. 37 
(100. 24) 

90.45 
(95.96) 

96. 12 
(100.20) 

98.33 
(95.89) 

88.75 
(89. 15) 

aSee Eq.   (3 
bAnalysis. 
cTest. 

m 
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Fig.  6 - Valid experimental mode shape 

The accuracy of modal strain is more 
difficult to establish.    One representative mode 
is presented to help establish the accuracy as 
related to data scatter on strain magnitude. 
Figure 7 shows small scatter over a stress 
range approaching specified stress limits. 
(Since the limits were set to preclude possi- 
bility of fatigue damage,  the member loads 
and strains are not large. ) 

Other methods were used to establish 
strain gage accuracy.    The modal forces can 
be evaluated from strain gage or by a static 

MODE 701 

E8EQUENCY = 7.84 Hz 

solution of a structure with modal inertial 
forces.    Table 7 shows the Viking lander cap- 
sule adapter results compared on this basis. 
Table 8 shows the Viking spacecraft adapter 
results based on the reactive forces from the 
VTA into the struts.    A general observation 
is that the strain gage readings are accurate 
to within 25% if the magnitude of the strain 
is greater than 5 pin. /in. 

Damping was generally low,  with the 
highest value (2% critical) corresponding to the 
two lowest frequencies where sloshing of the 
fluids was greatest.    From Table 9, the lowest 
value was 0. 4% for a mode which was domi- 
nantly rotation about the pitch axis for the 
rigid lander. 

In general, the structure responded in a 
linear manner for the level of excitations 
achieved, as shown by the strain curves. 

SUMMARY AND CONCLUSIONS 

A modal test has been conducted on the 
ODTM configuration of the Viking spacecraft 
using a coordinated approach of analysis and 
test.    Results from modal tests of substruc- 
tures,  conducted earlier,   .vere used to pro- 
vide data to improve the analytic model of the 
test article,  from which high-confidence pre- 
dictions of test characteristics were obtained. 

The good correlation that was obtained 
between analyses and post-test data reductions 
reinforces the validity of both types of data and 
assures an acceptable model for incorporation 
into the analyses of the complete launch vehicle. 

TABLE 7 
Viking lander capsule adapter forces 

0.08 0.12 0.16 0.20 0.24      0.28 

RESPONSE ACCELERAriON, g (PEAK) 

Fig.   7 - Strain vs response acceleration 

Mode 

Forces, a lb 
Percent 
Error Strain 

Gage 
Inertial 

Load 

750 

751 

752 

753 

754 

755 

161 

53 

262 

279 

116 

104 

175 

47 

299 

291 

131 

130 

8. 70 

11.30 

14. 20 

4. 20 

12.80 

24. 6^ 

aFor mode 713, frequency = 26.49 Hz. 
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TABLE  8 

  ST oas e Reactions 

Mode 
Force,  lb 

Moment,  lb-in.^ 
— 

Fx Fy F2 Mx My Mz 

— 

708 401a 

(517)b 
-120 

(-169) 
-8 

(54) 
16700 

(15587) 
60000 

(52441) 
-1270 

(-1565) 

= 

703 75 
(78) 

383 
(391) 

8 
(-102) 

-52400 
(-33728) 

11600 
(6802) 

1394 
(1926) 

701 45 
(50) 

-28 
(-36) 

-4 
(-10) 

10300 
(9540) 

1110 
(-1398) 

11400 
(12847) 

702 19 
(14) 

131 
(138) 

19 
(-22) 

-49300 
(-44093) 

59 
(-1311) 

2440 
(2374) 

704 -2 
(-1) 

19 
(-1) 

-44 
(-50) 

-3900 
(-1585) 

23700 
(25842) 

8060 
(9087) 

705 25 
(22) 

-4 
(5) 

-107 
(-119) 

684 
(62) 

15000 
(14108) 

-3440 
(-4483) 

711 12 
(5) 

-2 
(-2) 

1080 
(1106) 

241 
(974) 

18100 
(18207) 

-2240 
(-3388) 

717 17 
(28) 

-6 
(-40) 

444 
(465) 

1810 
(3392) 

833 
(762) 

-1490 
(-557) 

712 2 
(17) 

28 
(81) 

125 
(97) 

2600 
(-6375) 

-438 
(248) 

1200 
(920) 

-values trom inertial loadi 
^Values from strain gages. 

3. 
     i                            1 

TABLE 9 

1                             1 
Summa ry of High-Level  Tasts 

High-Level High-L-^vel Damping Mode Freq,  Hz Ratioa 
Member Load,  U >     Stress, psi 

p=cC 

708 

743 

701 

702 

704 

705 

711 

709 

712 

707 

713 

714 

708 

753 

701 

732 

704 

705 

711 

709c 

712 

747 

713 

714 

4. 51 

4.65 

7,84 

8. 29 

11.43 

13. 95 

15. 32 

19.61 

19.47 

24. 39 

26. 39 

29.44 

4.48 

5. 98 

1.07 

1.56 

1.51 

1.41 

1.39 

7. 10 

1.84 

2.42    i 

1.31 

3. 12 

751 

754 

754 

752 

755 

752 

664 

750 

750 

A-P<- 

753 

754 

125 

93.6 

520 

360 

370 

398 

287 

79 

304 

428 

180 

430 

321 

1780 

1309 

1280 

1150 

1848 

2i0 

975 

2065 

1311 

629 

0. 020 

0.020 

0.007 

0.006 

0,005 

0.004 

0.007 

0.010 

0.013 

0.014 

0.007 

0.009 
aRatio of sPecified Hmit 

■       i  

KatlC, ot     actual load 
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DISCUSSION 

Mr. Dor land: The last modal, test I «as Involved 
in, linearity was a big bug-a-boo that we had 
to cope with. What would your strategy have been 
if the structure had not been linear? 

Mr. Leppert: The structure here was linear but 
we have nonlinear components In our total vehicle. 
The solar panels are attached to the truss by 
means of viscous dampers. They also have attach- 
ments with a little bit of slop in them. This 
is one reason why they were left off. We needed 
to get a good definition of the basic structure 
of the airplane. The other modal test of the 
high gain antenna showed a nonlinearlty with 
frequency also. That was the reason for leaving 
it off. However, I wouldn't really expect that, 
at the test levels used here, we would get into 
trouble. At higher levels there is, I think, 
a definite probability that, at 2 1/2 or 3 g 
levels on a piece of hardware like this that 
you will begin to bend. This is good, In a 
sense, because It's an indication that damping 
is gclng up, and you would like to have some 
damping. 

Mr. Wada: let me answer that question. The 
reason we went to such high levels as 1 to 2 g's, 
which are very high from the modal point of view, 
was to get as high a damping an possible in the 
flight type situation.  (The commenter did not 
use the microphone «ad the balance of his answer 
was lost.) 

Wt- '*• -«nd: That is a reascaable strategy. 
1 have i.ne other question. I gather from  the 
Schematic if  the structure that it Is full of 
pin Joints o. tuose trusses. 

Mr. Wada: They were monobolts. 
cussion lost.) 

Mr. Dorland: 

(Other dls- 

That brings me to the last questloi 
I want to ask. With all those Joints of that 
nature in the test article, did you find that 
the structure tended to work as you were running 
the survey. Did you f1-- chat the mode that you 
tuned on the list da-  . the survey came in on 
the same frequency as you tuned it on the first 
day of the survey? 

Mr. Leppert: No, I had no problem setting up a 
ar-de at the same level that I had set it up 
before. Hv^ever, there were two modes one of 
them which had some nonlinear characteristics. 
(Balance of discussion lost.) 
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IMPLEMENTATION OF INTERACTIVE GRAPHICS TO A TRANSIENT RESPONSE RING CODE 

Robert W. Buchanan*. Thomas N. Vogel*, and Philip G. 
Lockheed Missiles & Space Company, Inc. 

Sunnyvale, Califo.nia 

Underwood t 

An interactive graphics approach to the implementation of a transient response ring 
code is described in detail, along with the requirements that led to ifs creation.   The 
merits of this system are discussed including the ability of the analyst to selectively ac- 
cess any mode of operation and view or update any current system parameter.   Finally, 
the systenri which is fully operational at Lockheed Missiles & Space Co., Inc., is 
illustrated by an example from a production-analysis environment. 

INTRODUCTION 

The code developed as an extension of the work 
begun by P. G. Underwood 11,2] to include various 
strain-rate and strain-hardening formulations and an 
interactive graphics capability.   This paper reports 
on the work which was undertaken to determine the 
feasibility of employing interactive computer graph- 
ics for correlation studies involving experimental 
and calculated dynamic response data.   Since the 
creation of the Hybrid Ring SHORE (HRS) code, the 
code has been utilized with great success in a pro- 
duction analysis environment in various departments 
throughout Lockheed.   The visible potential of 
SHORE HRS has demanded rewriting of two addi- 
tional codes to facilitate an interactive capability. 

Though the authors feel the HRS code is an ex- 
tremely economical and practical tool for the analy- 
sis of ths transient response of rings, their primary 
goal in «riling this paper was not to praise the code, 
but rath r to indicate the enormous opportunities and 
capabi i ies avaüabie to the interactive user. 

CODE SOLUTION METHOD 

The plane stress ring version of the SHORE code 
(Shell of Revolution) is based on a one-dimensional 
simplification of the original two dimensional code 
il.2i . In the ring version, the meridional displace- 
ment, its derivatives, and stress are assumed to be 
equal to zero. The subsequent text briefly describes 
the solution technique, and features of the code. 

The shell equations solved by the SHORE code 
are derived by Sanders \?,] with provisions for both 
linear and nonlinear kinematic solutions.   The 

♦Research Engineer. Vulnerability & Hardening Studies. 
tResearch Scientist. Structural Mechanics Laboratory. 

loadings are initial radial velocity, initial step change 
in temperature, and surface pressure histories: all of 
these can be specified for each mesh point.   The 
boundary conditions implemented through fictitious 
points include symmetry or antisymmetry at the 
starting angular location (0 deg) and at the terminal 
angular location. 

Time integration is handled with the straight- 
forward second-order central-difference operator. 
Use of the formulation in terms of past- and post- 
displacement increments |2| produces a solution 
technique most compatible with incremental plasticit\ 
theory.   The spatial derivatives are based on second- 
order three-point difference in conjunction with a 
half-spacing grid.   This gridwork greatly simplifies 
the expressions for the various derivatives needed, 
and it also results in a more accurate solution than 
normally associated with second-order finite- 
difference expressions (4) . 

The plasticity formulations include perfect plas- 
ticity, and Isotropie and kinematic linear strain hard- 
ening options.   To obtain the stress resultants, the 
stresses are computed at five points through the 
thickness, and the integrations are performed using 
Simpson's method.   For elastic solutions, algebraic 
expressions are used for the integration to save com- 
puter time, throughout the coding,    algebraic forms 
are used wherever possible to avoid time-consuming 
numerical techniques. 

The computational sequence is as follows.  Start- 
ing with a new increment in time, vhe required bound- 
ary conditions for the displacement increments are 
set.   The increments of strain and stress are com- 
puted lirst, ihen the total strain and stress, and then 
a check on yield conditions is made.   If yielding has 
occurred, new total stresses are computed in the 
plasticity subroutine.   Now, with the total stresses 
available, the resultants are computed, and their 
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boundary conditions are set.   Using the resultants 
and their derivatives in the equilibrium equations, 
the next increments in the two displacement quanti- 
ties are computed, and once again the time loop 
commences. 

EQUIPMENT 

Lockheed's present scientifically orienttJ, inter- 
active graphics capability consists of a Tektronics 
CRT Display Unit (Seres 400) used in conjunction 
with a CDC 6400 Computer System.   The CRT display 
system consists of two storage scopes, a tablet and 
stylus unit, and a hard copy output device.   Interac- 
tion with the graphics system may be accomplished 
through the console keyboard or function keys, the 
tablet and stylus hardware or th> juystick: which can 
be used tu position points, lines, arcs, and alpha- 
numeric characters on the scope.   The hard copy unit 
is capable of producing 8-I/2-in. by 11-in. dry cop- 
ies of any information displayed on either scope. 

The CDC 6400 system fer.tures a 60-bit scientific 
computer with a 67.000-word. lOO-nsec user avail- 
able central memory.   It also has an additional 8.4 
million-word fixed-stack disk unit as secondary stor- 
age.   The system is specifically designed for multi- 
job processing (seven CPU's) and therefore readily 
lends itsrlf to interactive graphics applications. 
Fifiure 1 provides a view of the arrangement of the 
interactive graphics equipment. 

T[«TIONIC5 C»T D'S'UV ufiir 

Fig. 1 - Equipmer* 

In addition, there is a CRT scope which monitors 
the program execution on the CDC 6400 (Scope A). 
Through this scope, commands may be input to the 
computer during execution.   Aiso, it allows the user 
to view any core location or register of the computer. 
This is significant in |>ermitting efficient, interactive 
debugging or updating of the basic computer cede. 

INTEGRATION OF GRAPHICS INTO CODE 

The original transient response ring code, de- 
veloped tvr the UNIVAC 110^ System, consists of a 
set of program modules or overlays whose interde- 
pendence is established by input parameters.   There- 
fore, to implement the interactive graphics, one 
additional overlay was written to facilitate five basic 
modes of open.tion which, when used in the proper 
sequence, allows the analyst to: 

(1) Influence the program's execution by updating 
system parameters. 

(2) Overlay experimental and calculated graphs, 
overlay two calculated graphs, or selectively 
request printed and graphical output. 

(3) Update any input parameter or array value 
and then re-execute the code. 

(4) Execute multiple stacked decks of experi- 
mental or input data. 

(3)   Pause or terminate program execution at any 
desired time. 

(6) Verify input decks prior to program 
execution. 

(7) Generate plot tapes for high speed, off-line 
plotting. 

The CRT scopes are used for two distinct pur- 
poses.   The first is to display output or input data. 
The output can be shown in graphical or printed form. 
The input consists of variables or arrays, bofii of 
which can be viewed and updated as desired.   Sec- 
ondly, the scopes are used to display questions which 
necessitate action by the analyst, or display the set 
of commands which are active in a given portion of 
the program.   Figures 2 to 5 exemplify these 
displays. 

The interactive portion of the code was designed 
for ease of operation by the analyst.   Through dis- 
plays on the CRT's or the 211 scope, the analyst is 
constantly able to monitor the program's execution, 
and he is cued as to which commands or program 
paths are currently available.   Also, if the program 
encounters some difficulty, such as non-convergence, 
or non-compatibility between information requested 
or functions in the program, it does not error off. 
The problem is related to the analyst through the dis- 
play, and several avenues of action are then made 
available to him.   This type of interaction between 
the system and the analyst allows for almost on-site 
introduction and training on the equipment. 

ILLUSTRATIVE EXAMPLE 

Some discussion is merifed on the type of project 
which precluded implementation of an interactive 
graphics capability to the existing transient response 
ring code. 

Figure 6 illustrates the experimental configura- 
tion for the study.   The pressure imparting device, 
or pusher plate, consists of an aluminum/mylar/ 
aluminum layup preformed to the test specimen's 
outer radius.   The pusher plate impacts the ring 
through an arc of -83 to +83 deg.   The use of mag- 
netic repulsive forces, which are porportional to the 
square of the current density applied across the 
pusher plate, supplies an easily determined and uni- 
form pressure on the ring.   From these tests, inner 
and outer surface strain gage data were collected 
for several angles. 
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UTMTE/RET KCY Ft 
(CW V*«1*8L£ KEY fl 
NEW CASE KEv FJ 
END KUN KCV F4 
CWFMISON KEY f5 

CALL MENU FIRST 

KEY n 

Fig. 2 - Display of Command Module (CM) of 
program, denotes 5 major branches 
of code'8 logic 

Fig. 3 - Allows for viewing and updating all 
input variables and array values 

J» tLIf* ONE VA.UE. ENTQI LINE NUflBU.  A DELIHJTEÄ,   THE f« VALUE,  DEffESS KE7MRN. 

KntEM:   rtet   TO UTDATE VALUES,   TAB  TO ROLL OUT.   FX  FC* mitt*KD OTTICN. 

SYSTEM PARAMETER  M0DIFICATION ROUTINE   1 

1. M>T 18 21 S2 4.7::::£*g< 
2.  LAYS 22 ALfHAT -0. 
3. M» • t 23 SZ 4 2r-"-B4 
4. ITEHf 24. H 2.9Jr::»:5 
S. IKT 25 INP i 
6. KZ 26. S2C I.:-":'-'J5 
7. ins 27. S2T S.7z.::,'.'3i 
». NSL 28. ETA e 
9. NON -e 29 S2A a 
10. KBC(I) 38. SZA 0. 
II. KBC(2) 31. HA 0. 
12. IV 32. INPA 0 
13. 1ST 33. S7AC 2 
14. 1EPI it. S2A1 3. 
15. IPZT 35. RrOA 0. 
1«. 1PTT 36. TA 8. 
17. («HO 67Se3£-« 37. in> -a 
I». THO 803J3E 82 38 V8 -8 
19. LW -0. 39 PR -s 
28. ET üeeezE'B? 48. DT 2 S2.3.CCc-07 

PI    EXECUTION OF PROC. 

f4    CALL CCIWAND rODULE 

F2    VALUES CHANGE CONT 

55    VALUES OANIEC CO.lP 

F3    CALL MENU NUf13ER 2 

.c6    JNACTIVE 

71   4?   7« 

Fig. 4 - First of 2 displays of input variables 

A particular study which utilized this code con - 
sisted of a one-layer beryllium ring which was sub- 
jected to transient pressure loadings imparted by the 
previously described pusher plate configuration.   In 
such a study, the analyst might wish to consider 
many possible parameters and formulations in an 
effort to obtain correlation with the experimental re- 
sults.   In past studies, because of limitations on time 
and money (i.e., high com,, -ter costs, time in 

de-bugging changes to the code, and the required 
one- to two-day turn-around time for graphical out- 
put), only a limited number of these variables were 
able to be considered. 

The major goal of such a study is to enhance our 
capability of predicting experimental results, thus 
allowing for the proper placement of strain gage 
on specimens, and reducing the overall number of 

179 



! 

DO YOU WAN1   TO GENERATE AN  1108 PLOT TAPE 

IF  YES TYPE RUN NO.   AND RETURN 

CALL CM TO RE-VIEW PLOTS,     KEY Ft 

NEW CASE  ,   NO PLOT  TAPE GENERATED,     KEY F2 

Fig. 5 - Allows analyst to generate off-line 
plot tape 

Fig. 6 - Test specimen installed in magnetic pusher assembly 
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costly experiments.   With the speed and flexibility of 
the new code, it was anticipated that for the same ex- 
penditure in time and money, additional effort could 
be put forth to (l) improve, if necessary, the mater- 
ial model for beryllium (2) investigate the effects of 
different strain hardening and strain rate formula- 
tions or calculated results, and (3) obtain a better 
understanding of the interaction between the pusher 
plate and the test specimen.   The study evolved into 
a process of making many short computer runs, and 
comparing the calculated data to the experimental 
data.   After the mode! had compared favorably with 
the experimental results for early times, a run was 
made for the desired response time interval.   The 
interactive graphics system lent itself favorably to 
this need because without wasting time, the analyst 
could make a run, view the results, change parame- 
ters and other system information, and re-execute. 
This alleviated the normal wait for the return of batch 
jobs and the ultimate hand plotting of experimental 
data on the calculated plots.   The following para- 
graphs briefly describe the work performed, the re- 
sults, and the role of the interactive graphics system. 

Although the material properties for beryllium are 
generally well established, variances do exist in 
specimen properties because of the manufacturing 
methods (51.   Table 1 gives the final values used for 
the material model, and the bands over which such 
parameters as the yield stress, fracture stress, 
elastic modulus, and density were evaluated.   A pre- 
liminary study conclusively showed that the ring's 
response, over the range of these parameters, is 
almost invariant.   Also, note that the peak response 
values are identical (Fig. 7).   Having determined the 
effect of the material properties on the response, the 
more difficult portion of the work was undertaken 
determining the proper plasticity formulation. 

Two strain-hardening formulations (Isotropie and 
kinematic), and two strain-rate effects were investi- 
gated. In past studies, only an Isotropie formulation 
with no strain-rate effect was used. However, be- 
cause of the characteristic reverse loading behavior 
of beryllium, as noted in other experiments and 
papers (5), it was believed that perhaps a kinematic 

TABLE 1 
Table of Values 

Material 
Property 

Range of Values 
Evaluated 

Value 
Chosen 

for Study 

Yield Stress 

Fracture Stress 
Tension 

Compression 

Elastic Modulus 

Density 

Strain Hardening 
Modulus 

4.2E4 to 4.7E4 psi 

Ö.7E4 to 1.0E6 psi 

1.0E5 to 1.0E6 psi 

42E6 to 44E6 psi 

6.675E-2 to 
6.688E-2 lb/in.2 

2.H4E5 psi 

4.7E4 psi 

'y.'t-i psi 

1. 0E5 psi 

4.4E7 psi 

6.675E-2 
lb/in .2 

2.94Er) psi 

ta^oNst vs. MAUtiAi nomun or 
MMYIIUM (CASM.I J 00.73 
INNf« FltCt SIIAIN AT THCTA ' 0.00 Of G      B.W.OI. 

1.0X10 

-1.0X10 

4- 4—J 

LM. 

1.0X10 ' J.0X10 

IIM 

Fig. 7 - Shows programs capability'of overlaying 
two calculated i.kxs 

strain-hardening formulation would more accurately 
describe the material response for the inelastic 
cases.   Figures 8 and 9 show the results of the Iso- 
tropie and kinematic formulations, respectively. 
The kinematic formulation exhibited greater strain 
relaxation (i.e., lesu permanent strain) than the ex- 
perimental results because the difference between 
the yield stresses in compression and tension was 
kept constant, i. e., no Bauschinger effect was consid- 
ered.   This formulation afforded too much elastic 
deformation between the yield points.   After further 
investigation, the Isotropie formulation with 1 percent 
structural damping was chosen because it seemed to 
give the best approximation to the early time experi- 
mental peaks, and it also proved to give good results 
throughout the entire time interval of the response 
(Fig. 10). 

fXAM.'U W ISOrROPIC STRAIN 2 OCI. 73 
HAROINIMG ( CASE 2) 23.20.54 
INNIEIlfER STRAIN AI IHETA - 0.00 KG 

-2.0XI0"03'' i   ; ~+ 
*..- .— 

~ 

■0J 'r - - 

■^ 

-B.OXIO-03       '     !      
0 2.0X10"04      4.0XI0"04    '-oxio"04     e.oxio"' 

TIME 

Fig. 8 - Example of Isotropie strain hardening 
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ouMnc or KINCMATIC snwiN 70a n 
HAtOCNINC (CASf J) MUM 
INNII FIMi STIAIN AI IMtIA ■ 0.00 DCC 

0 J.0X10"04       4.0X10'04    '  0XI0"04        8.0XI0'04 

TIME 

Fig. 9 - Example of kinematic strain hardening 

IXAMClf Of ISOHlOdC STRAIN J OCT. 73 
HA«DENING (CASt 2i 24.02.54 
INNE» f If" tTHAIN AT TMFIA ' 0.00 DTG 

<   -4.0X10 

a debusing aid during this portion of the study. The 
211 CRT scope was used to trace logic and data er- 
rors, thus allowing for the fast location and updating 
of the incorrectly coded areas. 

The addition of the extra mass associated with 
the pusher plate also proved very important in 
achieving good correlation.   The pusher remains in 
contact with the ring for a finite period of time (this 
time being a function of the initial pressure applied 
by the pusher).   If the time is found to be a signifi- 
cant portion of the total response time, the added 
mass of the pusher must be considered in determin- 
ing the ring's response.   Because there is no con- 
straint or bond between the pusher and the ring, the 
pusher was assumed to add only mass and not stiff- 
ness to the system.   The interactive system was used 
to monitor the directional velocities of the nodal 
points to determine when the pusher flies oft the ring. 
The fly-off time at each node therefore was deter- 
mined so that the first peak of the experimental data 
was duplicated. 

Figures 11 through 14 show the final results of 
this study for two cases with different pressure-time 
histories.   The correlation between experimental and 
calculated results is very good; note that the maxi- 
mum experimental values were always equaled or 
bounded by the calculated results.   This indicates the 
capability to predict peak strains and stresses at 
various locations around the ring, and the approxi- 
mate time of their occurrence. 

CONCLUSION 

As the illustrative example shows, these studies 
are quite extensive and predominately computer ori- 
ented.   Consequently, it was a natural step to make 
the computer a direct tool of the analyst by an iter- 
active graphics system, rather than a remote job 
processing system.   The previous sections have dis- 
cussed how the multiple capabilities of the system 
facilitate our present work.   It is important that the 

FXAMP1E Of ISOIROPIC STRAIN 
HAROCNINC (CASt 1) 
INNER FIBER STRAIN AT IHtIA = 0.00 KG 

Fig,  10 - Experimental data (solid line) calculated 
response (dashed line) 

Incorporating time-dependent strain-rate effects 
i^to the code proved very difficult because of the 
ii  rative scheme of the code, and entailed more time 
than it subsequently proved to be worth.   Two formu- 
lations, one from Ref   |6] and the other derived by 
the authors were examined.   Both however, produced 
excessively high yield values, thus allowing for large 
stresses which ultimately exceeded the specified 
fracture stress.   Because dynamic fracture stresses 
are somewhat arbitrarily chosen and in the experi- 
ment the ring was known not to have failed, the frac- 
ture stress was increased to prevent fracturing (final 
value equaled 1.0 E6 psi).   However, the resulting 
strains were then inappropriately small (the stresses 
still being very large) with respect to the experimen- 
tal results.   It should be noted that the interactive 
portion of the code proved extremely effective as 

Fig.  11 - Experiment'il data (sclid line) calculated 
response (d: shed line) 
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system can perform the analysis successfully ir. a 
reasonable time, and it is also important that the 
complexity of the system has been held to a mini- 
mum,   in all such system development, the analyst's 
ability to be able to understand and operate the sys- 
tem is vital; only when the analyst is fully aware of 
the system capabilities can he adapt the system to 
his needs.   Wnen this has been accomplished, the 
analyst will have a very powerful tool, which will not 
only allow him to receive direct feedback on the 
problem, but also will allow him to influence the 
analysis with respect io his interpretation and 
background of the problem. 

It is difficult to state precisely the total saving 
in time and money achieved through this system. A 
cost study showed that for identical jabs on the 

Fig. 14 - Experimental data (solid line) calculated 
response (dashed line) 

interactive and batch system, the interactive system 
cost 25 to 27 percent less per run.   However, this Is 
just a portion of the total savings.   The amount of 
time saved by the analyst who no longer has to wail: 
overnight or longer for graphical output and no longer 
has to hand-plot much of the experimental data saves 
many manhours each month. 

Most of the analysts who have used the system 
found it very easy to use and capable of fulfilling 
most of their needs. 

This system was our first endeavor into interac- 
tive graphics, and proved to be a very beneficial 
learning process.   Because of the initial success of 
the present code, two additional programs have been 
incorporated into the interactive graphics system. 
One, a lumped-mass dynamic response code Is now 
in operation and the shell version of the present ring- 
code is currently being implemented. 

It is reiterated that the most important aspects 
of this system are: 

1.   Flexibility 

2.   User orientation 

3.   Interactive nature 
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system can perform the analysis successfully in a 
reasonable time, and it is also important that the 
complexity of the system has been held to a mini- 
mum,   in all such system development, the analyst's 
ability to be able to understand and operate the sys- 
tem is vital; only when the analyst is fully aware of 
the system capabilities can he adapt the system to 
his needs.   Wnen this has been accomplished, the 
analyst will have a very powerful tool, which will not 
only allow him to receive direct feedback on the 
problem, but also will allow him to influence the 
analysis with respect ;o his interpretation and 
background of the problem. 

It is difficult to state precisely the total saving 
in time and money achieved through this system. A 
cost study showed that for identical jabs on the 

Fig. 14 - Experimental data (solid line) calculated 
response (dashed line) 

interactive and batch system, the interactive system 
cost 25 to 27 percent less per run.   However, this is 
just a portion of the total savings.   The amount of 
time saved by the analyst who no longer has to wait: 
overnight or longer for graphical output and no longer 
has to hand-plot much of the experimental data saves 
many manhours each month. 

Most of the analysts who have used the system 
found it very easy to use and capable of fulfilling 
most of their needs. 

This system was our first endeavor into interac- 
tive graphics, and proved to be a very beneficial 
learning process.   Because of the initial success of 
the present code, two additional programs have been 
incorporated into the interactive graphics system. 
One, a lumped-mass dynamic response code is now 
in operation and the shell version of the present ring- 
code is currently being implemented. 

It is reiterated that the most important aspects 
of this system are: 

1. Flexibility 

2. User orientation 

3. Interactive nature 
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COMPUTER GENERATED DISPLAYS OF STRUCTURES IN VIBRATION 

Henry N. Christiansen 
Brigham Young University 

Provo, Utah 

Computer generated continuous tone images are used to 
display the normal modes of vibration of finite element 
structural models.  The existence of the mathematical 
model fand associated normal modes of vibration) is as- 
sumed, with the process being limited to the display 
process.  The model is presented as a mosaic of triangu- 
lar and quadrilateral elements on a raster driven cath- 
ode ray tube and recorded on film by a camera which is 
mounted in front of and facing the scope.  Mode shape 
information (derived from the finite element structural 
model) is developed by adding appropriately magnified 
mode displacements to the node coordinates and/or color- 
ing the model according to the level of displacement in 
a specified direction.  Application of these procedures 
is shown for models of two unclassified United States 
Navy electro-mechanical sonar transducers. 

INTRODUCTION 

This paper is a result of a contin- 
uing computer graphics research project 
conducted by the author at the Universi- 
ty of Utah under the sponsorship of the 
Department of the Navy and the Advanced 
Research Projects Agency.  It grew out 
of earlier work on kinematic folded 
plate systems [1] and the display of 
displacement, and stress or strain func- 
tions for two dimensional finite element 
models [2].  This work introduced the 
concept of using computer generated con- 
tinuous tone images to display the re- 
sults of kinematic and elastic analyses 
of mathematical models. 

It was apparent that similar display 
procedures could be utilized to produce 
realistic simulations of structures in 
vibration. An effort in this direction 
was spurred by the Naval Undersea Cen- 
ter, who had a requirement to display 
vibration results for three dimensional 
finite element models of s' .r  devices. 
Several displays of these i  nsducers 
are included in the paper. 

As the immediate application in- 
volved models for which the natural 
modes of vibration had already been cal- 
culated, the digital computer software 

generated does not contain any elastic 
analysis capability. This is a depar- 
ture from the previous programs which 
did contain kinematic and elastic anal- 
ysis procedures. 

COMPUTER GENERATED DISPLAYS 

The past dozen years have seen the 
emergence of the field of computer 
graphics. The original work was con- 
cerned with the reduction of three di- 
rr.ensional data onto a plane.  The pro- 
blem of perspective was treated by 
Smith [3] and Johnson [4] and a signifi- 
cant advance was made by Roberts [5] 
with reasonable cost elimination of hid- 
den lines.  The last several years have 
seen the development of a number of 
structural applications using this basic 
liae drawing technology. An early but 
sophisticated system was developed and 
reported fay Batdorf [6] which emphasized 
the interactive nature of the man-ma- 
ciiine environment and implications with 
respect to computer aided design. 

Another important advance has come 
as a result of the creation of shaded 
pictures at the University of Utah (Rom- 
ney [7], Warnock [8], and Watkins [9]), 
GE [10], and MAGI [11].  This paper, 
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among others, suggests the pattern por- 
trayal capabilities Inherent In this 
approach. 

COMPUTER GENERATION OF CONTINUOUS TONE 
PICTURES 

As mentioned previously, the mode of 
presentation in this paper Is the con- 
tinuous tone picture. This refers to 
the rendering of shaded objects by means 
of a raster driven cathode ray tube. 
The image produced is recorded on fllir 
by a camera mounted in front and point- 
ing at the screen.  As the picture is 
being computed and displayed one line at 
a time, the camera, with the shutter 
open, performs an integration function. 

Just as the complete image is a se- 
quence of lines, so an individual line 
is a sequence of dots (or groups of 
dots). The Intensity of each dot must, 
be computed and converted by a digital 
to analog device to a voltage which will 
in turn produce tb' desired Intensity on 
the scope. The relationship between 
voltage and resulting intensity is non- 
linear and it becomes advisable to com- 
pensate for this effect.  Each display 
shown in this paper contains 1024 lines, 
with each line containing 1024 dots. 
Thus, the picture is a mosaic of approxi- 
mately one million dots, and the resolu- 
tion of the scope is so good that it must 
be slightly defocused to avoid the ap- 
pearance of these individual dots. 

A scene is composed in terms of poly- 
gonal (in this case triangular and quad- 
rilateral) elements. The hidden surface 
problem, which is analogous to the hidden 
line problem for line drawings, is solved 
as a result of comparisons of elements in 
a scene in order to determine which is in 
front of which.  A simplification is ob- 
tained as a result of a perspective 
transformation which locates the observer 
at infinity in the direction of the Z 
axis, reducing the problem to a compari- 
son of Z coordinates. 

Systems have been written (Comba 
[12], Weiss [13], and Mahl [14]) which 
remove hidden components for curved sur- 
faces by restricting the class of sur- 
faces and/or accepting long execution 
times.  In 1971, Gouraud [15], suggested 
a method which accepts a finite element 
approximation of the surface and shades 
the elements according to a linear 
function such that visual discontinuities 
between adjacent polygons disappear.  The 
procedure suffers in that the derivatives 
of the intensity function are not con- 
tinuous, however, the method is both 
general and efficient. 

In 1972, Watkins was successful in 
reducing the hidden surface problem to 
hardware Including the linear shading 
scheme. The computer generated pic- 
tures Included in this paper were made 
using this equipment. The time re- 
quired by the "Watkins Processor" is 
negligible and as other components of 
the system are improved, the total time 
required to produce a picture is being 
reduced. 

To avoid the complication of shad- 
ows, the light source is located at the 
position of the observer and the inten- 
sity of the reflected light is made 
proportional to the cosine squared of 
the angle between the normal to the 
surface and the direction to the light 
source.  When "flat" element shading is 
desired, an average normal for the 
element is utilized.  However, when 
curved surface simulation is attempted, 
approximations for the normal to the 
surface at each node must be computed. 
The light intensity is then assumed to 
vary linearly between the nodes on the 
element outer edge. For the interior, 
this scheme results (except for trian- 
gles) in the shading being, somewhat, a 
function of the direction of the scan 
line across the element. This only be- 
comes a serious consideration in the 
event that a single element is highly 
warped. 

DISPLAY OF FINITE ELEMENT MODELS 

In two dimensional finite element 
problems, the analyst will usually ac- 
cept a one to one relationship between 
the structural elements and the display 
elements. However, In three dimensional 
problems each structural element has 
several surfaces, each of which may be- 
come one or more display elements. 
Therefore, it is normal (especially in 
large problems) to supply only those 
surfaces which will appear on the exte- 
rior in the display.  Interior surfaces 
which might become visible in exploded 
views are also required. 

The elements provided are grouped 
according to the "smooth" surface to 
which they belong.  For example, to dis- 
play a cube (from any orientation) re- 
quires six square display elements, each 
belonging to a separate group. On the 
other hand, to simulate a sphere one 
might use a large number of triangular 
and quadrilateral display elements, all 
belonging to the same group. 

User control of the scene takes 
place at the element group level as well 
as for thf> total system.  The option to 
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include or withhold a particular surface 
in a given display is made at the ele- 
ment group level, as is the specifica- 
tion of color and of a local translation 
vector for exploded views. Rotations, 
translations of the global coordinate 
axes, distance from the coordinate ori- 
gin to the observer, scaling of the 
local translation vectors, and amplitude 
of the distortions (according to a se- 
lected mode shape), are all variables 
which are controlled at the total system 
level. The option of color requires the 
computation and display of three images. 
These images are the red, blue, and 
green component intensities for the pre- 
scribed element group and background 
colors. Prior to each pass, the appro- 
priate color filter must be inserted 
between the scope and the camera. 

Coloring the elements to indicate 
displacement levels preceeds according 
to 
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u  is a unit vector which indi- 
cated the specified direction 
for measuring displacements; 
and Uj is the displacement 
vector for node j. 

These intensities are also modified by 
multiplication with the cosine squared 
of the angle between the local normal 
and  the direction to the light source. 

MODEL DESCRIPTIONS AND DISPLAY EXAMPLES 

Displays are presented for two fin- 
ite element models of unclassified 
United States Navy electromechanical 
sonar transducers.  Both structures were 
modeled with three dimensional (solid) 
finite elements taking advantage of 
geometrical symmetry. 

The first device, shown in Figure 1, 
is a segmented piezoelectric cylinder. 
It is composed of 32 staves with alter- 
nating staves having opposite tangential 
polarization.  Due to symmetry, it is 
necessary to model only the upper (or 
lower) half of two adjacent staves. 
This was done with four solid elements 
each having 20 nodal points (8 at the 
corners and 12 at the mid-points of the 
edges).  Each nodal point has three dis- 
placement degrees of freedom and one 
electrical potential degree of freedom. 
By applying the appropriate boundary 
conditions it is possible to calculate 
various circular harmonic. 

The display model, shown in Figure 
2, contains 640 quadrilateral elements 
grouped into four surfaces.  These dis- 
play surfaces (the Inner and outer cyl- 
inders and the top and bottom rings) 
describe only the exterior of the struc- 
tural model.  Figure 3 shows how the use 
of the curved surface simulation option 
smooths the cylindrical surfaces but 
still leaves a sharp edge between the 
cylinders and the top ring.  Data for 
both the structural and display models 
were developed by personnel at the Naval 
Undersea Center (NUC), San Diego. 

Figures 4 through 8 show the device 
distorted according to computed normal 
modes of vibration.  The order of pre- 
sentation is in agreement with ascending 
natural frequency.  Figures 4, 6, and 8 
illustrate "flat" shading, whils Figures 
5 and 7 show the effect of "smoothing." 

Figure 1.  The Real Sonar Transducer 
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Figure 2.  Display Model - "Flat" Format Figure 5.  Mode Shape #2 

Figure 3.  Display Model - "Smooth' 
Format Figure 6.  Mode Shape #3 

Figure 4.  Mode Shape #1 Figure 7.  Mode Shape #4 
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Figure 8.  Mode Shape #5 

2. A steel washer; 
3. The active ceramic piezoelectric 

tube; 
4. The tail mass (a solid piece of 

steel); 
5. A steel stress rod. 

The structural model which included all 
of these components, resulted in 1135 
displacement degrees of freedom [16] 
for 1/4 of the device.  The display 
model, as seen is an "exploded"' view in 
Figure 11, Includes: 

1. The outer surface of the head 
(not including the surface cov- 
ered by the washer); 

2. The outer surface of the washer 
(grouped with the head in the 
"exploded" display); 

3. The inner and outer surfaces of 
the ceramic tube Including both 
ends; 

4. The outer surfaces of the tail 
mass (not including the portion 
covered by the ceramic tube). 

Figure 9.  Displacement Shading - Mode 
Shape #1 

Figure 9 illustrates the use of sha- 
ding variations to indicate displacement 
levels in a user specified direction. 
This technique has been found most use- 
ful in the presentation of objects 
having irregular and unfamiliar shapes 
and when viewing a color display.  When 
such techniques are applied to such 
familiar shapes as cylinders (for which 
the distorted shape is easily distin- 
guished from the undistorted shape) and 
viewed in black and white, the value of 
the technique is reduced.  in Figure 9, 
the model has been shaded according to 
the axial displacement component of the 
lowest natural frequency mode shade. 

Figure 10.  The Real Sonar Trandsucer 

The second device, a T-shaped struc- 
ture, is shown in Figure 10.  This sonar 
element is composed of five main parts: 

1.  The radiating head (a solid 
piece of titanium); 

Figure 11. Display Model 
View 

'Exploded" 
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Since the stress rod is, for the 
most part, Inside the device, it is 
omitted from the display model.  The 
four parts shown are represented by ten 
surfaces consisting of 452 elements. 
The structural model was developed at 
NUC in cooperation with the Electric 
Boat Division of General Dynamics, 
while the display data was generated at 
NUC.  Figures 12 and 13 show "flat" and 
"EDiooth" versions of the assembled dis- 
play model. 

Figures 14, 15, and 16 illustrate 
the device distorted according to com- 
puted normal modes of vibration. 
Figure 14 is a lower frequency mode for 
which most of the motion occurs in the 
radiating head.  Figure 15 illustrates 
an intermediate mode having relatively 
large displacements in the region of 
the ceramic tube.  Figure 16 shows a 
higher frequency mode.  Notice that the 
steel tail mass remains relatively un- 
distorted in each mode.  Figire 17 
shows shading variation utilized to in- 
dicate the axial component of displace- 
ment for the high frequency mode shape. 

RELATED EFFORTS 

The contract with the Department of 
the Navy called for the production of a 
computer generated continuous tone movie 
of the T-shaped sonar transducer vibra- 
ting in the mode shapes shown in Fig- 
ures 14, 15, and 16.  Accordingly, the 
display program was modified to facili- 
tate the specification of the desired 
animation, and a color movie was made 
using a new higher speed display system. 

Figure 13. Disnlay Model - 
Format" 

'Smooth 

Figure 14.  Lower Frequency Mode Shape 

Figure 12.  Display Model - Flat Format" 
Figure ]5.  Intermediate Frequency Mode 

Shape 
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CONCLUDING COMMENTS 

Figure 16.  Higher Frequency Mode Shape 

When using the movie production op- 
tions, one may specify (in addition to 
the options available in the production 
of single frames): 

1. The number of frames to be made 
under automatic control; 

2. Frequency of vibration; 
3. Smoothly accelerated motion for 

rigid body rotation and trans- 
lation, "zooming," and "explo- 
sion" of selected surfaces; 

4. The advancement, of a "peel away" 
plane in space. 

The "peel away" capability allows the 
viewing of interior or otherwise hidden 
surfaces by eliminating, from the dis- 
play, elements (in specified surfaces) 
as they penetrate a user specified 
plane. 

It is felt that computer generated 
continuous tone images (black and white 
and in color) are useful in presenting 
rather complex pattern information. 
For familiar objects, mode shape infor- 
mation is usually discernible by view- 
ing distorted structures. For irregu- 
lar, unfamiliar objects, shading 
according to displacement levels may be 
useful (especially in color). The pro- 
duction of movies of vibrating systems 
becomes Justified as the complexity of 
the display increases. Movies have 
been found to be helpful in viewing 
rigid body components of the motion and 
in the display of wave propagation 
phenomena. 

The software used to manipulate the 
data is almost entirely in FORTRAN. 
Due to the sponsorship of its develop- 
ment under federal funding, it is gen- 
erally available upon request. While 
the program is hardware dependent, ma- 
jor portions have been converted to 
other configurations and used to gen- 
erate line drawing movies. The hard- 
ware system is available for government 
related projects through contracts with 
the University of Utah.  Due to the ex- 
istence of government furnished equip- 
ment, it is not generally available for 
commercial work. 

The author wishes to express his 
appreciation to Mike Milochik of the 
University of Utah for his time and 
talent in the processing of the photo- 
graphs shown in this paper. 
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VIBRATION REDUCTION BY USING BOTH THE 

FINITE ELEMENT STRAIN ENERGY DISTRIBUTION 

AND MOBILITY TECHNIQUES * 

J. J. Sciarra 
Boeing Vertol Company 

Philadelphia, Pa. 

Part of the design t/cle for the development of a complex 
structure, subject to external oscillatory forces, must in- 
volve some means for vibration reduction. This complex 
structure could be a helicopter airframe in flight. Much 
of the reduction could be achieved by anti-vibration devices 
(such as dynamic absorbers) or by structural modification 
(detuning). The effectiveness of the former may be evalu- 
ated by impedance methods, and the eifectiveness of the 
latter may bo determined by strain energy techniques. Both 
these methods have been applied to the design of the Boeing 
Vertol Model 347 tandem rotor helicopter. 

SUMMARY 

In Reference (1), impedance methods 
utilizing the finite element method were 
developed to rapidly evaluate the effec- 
tiveness of anti-vibration devices 
attached to a complex airframe. Either 
test or calculated mobilities may be 
used in the analysis.  This impedance 
methodology has been successfully ap- 
plied to the design of absorbers fur the 
new Boeing Model 347 tandem helicopter. 
The detuning of the 347 fuselage by 

*The work presented in this paper was 
funded by the U.S. Army Research 
Office — Durham, North Carolina, under 
Contract DAHC04-71-C-0048.  The paper 
was presented at the Impedance Seminar, 
Imperial College of Science and Tech- 
nology, London, England, July 3, 1973. 

structural modification also resulted in 
an exceptionally low final vibration 
level throughout the entire flight en- 
velope. The structure to be modified 
can be indicated by energy tech- 
niques. This paper presents and 
compares both methods. 

Impedance methods in helicopter 
design may also be used to determine 
vibratory hub loads and moments acting 
in flight, or to decompose the vibration 
at a point due to remote multiple, 
phased exciting forces or moments into 
its vector components (Reference 2). 

The practical aspects of self- 
tuning Frahm type vibration absorbers 
are discussed in detail in Reference 3. 
The application in this reference was to 
further reduce vibration in the CH-47C 
Chinook. 
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The reduction of the vibration 
level of a helicopter can be accom- 
plished in many ways. Only two of these 
ways associated with the airframe are 
considered and compared in this report. 
Another method that may be considered is 
ihe reduction of the vibratory aero- 
dynamic loading. 

The first technique presented is 
local vibration reduction. This is ac- 
complished by the use of a device, such 
as a dynamic absorber, a gyroscopic ab- 
sorber, or a pendulum absorber, which is 
attached to an area of the complex 
structure. The proper tuning and design 
of the device allows a node to be gener- 
ated on the structure, which reduces the 
vibration in its area.  These local vi- 
bration reducers can be analyzed by 
using the impedance method in conjunc- 
tion with the finite element method 
(Reference 1). 

An attached absorber is shown in 
Figure 1. 

Figure 1. Fuselage with Absorber - 
Impedance Method. 

The second technique presented is 
the lowering of the dynamic environment 
of a complex structure by structural 
modification. The structural modifica- 
tion employed should cause the movement 
of the natural frequency away from an 
exciting frequency. This is shown on 
the spectrum in Figure 2. 

EJCITlNGfnEQUENCV 

NATURAL 
FUEOUENCIES 

MOVE DOWN MOVE Uf 

SPLIT MODAL ENERGY METHOO 

The obvious effect of this is to 
reduce the damped amplification factors. 

Energy matrix methods are the type 
of analyses used to indicate which 
structural areas should be altered for 
optimum modification.  Both impedance 
and energy methods are summarized in the 
next two sections. Their application to 
the Model 347 helicopter is presented in 
the last section. 

IMPEDANCE METHOD 

The current state-of-the-art in 
structural analysis dictates the use of 
the finite element method for complex 
structures. 

First, a finite element mathematical 
model of the structure is generated. 
This model is then programmed into a 
computer in which a dynamic analysis is 
performed.  Results are then obtained 
which give the damped response due to 
external exciting loads at given degrees 
of freedom. 

This is termed "a normal mode 
analysis." The basic equation of motion 
in matrix form is: 

HFK'Ml-H'-H'-W coiRt 
The solution to this is 

{x}- {x.} •inn,    * |Xc} cmni. 

(Eq  1) 

(Eq   2) 

In the above. 

{X} 

[C] 

mass matrix 

= displacement (inches), or 
rotation (radians) 

= damping matrix 

Figure 2. Split Modal Energy Method. 

{FSHFC} = sine or cosine comp"r'.^ its 
of the exciting loads, 1b, 
in.-lb 

^     = exciting frequency, rad/sec 

{XS}{XC} = sine or cosine components 
of the displacement (or 
rotation) of the nodes of 
one structural element, 
inches, radians 

t.      = time, sec 

A normal mode analysis may be used 
to find mobilities by mathematically ex- 
citing one degree of freedom and finding 
the response at all the degrees of free- 
dom including the point of excitation. 
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For example, if the exciting force 
chosen is 1 lb which excites a node 5 in 
a vertical direction, then the response 
at some other node, say 3 vertically, is 
found using Equations 1 and 2. 

The sitructural phase lag is deter- 
mined by rewriting Equation 2 in 
amplitude-phase angle form. 

Summarizing: M3 5 ■ mobility 

" X3/FS " displacement and phase 
lag at 3 node vertically, 
caused by a force ("1 lb 
here) at 5 vertically 

The external force or moment is 
usually real, but the mobility and dis- 
placement are complex numbers composed 
of an amplitude and modulus. 

In general, mobility expressions 
for energy absorbing devices can be de- 
veloped.  The simplest is the mass- 
spring-damper system in Figure 3.  The 
mobility of this device at point A is 

MAA-|1/(K*ISIC)1 -(i/m«
2!1»»^ (Eq 3) 

where 

t*in2-(u2**i2ainnmn7{u2**i7ii7)\ (Eq 4) 

and 

b'l-2nr)/(mw(w2t4f2H2)| (Eq S) 

with 

« = (K/m|* (Eq 6) 

and 

(-cnmu. (Eq 7) 

Consider the complex structure in 
Figure 1. The displacement at piiint (1) 
is 

<1-M1AFA*M11F1 (Eq 8) 

where Mn is the mobility at the point 
caused by a force or moment placed at 
the same location, Fi is the force or 
moment at the same location, MIA is the 
mobility at (1) due to F^, a force at 
(A). The first term on the right in 
Equation (8) is the original displace- 
ment; the second term would correspond 
to the displacement caused by an ex- 
ternal attached device. The force 
caused by an absorber is 

V-Fi 
but 

VXj/M,, 

(Eq 9) 

(Eq 10) 

where Hij is the mobility of the ab- 
sorber from Equation (3). 

So 

(I+IM,,)/!«;,,)!*,-«,^ (Eq 11) 

For two absorbers at points (1) and (2) 

X2*M2AFA + M21,:1+M22F2 

II + («„/M,,) I X, + (M12/M22) X2 = M1AFA 

(MJJ/M,,) X, + (1 + (MJJ/MJJ) I X2 = M2AFA 

(Eq   12) 

(Eq   13) 

77777777777777777 ♦   A 

F SIN nt 

Figure 3.  Absorber - Impedance Method. 

Equations (11) and (13) are complex 
simultaneous equations. 

For n absorbers: 

k = 1 

I(«i[K*MiK/MKKtxK = Wj;AFA.(i.i.2,...ra)      rEq  14) 

where 6 
i t  k. 

IK = 1, if i = k and is zero if 

If the external exciting force is 
phased, F^ may be written as Fcosine + 
iFsine- this  automatically considers 
the phase angle.  If more than one force 
or moment acts on the complex structure, 
their total effect is obtained by sol- 
ving Equation (14) for each, and then 
summing the displacements (super- 
position) . 
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ENERGY METHOD 

Two energy methods are presented in 
this section. The first is a modal 
method, and the second is a damped 
forced response method. 

In the modal method, the natural 
frequency immediately above the exciting 
frequency is increased (this is referred 
to as "beefing-up")• One could also re- 
duce the natural frequency immediately 
below the exciting frequency, if it is 
possible structurally. 

In order to accomplish these effec- 
tively, a finite element analysis is 
first employed to yield a dynamic solu- 
tion. The eigenvectors (mode shapes) 
are obtained, and then the modal strain 
energy distribution throughout the 
structure is found for a given mode 
shape whose natural frequency is to be 
modified. After the strain energies for 
each structural element have been ob- 
tained, they are then tabulated from the 
highest to lowest. 

The structural elements in the 
highest strain would be the best candi- 
dates for modification of the natural 
frequency. This follows intuitively 
from the almost-invariency of the mode 
shapes and from Raleigh's Quotient. 
Theory (Reference 4) also substantiates 
this. 

The procedure is more optimal from 
a weight point of view if the strain 
densities (strain energy/volume) are 
used rather than strain energy alone. 
An iterative loop could also be 
employed. 

The second energy method involves 
the use of the damped forced response 
(DFR) in place of a mode shape. This 
methodology is currently being studied 
at Vertol under Contract DAHC04-71-C- 
0048 to the Army Research Office at 
Durham, North Carolina. 

As in the modal method, the strain 
energies as determined by the steady 
state response for some load condition 
re calculated for all the structural 

elements. The strain energy is 
basically: 

2S.E ■4] H (Eq 15) 

where Ke is the stiffness matrix of a 
structural element and {X} is the end 
displacements or rotations. 

However, from Equation (2), the 
energy content of each structural ele- 

ment varies with time; so it is neces- 
sary to find the maximum value within 
one cycle for each element.  By consid- 
ering Equations (2) and (15), and using 
simple calculus, the maximum vibratory 
strain energy (S.E.) of each structural 
element is: 

2S.E.« 

*S
TK
.V

xe V.*\AxeTSVx.T,W2*,X.V.♦ X.V/ ' 

(Eq 16) 

which occurs when: 

-,xcK.VVK.xc 

(Eq 17) 

The modifications may be done for 
a minimum weight penalty by considering 
strain density rather than energy. This 
method can also be put into an iterative 
loop to obtain an absolute optimal dy- 
namic structure if a weight limitation 
is applied. 

One method of resizing the struc- 
tural elements in each cycle is shown in 
Reference 4 and is given as: 

Al:=- 
a (S.D.I: 
(S.O.I 

MAX OF ALL ELEMENTS 
(Eq 18) 

where "i" refers to the ith structural 
element, At is the change in a parameter 
(area, thickness, moment of inertia), a 
is an arbitrary constant (e.g. 1 or 2), 
and S.D. is the strain density. The 
weight penalty allowable would dictate 
the value of a. 

This energy procedure was applied 
to a helicopter in forward flight (140 
knots).  Figures 4 and 5 summarize the 
results of this study.  Figure 4 in- 
cludes six degrees of freedom (mode 
shapes) for rigid body bending.  Figur? 
5 includes elastic bending modes only. 
A total of six forces with sine and 
cosine components excited the craft at 
forward and aft hubs. 

The original vibratory level is 
shown in the top figure. The middle 
fuselage represents the vibration level 
with 13 structural members doubled (1.2% 
weight penalty). 

In the bottom figure. Equation 18 
was used to scale the thickness of the 
13 members (1.4* weight penalty). No 
iteration was used. It is seen from 
these figures that the vibration level 
was significantly reduced by structural 
detuning using the damped forced re- 
sponse (Reference 5). 
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RESPONSE OF 
ORIGINAL FUSELAGE - 
WITH RIC1Ü BUOY MOTION 

RESPONSE OF FUSELAGE 
WITH 13 SKINS MODIFIED 
RIGID BODY MOTION 
INCLUDED 

RESPONSE OF ORIGINAL 
FUSELAGE - ELASTIC 
ONLY 

RESPONSE OF FUSELAGE 
WITH 13 SKINS MODIFIED 
ELASTIC ONLY 

RESPONSE USING RUBIN 
METHOD FOR STRUCTURAL 
MODIFICATION-RIGID BODY 
MOTION INCLUDED 

RESPONSE USING RUBIN 
METHOD FOR STRUCTURAL 
MODIFICATION - NO RIGID 
BODY MOTION 

Figure  4.    Vibration Reduction Through 
Structural Modification, 
Energy Method.    Rigid Body 
Motion Included. 

Figure 5.    Vibration Reduction Through 
Structural Modification, 
Energy Method.     Elastic Modes 
Only. 
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THE MODEL 347 HELICOPTER 

The dynamic objectives for the 
design of a rotary aircraft are to at- 
tain low vibratory response levels. 
This is to assure crew comfort and in- 
sure structural integrity. 

The block difgram below (Figure 6) 
shows one flow of analysis needed to 
accomplish the goa. of minimization of 
n per revolution ».n « number of blades) 
airframe vibration. 

ROTOR SVSTEM FUSELAGE DEVICE 

[  ♦ DEFINE 
STRUCTURAL 
IDEALIZATION 

♦                   j{ 
f BLADE NAT 
|   FREQOfMCV 

GRAPHIC      j 
DISPLAY       | 

• 1 
I     ♦ 

"ÄrRFRÄÜE""' 
NATURAL 
FREQUENCY 

.♦ 1 
MODE SHAPE  1 

1     AIRCRAFT 
TRIM 

|     ANALYSIS 
•Tl 1 

♦ 1 |ENERGY 

1    ♦ 
MODIFY 
AIRFRAME 

[RÖTÖR  
LOAD 

1 CALCULATION 

1 
1 DEVICE             j 

IDEALIZATION { 

1 
1 IMPEDANCE 4 METHOD 

♦ 
VIBRATION'"' 
PREDICTION 
UNSUFfRESSED 

1   ♦.  J 
F  VIBRATION 

tPROGf 
ANALYS 

AMMI-0 
IS 

]   PRE 
|   SUE 

DICTION 
PRESSED 

The combination of 
vibration absorbers and 
frequency alteration by 
fication as indicated in 
diagram was successfully 
design of the new Boeing 
copter. This helicopter 
version of the CH-47A Ch 
fuselage was lengthened, 
was heightened, and wing 

self-tuning 
airframe natural 
structural modi- 
the above block 
applied in the 
Model 347 hftli- 
is a growth 

inook.  The 
the aft pylon 

s were added. 

Figure 6.  Airframe Vibration Reduction, 
Overall Scheme. 

Other means were also employed on 
the 347 to reduce vibration. These were 
use of a 4-blatfed rotor, stiffening of 
the cockpit floor, and removal of cargo 
isolation in the cabin floor.  All these 
are shown in Figure 7. 

From the impedance study, six ab- 
sorbers were finally used.  For detuning, 
a door was added on the left hand side 
of the forward pylon cabin. 

In the optimal design study for the 
inclusion of STVA's (self-tuning vibra- 
tion absorbers), the impedance method 
was used exclusively.  Because of the 
speed of the analysis on the computer, 
many variations were studied.  The vari- 
ations included location, weight, damp- 
ing and number of STVA's. 

4-BLADED ROTOR 
TO REDUCE VIBRATORY FORCES 

VIBRATION ABSORBERS 
TO SUPPRESS RESIDUAL VIBRATION 

COCKPIT FLOOR STIFFENING 
TO INCREASE ABSORBER EFFECTIVENESS 

LEFT HAND FUSELAGE DOOR CARGO ISOLATION (CH-47C) REMOVED 
TO DETUNE FUSELAGE BELOW 4/REV TO KEEP PRINCIPAL FUSELAGE MODE BELOW 4/REV 

Figure 7.  Methods Used to Reduce Vibration in the Boeing Vertol Model 347. 
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Figure 8 shows the airfrarae 4 per 
revolution vertical acceleration for the 
various fuselage stations. The unsup- 
pressed fuselage results are compared to 
the results with 7 STVA's at various 
locations. The analysis allowed for 5 
vibratory phased loads per hub. Each 
analysis required only 10 seconds or 
less of CPU time. The structural damp- 
ing of each absorber was assumed to be 
.0025; their weight was 90 lbs each and 
they were tuned to 87 rad/sec. 

MODEL 347 DEMONSTRATOR 

160 KNOTS 

(ANALVSISI 

WITHOUT ABSORBERS 

200 300 400 SOO 600 
FUSELAGE STATION - INCHES 

Figure 8, Airframe 4 per Revolution 
Vertical Acceleration Versus 
Fuselage Station. 

In Figure 10, correlation of flight 
test with results of impedance methodol- 
ogy (Equation 14) is shown.  It is seen 
that both the finite element and imped- 
ance methods provide good correlation 
with test. 

CONCLUSIONS 

1. Significant vibration reduction 
of a complex structure acting under ex- 
citing loads can be achieved by adding 
absorbers and through structural de- 
tuning. 

2. Correlation of analysis with 
test is obtainable by utilizing the 
finite element and impedance methods. 

ACKNOWLEDGEMENT 

The correlation for the Boeing 
Model 347 was achieved by J.J. O'Leary, 
Chief of Dynamics at Boeing/Vertol. 

The mobilities were all obtained 
analytically using the finite element 
normal mode method. 

In Figure 9, test results for no 
absorbers are compared to results of a 
finite element analysis for the cockpit 
vertical vibration. 

MOOf L M7 COCKPIT VknriCAL 
INOABSOMERSI 

ao i» 
AIRSPtED     KNOTS 

Figure 9. Correlation of Normal Mode 
Analysis with Flight Test. 

MODEL 347 COCKPIT VERTICAL WITH ABSORSEfl 

OAT*  . ANALYSIS 

OtJECTIVEIBfU 

i 
K I» 
AIRSPEED   KNOTS 

Figure 10. Correlation of Impedance 
Method Analysis with Flight 
Test. 
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INFLUENCE OF ELASTIC SUPPORTS ON 

NATURAL FREQUENCIES OF CANTILEVER BEAMS 

Ruell F. Solberg, Jr. 
Southwest Research Institute 

San Antonio, Texas 78284 

Nonuniform cantilever (clamped-free) beams, excited by sinusoidal 
motion at their clamped ends, were investigated analytically and 
experimentally.    The investigation was motivated by requirements to 
design, fabricate, and test complex radio frequency direction finding 
antennas which attach to the top of surface ship masts.    The require- 
ments included design to withstand and test for vibration per M1L- 
STD-167 and design to withstand the high impact shock tests per 
MIL-S-901. 

A general lumped-parameter (finite element) beam, forced-vibration, 
computer program was used to aid the analyses and optimize the 
design.    Many structural parts of the antenna were mathematically 
modeled and approximated as nonuniform cantilever beams.    The 
influence of deficient semi-infinite rigid supports at the clamped end 
of nonuniform cantilever beams on the lateral natural frequencies 
are presented for these structures.   Representative measured 
results are compared to calculated results.   Imperfect cantilever 
boundary conditions of typical linear and rotatory stiffnesses are 
shown to reduce severely the lateral natural frequencies.   The 
classical assumption of semi-infinite rigid supports at the clamped 
end is shown to possibly produce large et   ors with possible 
catastrophic effects. 

INTRODUCTION 

A previous project required designing 
and fabricating an antenna assembly to MIL- 
SPEC and MIL-STD requirements from the 
breadboard phase, omitting the development 
phase.   This antenna was designed for mount- 
ing at the top of a U. S. Navy ship mast. 
Although many of the requirements were the 
same or similar to previous projects, exper- 
ience with these particular vibration [ 1] and 
shock [2] requirements was limited. 

Efforts to obtain information and docu- 
ments to aid the design for the shock require- 
ments were unsuccessful in the available 
time.    Therefore, the design requirements 
for the equipment were to withstand static 

loads equivalent to 100 g.    This resulted in 
a conservative design for some of the equip- 
ment with the penalty of excessive weight. 

The vibration excitation frequencies 
were low with the upper frequency of the 
bandwidth at 33 Hz.    For a narrow band- 
width of frequency excitation a practical 
method of vibration control is to design for 
structural resonances outside the bandwidth. 
The structural complexity was such that com- 
puter-aided analyses were performed so the 
individual major structural elements and 
their assembly could be designed such that 
the fundamtmtal lateral natural frequencies 
would be slightly above the upper excitation 
frequency. 
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NOMENCLATURE 

A 

E 

h 

h' 

k8 

L 

M 

cross sectional area, in. 

=     modulus of elasticity , 
lb/in.2 

=    acceleration due to gravity, 
ft/sec2 

-    depth of cantilever, in. 

=     effective depth of load dis- 
tribution at support, in. 

=     linear spring rate, 
lb/in. 

=     linear spring rate, lb/in. 

=     rotatory spring rate, 
Ib-in./rad 

=     length, in. 

=     moment per unit width at 
support,  lb-in./in. 

r       =     radius of fillet at junction 
of support and cantilever 
beam, in. 

V =     shear load per unit width 
at support,  lb/in. 

W     -     load, lb. 

x,y =     coordinate system,  in. 

A      =     static deflection, in, 

6       =     deflection of cantilever in 
y-direction for linear 
spring only,  in. 

6Q     =     deflecfion of cantilever in 
y-direction for torsional 
(rotatory) spring only, in. 

V -     Poisson's ratio 

u)       =     circular natural frequency, 
rad/sec 

The antenna assembly is shown in 
Figure 1.    The antenna assembly is essen- 
tially composed of three bays of antenna ele- 
ments bolted to a vertical mast with elec- 
tronic packages inside the mast.    Numerous 
parts, including the assembly, were analyzed 
as cantilever (clamped-free) beams.   Canti- 
lever structures are undesirable for shock 
and vibration environments, but these types 
of structures were necessary for optimum 
electromagnetic performance of the antennas. 

Some unexpected results were obtained 
when the antenna assembly was vibration 
tested.    The fundamental lateral natural fre- 
quencies were approximately one-half of 
their theoretical values, with some then with- 
in the vibration excitation bandwidth.    These 
errors resulted from using the classical 
analysis technique of assuming a semi-infinite 
support with infinite rigidity at the fixed end 
of a cantilever beam.   Although a small shift 
of natural frequencies was anticipated because 
of finite rigidity, the frequency differences 
between the classical assumptions and the 
real situations were not expected and could 
have been catastrophic.    The consequence of 
these experiences was an endeavor to better 
understand the effects of finitely rigid sup- 
ports and to more accurately design for them 

in the future. The purpose of this paper is 
to present and discuss some of this invest- 
igation and the results. 

Examples of the effects -JI elastic 
boundary conditions ^re presented for two 
structures which are analyzed as nonuniform 
cantilever beams.    The lower bay of the 
antenna assembly,   ahown in Figure 1, is 
composed  of eight individual antenna ele- 
ments which are bolted to the mast, the 
vertical cylindrical structure.   An individual 
element is one of the structures whose anal- 
ysis is presented.   Each antenna element 
weights approximately 12 lb (5.4 kg), is a 
welded aluminum alloy structure, und is 
23.75 in.  (603.2 mm) long.    A tapered beam 
effect was obtained for the booms of these 
elements by varying the vertical distance 
between two pieces of tubing such that the 
cross sectional moment of inertia and weight 
per unit length vary along the boom length. 
Calculation complexity for accurate natural 
frequencies caused by the varying moment 
of inertia and varying mass per unit length 
was greatly reduced by computer-aided 
analyses.    The elements are welded to each 
other at their outer ends, which effectively 
gives high fundamental horizontal lateral 
natural frequencies.    The elements, then. 
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FIGURE 1:   ANTENNA ASSEMBLY 
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only have vertical lateral natural frequencies 
of practical design concern. 

The assembly of all the bays of the an- 
tenna elements, the mast, and electronic 
packages and other items inside the mast is 
the second structure considered in this paper. 
The assembly weighed approximately 375 lb 
(170 kg) with approximate envelope dimensions 
of 62 in. (1570 mm) diameter by 128 in. (3250 
mm) high.   The assembly was fabricated pri- 
marily of aluminum alloys with the parts 
welded and bolted together.   An important 
electromagnetic requirement, which influenced 
the structural design, was that a uniform, 
very low radio frequency impedance exist be- 
tween almost all structural parts and to elec- 
trical ground. 

The analyses of the antenna assembly 
was simplified by analyzing individual major 
structures, such as the antenna elements, and 
then considering these as rigid bodies for the 
assembly analyses.   This is a practical as- 
sumption when the fundamental natural fre- 
quencies of the individual part s are high com- 
pared to that of the mast.   The mast is a 
complex structure because of the require- 
ments for holes, flats, flanges, changes of 
diameter (including tapers), etc. The outside 
diameter of the mast varies from 21 in. (530 
mm) at the bottom flange to 6.62 in. (168mm) 
near the top. 

Only lateral or transverse natural fre- 
quencies are of concern here because the 
longitudinal natural frequencies were at much 
higher values than the vibration excitation 
frequencies. 

THEORETICAL ANALYSIS 

This section discusses some funda- 
mental concepts for the analysis and presents 
the results of some calculations for the struc- 
tures as they are theoretically anticipated, as 
opposed to experimental test and verification 
results in a later section.   It is not the intent 
to present significant new theory in this sec- 
tion.   Also, the paper emphasises computer 
results rather than computer program details. 

Proper design of structures subjected 
to vibration and shock environments require 
anticipation of their natural frequencies, par- 
ticularly if minimum weight is important and 
development testing is not possible for cut- 
and-try design.    Classical natural frequency 
equations and stress and deflection analyses 
of cantilever beams are for the condition of 
the clamped end attached to a semi-infinite 
rigid support.   The result is zero deflection 
and zero slope of the beam at the clamped end, 
i.e., the equivalent of infinite stiffness for 
the linear and torsionai (called rotatory in 
remainder of paper) springs shown in Figure 
2 in which a general cantilever beam with end 
load has its support replaced by idealized 
massless springs.    If the spring rates for 
Figure 2 have finite values, simulation of 
general elastic support for the cantilever 
beam is obtained.    The spring designated by 
kx   is assumed infinitely stiff for this paper 
since it does not affec' the transverse deflec- 
tions or transverse natural frequencies of 
the beams. The kx spring affects only the 
longitudinal natural frequencies of the beam, 
which are not discussed in this paper. Hence, 
the linear spring will be the one designated 
by k from this point on. 

Figure 2:   Schematic of Cantilever Beam 
willi General Elastic Support 
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W. J. O'Donnell [3] gives the static 
deflection, in addition to that caused by bend- 
ing and shear in the beam itself, of the neu- 
tral axis of uniform cantilever beams as a 
result of rotatory elasticity of the support. 
Rotatory elasticity allows rotation of the fixed 
end of the beam. Amplification and generali- 
zation of this work is given in ? later paper 
[4].    The additional deflection, as a function 
of the distance x along the beam from the sup- 
port, allowed by rotational compliance is 

,      „      16.67 Mx    .    {l-V ) Vx 
6           TT ECh'H                   Eh' 

(1) 

where h' = h+ 1.5r . (2) 

This equation is for p!ane stress with a simi- 
lar equation given for plane strain. 

R. B. Hopkins [5] has additional dis- 
cussions of flexibly supported cantilevers 
with examples, but vibration analysis is con- 
sidered too extensive to be discussed in his 
treatise.   Jacobson and Ayre discuss multi- 
story buildings in which the buildings are con- 
sidered as rigid bodies in an elastic soil and 
as shear buildings in an elastic soil for which 
the rotational stiffness of the ground is in- 
finite and the linear stiffness ic finite [6] . 

Additional literature sources are given 
[ 7-IO] ; however, they are not strictly appli- 
cable to the structures considered here. For 
instance, only uniform cross-section beams 
are considered, which greatly simplifies 
analysis, but gives inefficient designs when 
weight and size are important. 

O'Donnell was not concerned with the 
linear elasticity- of the support and canceled 
its effect in his investigations.  The equation 
for the additional deflection for the linear 
elasticity at the support of Figure 2 in terms 
of the linear spring stiffness is simply 

V 
k 

(3) 

From the static deflection method for 
fundamental natural frequency 

=   _i. 
A 

(4) 

which gives the natural circular frequency as 
a function of static deflection.    It is obvious 
from equations (3) and (4) that the additional 
deflection allowed by an elastic support re- 
duces the natural frequency. 

The theoretical investigation of the 
effect of elastic boundary conditions at the 
fixed end for the antennas was obtained with 
a computer program.   The program is used 
primarily for calculation of transverse nat- 
ural frequencies and eigenvectors of general 
lumped-pnrameter (finite element) beams- 
In addition to other calculations, the program 
was developed to aid the analyses of cantilever 
structures under forced, steady-state sinu- 
soidal excitation at the fixed end, i.e., aid in 
determining the effects of forcefully vibrating 
cantilever structures through a frequency 
bandwidth which may include resonant fre- 
quencies . 

Variations of the moment of inertia and 
mass per unit length (cross-section varia- 
tions) are handled by stepwise approximation, 
or by dividing the beam length into segments 
within each of which the cross-section is con- 
stant or varies only a small amount.    The 
distributed mass in each segment is then 
lumped at the segment ends, or joints.    The 
computations included rotary inertia in the 
plane of bending and structural damping for 
forced vibration.    Bending moments were cal- 
culated by the computer at each joint for one- 
g static loading and for forced response.    The 
one-g static bendi.ig stresses could be multi- 
plied by a dynamic conversion factor to ob- 
tain approximate dynamic, or transient, 
stresses for the design shock spectrum al- 
though this method is sometimes not prefer- 
red [ll,  12] .    The multiplication factor is a 
function of the shock pulse length and magni- 
tude, the structural natural frequencies, and 
the weight of the structure.   As discussed 
earlier, the requirement here was that a 
multiplication factor of 100 be used. 

The forced response maximum bending 
moments could be simply divided by the sec- 
tion modulus to obtain the dynamic bending 
stresses for steady state vibration.    The 
computer program also determined each mode 
shape, but they are not discussed here and 
were generally of much less practical impor- 
tance than the natural frequencies. 

The effect of finite stiffness of the sup- 
port on the antenn-t parts and assembly was 
analyzed theoretically by varying the rota- 
tional and linear stiffness values in the input 
data to the computer.    The stiffnesses were 
varied with all other input data remaining 
constant, and the computer calculated the lat- 
eral natural frequencies, eigenvectors. 
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momenis at each joint for forced vibration, 
etc. The one-g moment« did not change for 
different support stiffness values. 

The large variation of natural frequen- 
cies theoretically possible is indicated by the 
semilogarithmic graph of Figur.» 3.   The 
graphical representation of the fundamental 
natural frequency as a function cf the rotatory 
stiffness, represented by the torsional spring 
of Figure 2, is for a mathematical model of a 
single antenna element of the lower bay of 
Figure 1.   The linear spring rate is constant 
at 1,000,000 lb/in. (1,786.000 kg/mm) for 
Figure 3.    The absolute value of the funda- 

approach values asymptotically at their upper 
and lower ends,  126.09 Hz and 0.00 Hz for 
Figure 3. 

A variation of the translatory spring 
rate for particular rotatory spring rates gives 
an indication of this effect on the transverse 
natural frequencies of these structures.    The 
graphs for absolute values of natural frequen- 
cies are very similar to Figure 3,  so normal- 
ized values for the first four modes of the 
same antenna element are plotted in Figure 4. 
The relative change for the modes is more 
obvious when the frequencies are normalized. 
Figure 4 is for a rotationally rigid support for 

10* |05 

ROTATORY 
I06 

SPRING 
I08 

lb-in./rad. 

FIGURE 3:   EFFECT OF ROTATORY SPRING RATE ON FUNDAMENTAL 
TRANSVERSE NATURAL FREQUENCY OF ANTENNA ELEMENT 

mental transverse natural frequency varies 
from 126.05 Hz to 1.504 Hz for rotatory 
spring rates of 10,000,000,000 lb-in./rad 
(115,210,000,000 kg-mm/rad) and 1,000 lb- 
in./rad (11,521 kg-mm/rad),  respectively. 
This range of rotatory stiffness is quite large; 
however, if a realistic value of stiffness for 
this structure is 1,000,000 lb-in./rad 
(11,521,000 kg-mm/rad) instead oftentimes 
that, the fundamental natural frequency dif- 
fers by more than 55 percent.    The difference 
is even greater when compared to an infinitely 
stiff rotational support, or if the true rota- 
tional stiffness is lower.   All of the graphs 
are of this general "S" shape for variations 
of rotatory or linear spring rates. The graphs 

the antenna element, which was mathemati- 
cally obtained by forcing the slope of the cant- 
ilever beam at the support to be zero. Similar 
families of graphs were obtained for various 
finite rotatory spring rates. 

Much smaller numerical values of the 
linear spring rate, in comparison to the rota- 
tional spring rate, were required for large 
variation of the fundamental natural frequency. 
Using the following equation for linear stiff- 
ness of a uniform bar under axial load 

AE 
L 

k     =    ~   „ (5) 

the linear spring stiffness of the support for 
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FIGURE 4;   EFFECT OF LINEAR SPRING RATE ON TRANSVERSE 
NATURAL FREQUENCIES OF ANTENNA ELEMENT 

the antenna element is on the order of 
10,000,000 lb/in. (17,860.000 kg/mm). After 
checking Figure 4 for this value it is obvious 
that the translational spring rate is not of sig- 
nificant practical concern for the antenna ele- 
ment, particularly for the first two modes. 
In general, the rotatory spring rate has been 
of much more practical concern than the lin- 
ear spring rate for all of the antenna struc- 
tures.   For this reason, the linear spring 
rate was largely ignored for most of the an- 
tenna element and assembly analyses.    For 
other types of structures or for very accur- 
ate analysis the linear spring rate may be 
important. 

An interesting pattern of the graphs of 
Figure 4 is that each higher mode has its nat- 
ural frequency affected more drastically at 
higher spring rate values with each natural 
frequency changed less, relatively, for low 
spring rates than the preceding modes. How- 
ever, this pattern did not continue for all 
higher modes.    The relative change of the 
natural frequencies was quite varied for dif- 
ferent modes, but in general, the relative 
effect was less, with most of the effect at 
higher spring rates, as the modes increased. 
Similar computer-aided analyses were per- 
formed on the antenna assembly. 

The mast of the ship to which the an- 
tenna is attached should be part of the assem- 
bly analyses; however, adequate information 

for this inclusion was not available, and only 
the antenna assembly, as shown in Figure 1, 
is analyzed.   As mentioned earlier, the an- 
tenna elements for the three bays, the elec- 
tronics packages, and some other parts are 
treated as rigid bodies for the assembly anal- 
yses; however, their rotary inertias and mass 
loadings were used for the computer calcula- 
tions. 

The antenna mast is effectively a taper- 
ed beam.   Portions of its length are tapered 
with the diameters partly being determined by 
the size of parts attached to it or assembled 
inside of it. 

Indication of the effects of rotational 
stiffness on the transverse natural frequen- 
cies of the antenna assembly is given by 
Figure 5. Again, the frequencies are normal- 
ized to indicate the relative effects for the 
first four modes of vibration.    The linear 
spring rate fo.- these graphs is 10^°lb/in. 
(1.79 x 10™ kg/mm), which for practical 
purposes is a translatory rigid support. 
Therefore, effects of the rotatory spring rate, 
only, are indicated by the graphs. 

For a rotatory stiffness of 10,000 Ib-in. 
/rad (115,210 kg-mm/rad) the fundamental 
natural frequency is reduced to 2.1 percent 
of its value for infinite stiffness, the assump- 
tion for classical analysis.    Obviously, from 
Figures 4 and 5 the frequencies for all modes 
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FIGURE 5:   EFFECT OF ROTATORY SPRING RATE OK TRANSVERSE 
NATURAL FREQUENCIES OF ANTENNA ASSEMBLY 

are not affected uniformly in a relative man- 
ner, ard also from the data not in an absolute 
manner.    The second mode of Figure 5 is 
affected less, relatively, than the first; but, 
in contrast to Figure 4, the fourth is affected 
more than the third.   Of academic interest, 
the relative change was greater, for example, 
for the thirty-seventh mode than for the third. 
The frequencies for all of the modes approach 
asymptotic values at high and low rotatory 
spring rate values. 

This mathematical model of i'nt antenna 
assembly had 42 modes of vibration {4£ de- 
grees of freedom), and generally the natural 
frequency of each mode asymptotically ap- 
proached values which did not cross the values 
of the next h.^her and lower modes. In other 
words, some modes, like the nineteenth, 
approached and equalled, but did not become 
less than, the frequency for infinite stiffness 
of the eighteenth mode.    The frequency is 
highest for infinite stiffness.   Similarly, the 
frequency for the nineteenth mode was never 
greater than the smallest value of the twen- 
tieth mode.   In general, this was correct for 
all of the analyzed structures, but exceptions 
did occur.   Also, some of the higher modes 
reached their lower asymptotic limits at very 
high spring rates, while a few did not change 
as a function of spring rate     In general, the 
higher modes approached cheir lower limits 
at higher spring rates, although this did not 
always occur. 

Another example of the small effect of 
the linear spring rate on the fundamental res- 
onance of these structures will be given. For 
the mathematical model of the antenna as- 
sembly and a reasonable value of rotatory 
spring rate of 25,000,000 lb-in./rad 
(288,000,000 kg-mm/rad) the fundamental 
frequency for an infinitely stiff linear spring 
was 12.988 Hz.   For a linear spring rate of 
5,000,000 lb/in. (8,950,000 kg/mm), the fre- 
quency decreased to only 12.983 Hz, or lest- 
than 0.04 percent change.    For a decrease of 
the linear spring rate to one-fiftieth of the 
last example, or 100,000 lb/in. (179,000 kg/ 
mm), the frequency change was less than two 
percent; however, the frequency change for 
tht.second mode was about 20 percent.    The 
effect of the linear stiffness typically was 
much greater for several higher modes than 
it was for the first or second mode. 

EXPERIMENTAL ANALYSIS 

The cantilever structures analyzed 
theoretically in the previous section were 
vibration tested and an antenna element was 
shock tested.*   Some of the testing was In 
excess of the requirements to obtain addi- 
tional Information as in aid for future struc- 
tural design. 

* The tests were for Type I of the vibration 
standard [ l) and Grade A of the shock speci- 
fication [ 2] . 
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A spare antenna element for the lower 
bay of the antenna assembly we* tested for 
vibration and shock effects.    The high impact 
shock tests were conducted before vibration 
testing for scheduling purpose«.   The light- 
weight shock test machine, for items weighing 
approximately 250 lb (113 V.g) or less, was 
used to apply the prescribed shock, and in- 
strumentation was used for monitoring the 
acceleration.   The antenna element was tested 
more severely than required, including under- 
simuleticn of the weight of the antenna assem- 
bly, to gain additional design information. 
Ballast was used to simulate antenna assembly 
weights of approximately 215 lb (97.5 kg) and 
15 lb (6.8 kg).    The drop height of the 400 lb 
(180 kg) hammer was increased in small in- 
crements so that the shock severity at which 
failure occurred could be more accurately 
determined. 

The welds were examined visually 
after most shock impacts and radiographically 
before, during, and after shock testing.   Also, 
certain dimensions and electroniagnetic char- 
acteristics of the element were determined 
before, during, and after testing.    The boom 
portion of the element was more resistant to 
the shock tests than was anticipated, and ef- 
forts to increase the shock severity included 
adding up to 15 lb (6.8 kg) of lead ingots at 
the end of the boom.    The additional weight 
at the end of the boom did not contribute to 
more severe shock because the effect was to 
lower ihe transverse natural frequency suf- 
ficiently such that the maximum dynamic 
stresses did not change significantly. 

The antenna element was shocked 
vertically for the orientation shown in Figure 
1 and along the axis of the element boom. 
Shock along the third orthogonal axis was not 
performed because the attachment of the ad- 
joining elements at their outboard ends was 
not simulated, and the test would not have 
been realistic .    There were no observed 
changes in the electromagnetic characteris- 
tics of the element.   Slight material yielding 
in the loop structure occurred at a particular 
shock along the boom axis.   After yielding 
was observed, shock testing along the boom 
axis was discontinued.   Excessive misalign- 
ment of the antenna parts severely reduces 
the electromagnetic performance of the an- 
tenna, so yielding of certain mechanical parts 
of the antenna assembl" was considered as 
failure. 

The severity of the vertical shock 
tests was much greater than for those applied 

along the boom axis with the structure appar- 
ently capable of withstanding much mere than 
was applied.   However, shock severity for 
surface ship equipment is typically greater 
for vertical than for fore-and-aft and athwart- 
ship directions. 

Vibration characteristics of the an- 
tenna element were then investigated alone 
and as part of the antenna assembly.   The 
element was bolted to a thick aluminum plate 
which was atta:hed to a concrete floor.   A 
small vibratio.i exciter, or shaker, was 
attached at v. rious locations of the antenna 
element loop and at the end of the boom to 
determine approximate mode shapes, natural 
frequencies, and damping characteristics. 
The fundamental vertical transverse natural 
frequency was 100 Hz, and the damping ratio 
by logarithmic decrement techniques at this 
frequency was approximately 0.002, which is 
quite low.   Additional vibration information of 
the antenna element was obtained when the 
antenna assembly was vibration tested. 

Some of the vibration characteristics 
of the antenna assembly were first obtained 
with it bolted to a 1-in. (25 mm) thick alumi- 
num alloy plate which was attached to a con- 
crete floor.   A small shaker was used to drive 
the assembly.    The fundamental lateral natur- 
al frequency of the assembly in the athwart- 
ship direction was 21.3 Hz with the system 
damping ratio being approximately 0.005. The 
base of the mast and the aluminum plate were 
rotating sufficiently that elastic boundary con- 
ditions at the floor were visually obvious. The 
frequency for the second mode of vibration of 
the mast was 73.4 Hz.    The damping ratio was 
slightly less than that determined at the funda- 
mental resonance. 

ith the shaker attached to the end of 
the boom of an antenna element in the lower 
bay of Figure 1, the fundamental vertical 
lateral natural frequency of the element was 
69-6 Hz with the damping ratio slightly less 
than 0.001. 

Strain gages and accelerometers were 
used to determine approximate values of the 
rotatory stiffness of the boundary of the mast. 
At the frequencies for the first and second 
modep of vibration the rotatory spring rate of 
the   .upport was approximately 220,000,000 
lb-m./rad (2,535,000,000 kg-mm/rad) and 
150,000,000 lb-in./rad (1,728,000,000 kg- 
mm/rad), respectively. 

The antenna assembly was also 
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mounted to a fixture attached to a «lip table, 
or oil-film blider table, which was driven 
by a much larger electrodynamic shaker. 
The fundamental lateral natural frequency of 
the assembly then was 16.8 Hz with a much 
broader peak, indicating much higher damp- 
ing.   The damping ratio at this frequency 
increased to 0.1.   Although the slip table was 
modified to increase the rotatory spring rate, 
rotation was still visually observable.    The 
rotatory spring rate was approximately 
35,000,000 lb-in./rad(403>000.000 kg-mrn/ 
rad) at this frequency.   Therefore, the de- 
crease in the rotatory spring rate from the 
previous setup correctly produced a decrease 
in the natural frequency.   The damping ratio 
of the slip table-shaker, without the antenna, 
was essentially the same as with the antenna, 
as was expected.   Also, the damping ratio for 
the fundamental lateral resonance of the low- 
er bay antenna elements increased to 0.04 
from 0.001. 

Although the mast was unsymmetric, 
primarily because of required access holes, 
the fore-aft natural frequencies at the first 
two modes of the mast differed from the 
athwartship direction by only 1.4 and 0.8 
percent. 

DISCUSSION AND CONCLUSIONS 

The theoretical analyses and experi- 
mental investigations of the cantilever struc- 
tures considered here indicate that the trans- 
verse natural frequencies are very much 
dependent upon the stiffness of their supports. 
The theoretical and experimental results of 
these structures did not closely agree, but 
the finite stiffness considerations provided 
much better agreement than do infinitely 
stiff supports, which is the classical and 
common assumption for analyses. 

Theoretical natural frequencies of the 
antenna assembly for the first and second 
modes of vibration with rotatory spring rates 
equal to the measured values with the assem- 
bly attached to the concrete floor differed 
from the measured frequencies by 17 and 25 
percent, respectively.   When the antenna 
was attached to the slip table, the differences 
were 11 and 5 percent.   The inertial effect 
of the supports would probably account large- 
ly for the lack of correlation of these theoret- 
ical to experimental   values because it was 
not included in the theoretical analyses. 

Decreases of natural frequencies for 
decreased rotatory stiffnass at the support 

were obvious experimentally as the fundamen- 
tal decreased from 100 Hz for the single an- 
tenna element fastened to a thick plate which 
was attached to a concrete floor to 69-6 Hz 
when the element was attached to the mast. 
It was apparent that the local rotatory stiffness 
of the mast was less than the other mounting 
arrangement.   The first two mode frequencies 
of the antenna assembly decreased from 21.3 
Hz to 16.7 Hz and 73.4 Hz to 71.7 Hz for de- 
creased support stiffness when the assembly 
was moved from the concrete floor mounting 
to t>ie slip table. 

The theoretical natural frequencies were 
affected greatest for certain ranges of the 
rotatory and translatory stiffness values. 
Most of the variation of the fundamental nat- 
ural frequency for these two structures was for 
10,000 lb-in./rad(115,000 kg-mm/rad)<ke< 
1,000,000,000 lb-in./rad(11,500,000,000 kg- 
mm/rad) and 100 lb/in. (179 kg/mm) < k < 
100,000 lb/in. (179,000 kg/mm).    In general, 
for higher modes, the range of stiffness values 
for major effects to the natural frequencies 
increased. 

For these structures the linear spring 
constant was essentially unimportant compared 
to the rotatory spring rate for effects on the 
fundamental transverse natural frequencies. 
For other types of structures, for very accur- 
ate analysis, or for investigation of the higher 
modes of vibration the linear spring rate may 
be importaat. 

The work presented in this paper was not 
intended to be all inclusive nur extremely rig- 
orous.    The paper is an effort to share some 
of the information determined by computation 
and test and to stimulate others.   Much of the 
work required practical answers quickly for 
design of subsequent structures in which 
weight was of much greater importance and 
for which the development phases were again 
omitted.   Although the analyses and investiga- 
tions of the subsequent structures are not yet 
to a stage for adequate discussion, the infor- 
mation presented in this paper was very mean- 
ingful for their structural design. 

The possible significan. effects of elastic 
boundary conditions at the fixed end of canti - 
lever beams ovi the transverse nUural fre- 
quencies has been demonstrated for some 
realistic structures.   Typical cantilever beans 
with elastic supports as illustrated here are 
evident in many structures.    Obviously, if in- 
finite stiffness at the support is assumed and 
low safety factors are used to conserve 
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weight and size, large calculation errors may 
result with possible catastrophic results, 
particularly when structures are designed to 
have their natural frequencies only slightly 
higher than vibration environment or test 
excitation frequencies. Reductions of funda- 
mental frequencies of 90 percent would not 
be unreasonable. 
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