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ABSTRACT 

A qualitative summary of the four principal tasks pursued 

during 1967 is presented.    Quantitative results and more detailed descriptions 

of the various experiments are presented separately as a series of special 

technical reports.    An appendix to this report lists these special reports with 

their abstracts. 

Principal tasks reported are studies of continuously adaptive 

data processing systems, use of multicomponent arrays of mixed sensor type; 

signal and noise characteristics across a worldwide seismic network; and new 

approaches to the intra-array signal equalization problem. 
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SECTION I 

INTRODUCTION 

The best data available for detecting,  locating,   and identi- 

fying seismic events are provided by proper design and use of seismic 

arrays.  Project VT/7701 has been directed toward improving array tech- 

nology through theoretical and empirical studies of seismic noise and signal 

characteristics and development of advanced data processing and analysis 

tecnniques. 

This report is a qualitative summary of the objectivec and 

results of the several experiments conducted,  the interpretation of these 

results,  and the conclusions.    More comprehensive and detailed documen- 

tation of these experiments is presented separately in the special reports. 

A.    TASKS 

The five experimental tasks undertaken during the 1 year 

covered by this report,   as specified in the statement of work,  are as follows. 

• Using an ensemble of seismic array network data to be fur- 
nished by AFTAC,  investigate bodywave noise OP. a coherent 
worldwide basis.  Investigate interarray equalization prob- 
lems.   Study methods of combining the subarray output for 
network signal extraction.   Investigate the capabilities of a 
worldwide network for resolviug events closely spaced in 
time and space. 

• Continue investigations of multielement system studies to 
determine possible new combinations of sensors for noise 
reduction.  Study methods of specifying,  for given noise 
fields,  the optimum multisensor system for noise reduction, 
with the desired result a set of guidelines for array design. 
These guidelines should include,  but not be limited to,  the 
type of sensors required and,  for an array,  the size and 
geometry,  subject to the constraints of practicability. 

• Theoretically investigate methods of implementing contin- 
uously adaptive systems for application to time-varying noise 
fields and postdetection processing. Any system that can be 
simulated off-line shouid be evaluated using suitably char- 
acteristic data. 

I- 1 soi»no« MrriGM division 



Investigate the effects and methods of reducing locally 
generated noise.  The effects of such non-plane wave fields 
on multichannel filter design should be evaluated. 

Continue studies of the instrumental equalization problem. 
Apply any new techniques available for studying instrumental 
equalization and evaluate the effectiveness of such techniques. 

D 
D 
D 
;: 

B.    SUMMARY 

All tasks and subtasks are reported in detail in 14 special re- 

ports,  the summaries of which are contained in the appendix.    The intent of 

this final report is to provide a comprehensive,  though qualitative,   summary 

of the principal experiments and their results. 

In addition to the final report and special reports,  four quarterly 

and eight monthly reports recording the progress of this research have been 

published. 

1-2 «clence services division 
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1.     Network Studies 

Coherently-processed seismic arrays are not limited to any 

particular size; arrays with diameters of 3 to 200 km have been used to ex- 

tract and identify seismic events. 

As the size of the array increases, many advantages accrue but 

many new problems also arise. Expansion of the array to encompass the whole 

earth should provide the ultimate in detection threshold level,  event resolution, 

and event classification.   Such a worldwide array ideally would consist of a 

network of one or more large-aperture arrays and a greater number of smaller 

high-quality arrays.   The wide variation in ambient noise and signal character- 

istics expected over such an extensive network undoubtedly would require new 

data processing and analysis techniques.   The first task (network studies) 

described in this report was initiated to provide an initial characterization of 

the seismic noise and signals as recorded by a network and an interpretation 

of how to capitalize on these characteristics in order to improve nuclear-sui- 

veillance capability. 
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Simultaneous recordings of several signals and several noise 

samples across a network consisting of 10 VELA and LRSM stations have been 

obtained and analyzed.  Power-density spectra of both snort- and long-period 

noise are computed to measure the time and space variability of the noise field. 

Interstation coherence measurements for long-period noise reveal virtually 

no coherence,  indicating that time-shift-and-sum processing is optimum for 

network signal extraction.  High-resolution frequency-wavenumber spectra are 

computed for two noise samples from each array station.  Surface-wave noise 

is found to predominate at all stations except TFO and NPNT and to be highly 

correlated with storm activity along the perimeter of the same continent. 

Bodywave noise correlatable with storm activity is seen at TFO and NPNT but 

is rarely seen at the surface-wave noise-limited stations. 

Studies of short-period signal similarity across the network 

reveal considerable variation in P-wave amplitude and waveform,  which is 

not easily correctable with equalization filters.    Improvements in signal-to- 

noise ratio over simple beamsteering are obtained with weighted beamsteering. 

The ability of even a very limited network to resolve two events occurring 

very close in space and time is demonstrated.  Several approaches to network 

processing for depth-phase enhancement show promise. 

2.    Multielement System Studies 

A procedure for calculating the crosspower spectra between 

two seismometer outputs,  corresponding to assumed frequency-wavenumber 

models of the seismic activity, has been developed.   The technique is appli- 

cable to sensors separated both vertically and azimuthally,  to sensors mea- 

suring various aspects of the seismic activity such as displacement or strain, 

and to the different modes of seismic propagation.  A program embodying these 

results would be useful in the design of multichannel filters for multicomponent 

arrays,  since adequate mec sured statistics for the signals and noise are fre- 

quently not possible to obtain. 

1-3 science services division 
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A theoretical comparison of beamsteer and multichannel- 

filter array processors over the frequency range 0. 0 to 0. 25 Hz has been 

made.   The problem considered is the extraction of a directional signal from 

ambient noise having a dominant component that is Isotropie and is also pro- 

pagating at 3 km/sec; this problem is relevant to long-period arrays where 

the signal of interest and the predominant noise propagate in the fundamental 

Rayleigh mode.   The multichannel filter processor proves superior at all 

frequencies but is significantly so only below 0. 05 Hz where neither processor 

yields VN SNR improvement.  Interestingly, above 0.05 Hz,  the improvement 

of either processor oscillates substantially about VN.   This behavior is clearly 

caused by the aliasing properties of the hexagonal-grid array geometry. 

Analysis of the high-re solution K-line wavenumber spectra 

computed for each of three seismometer lines in the 10-element sho:.t-period 

array at WMO reveals broadband surface-wave energy (0. 2 to 1. 0 Hz) coming 

from the northeast (probably generated by lakes a few kilometers away in that 

direction).  Mantle P-wave energy (apparent velocity greater than 8 km/sec) 

also is found to be appreciable in this frequency range. 

Multichannel filters have been designed for an experimental WMO 

array consisting of two rings of six radially oriented horizontal seismometers 

concentric with a vertical seismometer.  Motivating this experiment was pre- 

vious theoretical work indicating that arrays of this type are useful in the 

extraction of compressional signals from surface-wave noise.  Over the fre- 

quency range of 0. 0 to 3. 0 Hz, the average SNR improvement of 3 db is less 

than expected.  Examination of the horizontal seismometer traces indicates 

severe random-noise contamination. 

3.    Studies of Adaptive Systems 

The design and application of fixed multichannel filters to time- 

varying noise fields is known to be less than optimum.   Therefore, the use of 

adaptive filters which can vary their responsec zs the noise field changes is 

indicated. 
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A theoretical and empirical study of the performance and prop- 

erties of a particular class of adaptive multichannel filters was initiated this 

past year.   The rate of adaptation and the convergence of these filters were 

initially studied by comparing adaptive and fixed Wiener multichannel prediction 

filters. 

Adaptive filters are shown to perform equally well for data 

approximately stationary and significantly better for data known to be nonsta- 

tionary.   The effects of redundant sampling have been examined and are found 

to result in a high level of false gain when badly oversampled data are simula- 

ted.  Extension of the adaptive technique to problems in signal extraction has 

been considered. 

4. Noise from Near Sources 

Study of the effect of noise from sources so near the array that 

the assumption of space stationarity is invalid has been continued.  A theoret- 

ical noise model in which wavefronts are circular and there is attenuation as 

the wavefronts traverse the array has been developed.    Loss in filter perform- 

ance for a filter applied to space-stationary noise when designed from this non- 

stationary noise model has been found to be insignificant. 

Since adaptive filtering has shown promise for dealing effectively 

with nearby noise sources,  this study has been merged with the adaptive pro- 

cessing study,  which is expanded to include nonspace-stationary noise prob- 

lems. 

5. Intra-Arr-.y Equalization and Statistical Studies 

A study of the distributions of two measures of multichannel 

filter performance has been performed.   One statistic measures the ratio of 

the multichannel-filter-design regression error to the mean-square-error 

(MSE) of the optimum filter.   The other statistic measures the ratio of the MSE 

of the estimated filter to the MSE of the optimum filter.  Graphs which are 

presented specify, as a function of the number of channels,  the amount of 

1-5 science services division 



measured noise required to design filter.« of a given quality.   Both statistics 

are shown to be independent of one another and of the noise covariance matrix. 

The concept of group coherence (coherence between two sets 

of data channels) is reexamined in terms of the information contained in the 

group-coherence MCF's concerning seismometer inequalization and noise 

field structure.   The technique,  although found to lack sufficient wavenumber 

resolution for isolating coherent energy sources and detecting the second- 

order effects introduced by seismometer inequalization,  is highly valuable 

as a measure of multichannel coherence. 
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SECTION II 

NETWORK STUDIES 

Network studies are directed toward effective utilization of a 

collection of seismic stations as a coherent worldwide seismic network to 

enhance capabilities for seismic-event classification.    These studies, 

initiated 1 year ago,   examine signal and noise characteristics as seen at 

the network level. 

Presented in this section are summaries of the studies. 

Three special reports more fully and quantitatively describe    the prelimi- 

nary analysis of 

• Ambient noise characteristics at the 
network level^ * 

• Network signal characteristics and coherent 
signal processing^»'* 

• The role of the array station as an element 
of a worldwide network 

The network consists of: VELA seismological observatories 

TFO and CPO,   LRSM array stations OONW,   NPNT.  GGGR,   LZBV,  and 

HWIS; and LRSM sites ADIS,  RKON,  and DHNY.    Figure II-1 shows locations 

of the stations.    The station distribution,  in effect,  limits the network to 

northern-hemisphere coverage.    Only vertical-component instruments are 

used. 

Data for the study include signal and noise samples simulta- 

neously recorded across the network.    Long- and short-period noise samples 

and short-period signals have been analyzed.    During the noise and signal 

characterization studies,  all results have been evaluated for their significance 

in improved signal   detection,   source location,  and source identification. 

II-1 id« flo« 
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The network studies performed represent a preliminary- 

examination of network operation using a limited data ensemble that reflects 

neither year-round nor worldwide conditions.    The network itself is highly 

limited in terms of station quantity and distribution.    Tentative conclusions 

regarding both network operation and station function as a network element 

are subject to continued investigation. 

An operational concept of network processing has begun to 

take shape,  however.    Initial detection of events appears to be a subarray 

function,  with the network operating in an iterative role,   combining station 

estimates and refining location and timing information.    Further postdetection 

processing at the station level,  therefore,   should be performed with the up- 

dated information.    The process can be fully automated and yet subject to 

human judgment,  as a   man-machine discourse is visualized at the network 

level. 

A.    NETWORK AMBIENT NOISE ANALYSIS 

1.    Objectives of Study 

The primary objective of the network ambient noise study is 

to characterize the seismic noise observed at the network level.    To achieve 

this rather broad goal,  answers to several fundamental questions are sought: 

• How does the noise power vary as a function 
of frequency,  time,  and geographical position? 

• What are the dominant propagation modes 
observed for coherent seismic noise? . . . 
what are the sources of this noise? 

• To what extent are the array stations in 
the network limited by bodywave noise? 

• How coherent across the network is that 
component of the seismic noise which is 
coherent at the station level? 

II-3 sclenco services division 



Answers to these questions are sought in several ways.    An 

ensemble of five noise samples,   recorded between 12 August 1964 and 

29 January 1965,   is analyzed with power-density spectra and coherence mea- 

surements.    Also,  two noise samples reflecting widespread storm activity 

are analyzed with frequency-wavenumber spectra.    Bodywave noise levels 

are estimated by comparing the input and output of processing procedures 

such as straight summing,  Wiener disk-model multichannel filtering, and 

adaptive filtering. 

2.    Results and Conclusions 

Analysis of the noise power-density spectra reveals large 

variations in noise level with geographic position,   frequency,  and time. 

These variations are well-correlated with the presence (or lack) of regional 

storm activity. 

Certain seasonal trends are evident.    Noise power levels are 

usually lower during the summer; across the network,  they were uniformly 

lower during the sample on 12 August 1964 (a relatively calm day).    Noise 

powor levels are usually noisy during the winter; all stations were unusually 

noisy during the sample of 6 November 1964 (a day with widespread storm 

activity across the northern hemisphere).    Ocean wind-wave height and sv/ell 

height charts correlate well with surface weather charts for these time 

periods and provide circumstantial evidence for postulating coastal surf 

action as a significant noise source. 

In general,   station short-period noise power-density spectra 

are found to be seismically valid between 0. 2 and 2. 0 Hz.    The bulk of noise 

power and the largest variations in level are observed in the 0. 2- to 0. 5-Hz 

microseismic band.    An exception is GGGR which is dominated by noise 

power in the 1.4- to 2. 5-Hz band: whether this energy is primarily seismic 

has not been established. 
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Figure II-2 shows absolute power-density levels observed at 

1. 0 Hz for available noise samples at each station.    TFO and NPNT have 

relatively low noise levels, while GGGR,  OONW, and ADIS are relatively 

noisy sites.    Noise-level fluctuations with time at each station are considerablt 

and coincide with the proximity of strong storm activity. 
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Figure II-2.    Station Ambient-Noise Power-Density Spectral Levels at 
1.0 Hz for Several Nitwork Noise Samples 

Figure II-3 presents power-density spectra computed for four 

6. 67-min samples at OONW.    Power-density levels at 1. 0 Hz vary from 7 

to 19 db.    Larger weather-related variations are seen in the 0. 2- to 0. 5-Hz 

microseismic band.    Above 2. 0 Hz,   the spectra exhibit numerous lines and 

a generally flat level; this energy appears to be primarily system noide. 
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-10 
1.0 2.0 

FREQUENCY    (Hz) 

3-0 4.0 5.0 

Figure II-3.    An Ment-Noise Power-Density Spectra at OONW 

An exception is the 16 O tober 1964 sample which is digitized from uncom- 

pressed FM tape; the others are from compressed tapes.    Broadband rms 

ncise-level estimates made for these samples indicate ground motion of      . 

3 to 19 mu.    Similar estimates made from bandlimited outputs (0.8 to 2.8 Hz) 

indicate ground motion of 2 to 8 mu.    OONW noise levels appear somewhat 

higher than those at CPO. 

Long-period noise power-density spectra also are computed 

for several network stations from two noise samples.    Overall data quality 

is poor; however,   the spectra appear seismically valid between 0. 03 and 

0.2 Hz.    In general,   the station spectra reflect dominant spectral peaks 
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at approximately 0. 06 Hz and lesser peaks near 0. 12 and 0. 2 Hz.    Spectra are 

corrected to units of absolute ground motion at 0.04 Hz; power densities, 

surprisingly consistent among stations at this frequency,  average approxi- 
5 

mately 45 db.    Comparison with LASA long-period spectra    (which represent 

analysis of considerably higher-quality data) results in general agreement 

in both frequency of observed peaks and overall spectral levels.    The long- 

period spectra's apparent stability (and general lack of sensitivity to regional 

noise sources) at 0. 04 Hz should be studied further to explain this behavior 

and to establish the source of this energy. 

Broadband spectral estimates are formed by joining absolute 

long- and short-period spectra for each station.    Figure II-4 shows broad- 

band estimates for CPO.    The spectra appear dominated by microseismic 

energy between 0. 1 and 0. 3 Hz.    Also observed in this band is the largest 

variability,  which is related to nearby storm activity (tropical storm Isabel 

located off Cape Hatteras during the 16 October 1964 sample) and to the 

relatively poor estimates (both short- and long-period instrument responses 

being low in this frequency range).    The power indicated below 0. 03 Hz is 

not believed to be seismic but to be due to coupling with atmospheric-pres- 

sure fluctuations. 

Interstation coherences computed for the long-period data 

reveal no m .-ble network coherence.    A few coherent peaks signif:.cantly 

above the expected value for random correlation are observed; these are 

generally above 0. 1 Hz and are seen only between stations on the same 

continent. 
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Figure II-4.    Absolute Power-Density Spectra at CPO 

A particular example is the coherence of 0. 15 seen at 0.26 Hz 

between TFO and RKON.    It may be significant that this,  the highest observed 

coherence,  occurs for two stations lying on a great circle passing through an 

intense storm off the coast of Newfoundland.    Wavemxmber analysis at TFO 

indicates trapped-mode energy with phase velocity of approximately 3 km/sec 

from the Newfoundland direction; it appears possible,   therefore,   that this 

peak represents valid seismic coherer ce between widely separated stations 

for directional trapped-mode energy.    There is the possibility,  however, 

that the coherence is instrument-related. 
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The spatial organization of station noise fields at C^O,   TFO, 

NPNT,  OONW,   and GGGR is examined using high-resolution wavenumber 

spectra for two noise samples from days of strong storm activity.    Also, 

K-line spectra are computed for the crossarrays at OONW,   GGGR,   and 

NPNT.    Array dimensions generally limit analysis to frequencies below 

1.0 Hz.    A discussion of the procedure and a description of an experiment 

conductea to establish the validity of such noise spectra are presented in 
2 

Advanced Array Research Special Report No.   8. 

Analysis of tnese spectra reveals a strong dominance of di- 

rectional trapped-mode surface-wave energy at all stations except TFO (and, 

to a lesser extent,  NPNT) where directional bodywave noise dominates above 

0.3 Hz.    The trapped-mode energy appears to be generated primarily by surf 

action related to regional meteorological activity.    Similarly, much of the 

TFO bodywave noise appears storm-related. 

Good agreement between 2-dimensional and K-line wave- 

number spectra is obtained,  considering the differences in smoothinj and 

resolution.    The 2-dimensional wavenumber spectra are computed from 

spectra obtained by Fourier-transforming over a 409.6-sec data gate, 

yielding a frequency resolution of 0. 0025 Hz.    The K-line spectra are Danielle- 

smoothed over 41 points for a 0. 1-Hz resolution.    Only four seismometers 

along each arm are available for the K-line estimates. 

Figure II-5 shows high-resolution wavenumber spectra com- 

puted at 0. 2,   0.4,   0.6,  and 0. 8 Hz at OONW.    Spectral peaks occur in the 

direction from which the energy arrives.    Relative peak power levels shown 

on each plot illustrate the wide dynamic range examined. 

II-9 science services division 



D 
D 
:: 

D 
D 
;: 

D 
D 

11-10 science services division 

Q 

0 
D 
0 
D 
0 
0 
li 
0 

0 



: 

n 
D 

B 
: 

: 

3 
i 
i 
i 
i 

Figure II-6 shews K-line spectra at the same frequencies for 

each arm of the array.    Integrated wavenumber power-density functions are 

superimposed on each plot.    The dashed lines represent apparert horizontal 

velocities of 8,   3,  and 2 km/sec.    Positive wavenumber corresponds to 

propagation from north to south.    Due to normalization procedures,   power- 

level differences between frequencies are not reflected in the vertical scales 

shown; however,  some smearing of the dominant 0. 2-Hz power through the 

spectral window has likely occurred.    Related peaks on the K-line and 2- 

dimens.lonal spectra are numbered and refer to storms indicated on the sur- 

face weather map,  Figure II-7. 

The dominance of regional storm energy at each station sug- 

gests that storm-tracking could be performed by the network.    In a sense, 

this is true; however,   results indicate that energy from storms is observed 

by the various stations at differing frequencies,  velocities,  and propagation 

modes.    Differing travel paths,  distances,   earth filtering,  and nonisotropic 

radiation patterns could explain this observation.    Therefore,  network 

storm-tracking using stations limited by trapped-mode energy does not 

appear particularly promising.    For the same reasons,   the lack of noise 

coherence at the network level rules out useful application of multichannel 

filtering techniques to noise suppression.    The lack of coherence and the 

highly variable station noise levels indicate that delay and sum procedures, 

coupled with weightings based on signal-to-noise ratios,  will provide opti- 

mum signal extraction at the network level if signal distortion is not found 

to be a problem. 
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B.    NETWORK SIGNAL CHARACTERISTICS AND COHERENT PROCESSING 

Study objectives include characterizing seismic signals at the 

network level and examining methods to exploit these characteristics for 

detection and classification of seismic events. 

A primary study area is the similarity of the network- 

recorded signal.    The investigation also includes several network signal- 

extraction and phase-detection techniques and signal-location and separation 

methods. 

To evaluate the network's effectiveness,  four experiments 

have been performed.    These experiments and their objectives are as 

follows. 

• Depth-Phase Extraction 

This study investigates the ability of various 
network processing techniques to enhance 
iepth phases. 

• Signal Separation 

This experiment investigates the ability of 
network processing to recognize the con- 
dition of a simple event obscured by a com- 
plex event and to locate and separate the two. 

• P-Coda Enhancement 

This study determines the relative merits 
of various signal processing methods at 
the network level and the effect of network 
processing on background noise,   primary 
P-wave signals,  . nd P coda. 

• Evaluation of a Worldwide Coherent Energy 
Analysis Technique 

This study presents one simple method for real- 
time network processing and data presentation 
and analyzes several problems which will be en- 
countered in real-time network processing. 

11-14 science services division 

"■■■■ :~- 

D 
r 
D 
D 
D 
D 
D 
D 
D 
D 
D 
0 
S 
0 
e 
1: 
I 
D 
0 



1.    Depth-Phase Extraction 

Four events are processed to investigate the depth-phase en- 

hancement capability of network processing. 

One technique consists of time-shifting and summing the vis- 

ually aligned station outputs after squaring and integrating each.    Time shifts 

are based on pP-P arrival-time differences according to USC&GS focal-depth 
estimates. 

Another evaluated technique involves the use of a matched- 

filter output (P-30 correlation) resulting from crosscorrelation of the initial 

P wavelet with the entire P coda.    The P-30 correlations and their squared 

-nd integrated counterparts are time-shifted and summed according to pP-P 
intervals. 

In general,  the network processing techniques obtain consistent 

indications of depth phases.    Depth phases are equally or more evident on 

some station recordings,  but several stations do not indicate detection.    Net- 

work processing, therefore, would produce reliable event classification in 

terms of detection and identification of depth phases.    Other automatic pP- 

detection network processing techniques probably could improve this relia- 

bility if the station records were weighted in some fashion,   since evidence of 

pP is stronger on some station records than on the network output. 

2.    Signal Separation 

The signal-separation study is performed to determine the 

ability of a limited network to separate time-overlapping events using a square- 

law output from beamsteered traces.    The technique is useful for monitoring 

small areas of interest and would be particularly effective for detecting weak 

events .ach as explosions, which are masked by stronger regional events. 
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Several cases have been evaluated:   a single event; simultaneous 

recording of a simple and x complex event,  both of the same magnitude with 

epicenters 1    apart; a similar case with the simple event reduced one-half 

unit in magnitude; a simple event occurring 10 sec after a complex event 

having the same magnitude and 1° away; and a similar case with the simple 

event again reduced one-half unit in magnitude.    In all cases,  visual time 

alignment compensates for time residuals. 

For each case,  25 beamsteers are formed —   one for each 

intersection of a 0.5° grid for a 20-x-20 coverage.    Square-lav/ outputs at 

five different times are contoured over the grid. 

Figure II-8 presents five beam steer plots showing resolution of 

two equal-magnitude events occurring 1 ° apart and separated in time by 1U sec. 

Plot 1 corresponds to a time preceding both events.   Plot 2 shows detection 

and location of the first,  more complex event.    Plot 3 shows declining energy 

from this event,  while plot 4 shows that the second event has been detected 

and located.    Plot 5 indicates no further energy release from the epicenter 

of the second (simple) event,  while energy from the first event is still available. 
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Results of the experiment show that a limited 8-station net- 

work can successfully separate two time-overlapping events,   even if magni- 

tude differences are only one-half magnitude and even if epicenter separations 

are as little as 1°.    With an increase in network coverage (more stations), 

events with larger magnitude differences and/or less epicenter separation 

could probably be individually detected, located, and sufficiently well- 

separated for correct source-type identification.    The time-residual effect 

on this capability for event resolution should be evaluated. 

3.    Signal Enhancement 

Since good estimates of P-wave spectral content and P-coda 

complexity are extremely valuable in event classification,  the ability of a 

network to provide improved P-coda estimates also is investigated. 
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Figure II-8.   Simulated 8-Station Recording of Two 5. 8-Magnitude 
Earthquakes Separated 10 sec in Time and 1° in Space 
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Two earthquakes are processed to determine the extent of the 

short-period P-wave similarity problem and the relative merits of simple 

beamsteering,  weighted beamsteering,  and beamsteering of Levinson- 

equalized data.    The effects of each on P wave,  P coda,   noise reduction, 

and apparent event complexity are examined through peak-signal-to-rms- 

noise measurements and broadband SNR improvement vs frequency.    Eight 

stations are represented in the network signal analysis,   and all station outputs 

are bandlimited (0.8- to 2.8-Hz zero-phase filter) prior to network analysis. 

Large dissimilarities in signal waveform and SNR are ob- 

served across the network for the two events.    For example,  the relatively 

simple Kamchatka event reflects interstation correlation coefficients ranging 

from 0. 52 to 0. 96.    Specific Levinson  equalization filters designed for each 

event work well for the Kamchatka event but only moderately well for the 

more complex Kurile Islands event.    Poorest equalization usually occurs for 

stations with low SNR's.    This suggests that,  in the absence of well-equalized 

network data, beamsteering using weights proportional to station SNR would be 

an effective approach,  because stations with better signal estimates would 

exert greater ivifluence on the network sum.    This proves to be the case. 

Weighted beamsteers yield higher SNR's than beamsteers of either unweighted 

or equalized data.    Results indicate that SNR improvements with Levinson- 

equalized traces are probably not sufficient to warrant the additional pro- 

cessing complexity at the network level.    Beamsteers are formed through 

visual signal alignments; thus,  the effects of station time residuals are not 

considered. 

Autocorrelations of station outputs are averaged and then used 

to compute average station spectra.    Compared to these average spectra» 

spectra of the simple beamsteer of network data produce the following: 
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• Signal loss averaging 3 db at the peak signal 
frequency 

• Broadband reduction in noise power of 9 db 
with eight stations 

• SNR improvements of 7 to 13 db within the 
signal band 

»   Significant attenuation of energy in the 
P-coda interval (7 t~ 9 db),  indicating 
that the majority of this energy is noise 
or scattered signal rather than aftershocks 
or depth phases 

Weighted beamsteers provide a minimum of 4 to 7 db additional 

improvement at frequencies of peak signal energy density and even larger 

improvements at other frequencies within the signal band. 

These results show that signals can be enhauröd effectively at 

the network level by simple beamsteering and that SNR weighted beamsteering 

is an excellent technique for signal enhancement.    Event classification should 

be aided by network processing,   since estimates of signal complexity are im- 

proved by reduction of scattered signal energy in the P coda. 

Another signal-enhancement experiment, although only indirectly 

related to network processing, was performed to test the ability to detect and 

locate a very weak teleseism through high-resolution frequency-wavenumber 
4 

spectra.      The experiment demonstrated that this technique, applied to a 

single-array station,  could provide the preliminary location precision re- 

quired before network processing. 

4.    Worldwide Coherent Energy Analysis 

The continuous worldwide monitoring of both transient and 

steady-state seismic energy sources would be highly desirable if physically 

meaningful and easily interpretable displays were provided.    Only such a 

e 

I! 
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worldwide network can provide the information necessary to permit such 

coverage.    Many different computational methods are possible for com- 

bining the outputs from all network stations to obtain su^h displays.    This 

study evaluates a simple technique for such displays and a simple technique 

for such network processing. 

The technique,   essentially a beamsteer in the frequency domain, 

provide-; «m estimate of P-wave power density as a func   jn of the geogrrphical 

location of its source.    The technique can corr  ctly locate equalized short- 

and long-period signals.    Time anomalies do not appreciably affect event 

location with long-period data but,  as expected,  make the technique im- 

practical for short-period data.    For nonequalized signals and multiple events, 

the presence of sidelobes in the spectrum prevents correct event location; 

however,  further study is indicated with similar techniques,   since this simple 

technique does not use all available information and is overly sensitive to 

time anomalies.    The experiment has shown that network data can be processed 

in real-time to produce a visual presentation suitable for monitoring any area 

of seismic interest. 

In summary, network signal processing is shown to be feasible 

and particularly advantageous for certain signal-classification areas.    Addi- 

tional investigations of network signal processing are warranted and should be 

performed using larger amounts of data.    Future experiments should use both 

explosion and earthquake data to produce quantitative measurements for 

event-classification experiments. 
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C.    CHARACTERIZATION OF THE ARRAY STATION AS AN ELEMENT 
OF A NETWORK 

Network studies are necessarily preliminary due to limitations 

of the network and data.    Only a few signals,  all from one general area,  are 

examined at the network level.    Similarly,  analyzed ambient noise data do 

not represent conditions of year-round network operation.    General characteri- 

zations,  therefore,  must be tentative.    The concepts of network operation pre- 

sented are consistent with available knowledge but must be recognized as pre- 

liminary in nature and subject to further investigation. 

Preceding discussions have examined characteristics of 

seismic signals and noise observed at the network level.    A fundamental 

understanding of these characteristics is important for proper exploitation 

of the network for detection and classification of seismic events.    The role of 

the individual station as an input to the network also becomes more apparent 

through examination of these characteristics.    This section attempts to define 

the array stations' contribution tc  coherent network processing.    However, 

it is necessary to first consider some of 'he more important requirements 

of a functional network processing system. 

1.    Why a Network 

The reasons for using network data for seismic-event dis- 

crimination are not necessarily obvious.    Seismic arrays yielding high- 

quality data have significantly advanced the VELA UNIFORM program in 

terms of improved signal detection and source location.    However,  the net- 

work concept should provide surveillance capability superior to that obtained 

with any particular high-quality station,  sine«; problems of station variation 

in sensitivity with azimuth,  epicentral distance,  frequency content,  etc. , 

become less critical with multidirectional coverage of events.    Similarly, 

event radiation patterns do not pose potential difficulties; in fact, the network 

can effectively utilize these patterns as an aid in event classification. 
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Considerable network data are used at present — primarily 

in terms of the off-line manual selection of useful information from a variety 

of station inputs.    Off-line interpretation and collation of seismic information 

from stations all over the world through USC&GS result in periodic listings 

of seismic activity,    A multitude of information appears to be already avail- 

able.    In fact, the large quantities of seismic data to be analyzed form a most 

cogent argument for network processing.    As improvements are achieved in 

recording and analysis techniques,  detection thresholds are lowered,  resulting 

in exponentially increasing numbers of events for analysis. 

Studies of worldwide seismicity    form a basis for projections 

of annual event occurrences (m    2 4. 0) approaching 10, 000.    This assumes 

worldwide station coverage sufficient to place stations within 20° of all plausible 

epicenters.    Additional low-magnitude near-regional events would probably be 

reported by at least one station.    Therefore,  on a worldwide basis,  events 

would probably be detected at a rate exceeding one event per hour.    With in- 

creased proliferation of nuclear-weapon technology,  more regions become 

suspect and require monitoring.     Determination of clandestine testing must 

necessarily be done quickly and accurately.    The only really plausible system 

for continuous on-line monitoring of seismic activity on a worldwide scale 

is an automated network. 

Such a network should consist of a worldwide net of seismic- 

recording array stations in constant connmunication with a central interpretive 

and analytical facility.    This central facility would be staffed by expert seis- 

mologists and technicians having access to visual on-line displays of seismic 

activity in areas of interest and being assisted by large-scale high-speed com- 

puting equipment capable of near real-time processing.    The remote array 

stations would require a minimum staff, primarily for operational maintenance. 
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Thus,  the advantages of network processing are many.    De- 

tection and analysis become virtually instantaneous through automated com- 

munication and processing.    Since station analysis becomes unnecessary, 

required staffing of technically competent people becomes less of a problem. 

The central facility would provide to the seismologists a continuous evaluation 

of worldwide seismicity.    Such a monitoring facility could conceivably pro- 

vide earthquake or tsunami warning information based on analysis of shock 

activity, while continuing the primary surveillance task. 

Combined analysis of many well-distributed stations should 

result in improved signal detection and source location.    Event classification 

should be improved through better signal estimates and use of network dis- 

crimination statistics and network depth-phase detection and identification. 

Preliminary network studies performed during the current year under the 

Advanced Array Research program and discussed in other parts of this 

section indicate possible significant improvements in signal estimates (re- 

duction in scattered signal), depth-phase discrimination, and signal-source 

location and event separation using rather limited networks.    Studies of net- 

work discrimination statistics using a 5-station network also appear extremely 
7 promising. 

2.    Array Station's Role in Such a Network 

What,  then,  are the functions of the various elements that 

form the network,  i. e. ,   the array stations? 

Obviously,  a communications link (such as telemetry) must 

exist between each array station and the central facility.    Automated pre- 

detection isotropic processing should be implemented at the array-station 

level, with continuous interrogation for events by some scheme such as 

square-law (square, integrate, and threshold) detection.    Specific areas of 

interest within the range of the station would also be continuously monitored 

with directional array-processing techniques. 
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Upon detection of an event, information regarding arrival 

time, rough location, and possibly even signal waveform would be trans- 

mitted to the network facility. 

— D 
B 
Q 

Following event detection at one or more array stations,  a 

request could be transmitted from the network to appropriate stations to 

implement postdetection processing,  using refined timing and source-location 

estimates obtained at the network level from those stations initially reporting. 

Then,  the stations would implement the designated (and automated) post- 

detection operations on the still-retained array data and resupply the network 

with refined information. 

Isotropie preprocessing may fail to detect an event at a given 

station; however,  subsequent directional processing at the command of the 

network (including the possibility of adaptive filters which could be quickly 

designed from measured noise preceding the network-predicted arrival 

time) could result in event detection.    In a sense, the network would operate 

in an "adaptive" mode during event-detection periods,  refining its estimates 

as additional information is acquired from the array stations. 

3.    Network Function 

The function of the network facility is,  in turn,  to monitor 

incoming array-station outputs, implement network-level source-location 

and event-classification procedures,  and provide various worldwide and 

regional displays for on-line visual monitors. .  . 

When event detection is reported by one or more array 

stations,  the network,  at the discretion of the seismologist who provides 

the necessary element of human judgment and control,  may enter the 

"adaptive" operation mode and interrogate those array stations considered 

to be within range of the hypothesized epicenter.     Obviously,  although the 

network is operating in real-time,  a built-in constant delay is required to 

allow for teleseismic traveltimes. 
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In addition to visual displays,  the network facility would fur- 

nish estimates of event hypocenter,  magnitude, and time, as well as classifi- 

cation as to type.    Permanent records,  such as filmed or taped recordings 

of seismic signals and the visual displays, would be acquired, as well as out- 

put listings of event activity (in a sense, a real-time automated bulletin). 

Network signal and noise studies during the current year have 

indicated that network-level signal-extraction processing probably would con- 

sist of relatively simple procedures such as time-shift and sum (baamsteer) 

of station inputs after some form of station weighting.    The apparently un- 

correlated nature of the network noise field and the large variations observed 

for station rms noise levels with both geographic position and time suggest 

the need for some type of beamsteer weighting such as relative signal-to- 

noise ratios using a form that emphasizes the better stations.    Estimates of 

signal complexity and energy-density distribution with frequency should im- 

prove through reductions in ambient noise and scattered signal with these 

procedures.    Network-level processing complexity,  therefore, does not ap- 

pear prohibitive. 

4.    Desired Subarray Outputs to Network 

Various types of subarray information would be applicable to 

network-level event detection,  sirual extraction, and phase identification; 

others probably would be more useful in event-classification procedures. 

Definitive work remains to be dona in this area; however, previous and cur- 

rent-project VELA UNIFORM studies suggest certain useful inputs.    Short- 

period vertical-component data, bandlimited and array-processed for Iso- 

tropie coverage (or directional for specific areas of interest) currently appear 

most practical for P-wave detection — most likely by a square-law detection 

levice.    Planned studies of long-period 3-component array data may indicate cie 
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feasible detection using surface waves; at present, however, long-period (and 

short-period horizontal-component) data appear most useful for postdettction 

procedures such as phase identification and event classification. 

c 
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Subarray processors should be capable of furnishing several 

types of outputs.    Most of these should be bandlimited to reduce the highly 

variable microseismic energy.    Primary predetection processing should 

provide for Isotropie P-wave signal extraction.    Concurrent directional 

outputs monitoring specific areas of interest should also be included.    A 

detection method such as square  law is obviously needed.    In addition,  an 

output sensitive to low-magnitude regional events could prove useful for 

monitoring foreshock activity in the station area.    Component rotation and 

vector resolution would be a required function for 3-component array data. 
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Procedures for worldwide monitoring through visual displays 

probably would be practical only for long-period data (as indicated by current 

network studies).      Since long-period-data sampling rates are extremely 

low, an essentially continuous network display could be maintained by ac- 

cumulating samples at the array station over some suitable period (such 

as an hour) and then transmitting all samples at a high transfer rate. 

These outputs would serve primarily for station-level event 

detection.    Some form of rough location information such as azimuth or 

epicenter should be available,  as well as estimates of event magnitude and 

arrival time at the station.    Upon detection,  this information,  probably 

along with the appropriate processor output, would be transmitted to the 

network.    The transmission time of this information would likely be very 

short; continuous transmission from the subarray to the network would not 

be required. 
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While network operation and the role of the subarray may- 

appear rather complex,   all of the various components are technically feasible 

at the present time.    Current work with array processors has already in- 

dicated feasible implementation of all required operations.    Many of the 

network operations are currently being simulated through off-line analysis 

of multistation information,  and network implementation really means auto- 

mation of these procedures in real-time.    Such an operation, therefore, 

appears most feasible and necessary if worldwide surveillance is to be main- 

tained. 

D.    CONCLUSIONS AND RECOMMENDATIONS 

The detailed study of two samples of noise recorded simul- 

taneously at five network array stations has revealed that the major contribu- 

tor to short-period noise is storm activity which is at sea but is near a large 

landmass.    Continent stations being affected by a particular storm record 

strong directional surface waves from the storm.    These and other stations 

may or may not see bodywave energy from the storm.    Since the ability to 

see bodywave energy from a storm seems to depend on the surface-wave 

noise level, it is reasonable to conclude that all stations receive some body- 

wave energy from such storms. 

The frequency content of storm noise varies considerably from 

station to station — probably due to crustal filtering.    Long-period noise does 

not appear coherent between stations — even those on the same continent. 

Except for stations afflicted by high cultural noise levels, the principal source 

of seismic-noise-field variation appears to be the variation in intensity and 

location of major storm centers. 
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These conclusions are based on the invesdgation of only a few 

noise samples, which were recorded by a rather limited network during periods 

of strong storm activity; accordingly,  they should be regarded as tentative. 

More simultaneous noise samples, with some recorded during times of minimal 

storm activity,  should be studied and, where possible, more array stations 

should be included in the network.    Velocity filtering of array data should be 

performed to eliminate all except teleseismic bodywave noise in order to 

reveal the characteristics of the bodywave component.    Although coherence 

between stations could be expected for bodywave noise only in the sense of 

some correlation as to source region and intensity vs time, these gross simi- 

larities might be useful in network processing. 

Long-period noise should be examined, using a network of all 

available long-period array stations.    A network of LP stations should pro- 

vide greatly improved estimates of relative bodywave and surface-wave energy 

release for a given seismic event.    An understanding of not only the LP noise 

characteristics at each station but the relation between stations in these char- 

acteristics would permit the specification of appropriate array and network 

LP data processing procedures. 

Studies of short-period network recordings of several tele- 

seismic events have indicated large variations in signal amplitude, frequency 

content, P-coda complexity, and depth-phase detectability.    Less variation 

in the initial P wavelet (first 2 sec) has been observed, with the result that 

simple time-shift-and-summation network processing produces an improve- 

ment in peak-signal-to-rms-noise ratio (SNR) relative to the average station 

SNR.    Similar reductions in P-coda energy indicate that network processing 

can provide improved estimates of event complexity.    Weighting station out- 

puts by their SNR prior to network beamforming provides significantly more 
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SNR improvement tnan simple beamforming.    A study of a limited network's 

ability to resolve and to locate two events closely overlapping in time and 

space has indicated that a resolution of better than 1° can be achieved if time 

anomaly compensation can be provided. 

The study of network signal characteristics has also been very 

limited as to the number and variety of signals examined and as to the ex- 

tent and quality of the network.    A continuation of the network signal char- 

acteristics and processing study,  using more signals recorded with a larger 

network,  is recommended.    Signals should be obtained for explosion events 

as well as earthquakes representing a greater variety of depths, magnitudes, 

and source regions.    The effects of using source-region average time anom- 

alies for network beamforming should be investigated. 

Other approaches to enhancement and automatic detection of 

depth phases should be considered.    Long-period signal data should be in- 

cluded to determine the effectiveness of network discrimination criteria based 

on surface-wave measurements.    Both LP surface-wave and SP bodywave 

radiation patterns and relative bodywave-to-surface-wave energy should pro- 

vide good discrimination.    Methods for continuous network processing for 

automatic event detection and location are feasible and should be developed. 
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SECTION III 

MULTIELEMENT SYSTEM STUDIES 

A.    THEORETICAL CROSSPOWER AND CROSSCORRELATION BETWEEN 
SEISMOMETER OUTPUTS 

Conventional desig... of Wiener multichannel filters for seismic 

arrays requires knowledge of the crosscorrelations between sensor outputs 

if the design is to be in the time domain or knowledge of the crosspower 

spectra if the design is to be in the frequency domain.    Noise statistics are 

frequently obtained by recording a noise sample of adequate duration and 

using these data to estimate the appropriate quantity.   In the case of signals 

which may have short durations,  it is generally difficult to obtain reliable 

statistical characterization in this way.    An alternative is to intuitively 

model the signal in frequency-wavenumber space and calculate the cross- 

correlations or crosspower spectra corresponding to the model.    In some 

circumstances,  this theoretical approach is also valuable for generating 

the noise statistics. 

The goal of this work was to develop a computer program 

providing the desired crosspower spectra corresponding to standard fre- 

quency-wavenumber space models.    If crosscorrelations were desired, 

these would be obtained in the program by discrete Fourier-transforming of 

the crosspower spectra. 

At the time this work was begun, a program had already been 

written to compute the crosspower between two vertical-displacement sen- 

sors located on the surface for either the disk or the annulus models.    The 

initial intent was to generalize this program to include all situations of 

interest such as multicomponent sensors,   sensors which measure quantities 

other than displacement,  sensors at various depths, and dispersive modes 

of propagation.    It soon became evident,  however, that this approach would 
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result in a complex and unwieldy program.    A better approach was to 

begin with a general treatment covering all situations of interest,   because 

each is merely a specific aspect of the same problem.    Then,   the solution 

for any given case could be obtained in a unified manner. 

The theoretical basis for the program was developed.    Before 

implementation of the program,  however,  consideration of priorities dictated 

that this work be discontinued.    The theoretical results are presented in 

Array Resear< 

is given here. 
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Let the f-k space model for vertical displacement, on the 
—♦ 

free surface be $     (f,k).    Two such models are used.    These are chosen 
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to represent an, clossly as possible typical ^lane-wave seismic propagation 

and to make enduing calculations tractable. 
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First,   compressional- or Rayleigh-wave propagation is 

considered.    The vertical displacement at a point on the free surface is 

characterized by selecting an appropriate model for its power distribution 
—• 

in frequency-wavenumber (f-k) space.    The assumptions are that the propa- 

gating medium can be nodeled t-atisfactorily by   a series of horizontally 

stratified homogeneous layers overlying a homogeneous halfspace and that 

such a model has been defined.    The problem is to determine the cross- 

power spectrum between the horizontal and/or vertical displacements at 

two points within the medium. 

0 
D 
D 
i. 

i. 

i: 
The first model represents the Isotropie case where energy 

is equally likely to be coming from any azimuth.    At any frequency,  the 

absolute values of the wavenumber where energy occurs can have just one 

specific value.    In cylindrical coordinates,  this model can be expressed 

as follows: 

: 

: 
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♦Ssl"'k'9> = lS7(£)    4[k-kl(f>]   ; 0ä92T, 

where 6 is the dirac function and P(f) is the power density for free-surface 

vertical displacement.    The function k   (f) defines the radius in k  space 

where energy may exist at a particular frequency.    An Isotropie Rayleigh- 

wave mode is represented exactly by this model if k   (f) is the dispersion 

curve for that mode.    The Isotropie compressional wave is also represented 

exactly if the apparent speed has just one value V; in this case, k   (f) = f/V. 

The more general case of compressional waves covering a range of speeds 

may necessitate combining a group of these models with properly chosen 

values of V. 

The second model representing energy coming from the 

direction 9. is expressed as follows: 

W"'9»   'kf^-    «[k-kl<f)]  i[9-6l] 

The selection of one of these models and the model for the 

propagating medium implicitly specifies the relationships between dis- 

placements at two points in the medium.    The Haskell matrix formulation 

is used to derive the specific nature of these relationships.    To accomplish 

this, distinction between Rayleigh and compressional propagation is made by 

imposing conditions on the behavior in the halfspace.    The matrix formula- 

tion leads to f-k space transfer functions A (f, k) and A (f, k) which relate 

vertical and horizontal displacement at the location of one sensor to the free- 

surface vertical displacement directly above.    For example,  in the Rayleigh- 

vave case, these functions relate the amplitude and phases of the free-surface 
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where * denotes complex conjugate and where i and j are h or v, depending on 

the component of displacement under consideration. 

This result corresponds to the following convention for the 

crosscorrelatjin function and crosspower density: 

vertical displacement to .hose of the subsurface-location vertical and hori- 

zontal displacements resulting from a single plane wave propagating with 

specific values of f and k. 

Similarly obtained are B  (i. k) and B. (f, k) which relate verti- 

cal and horizontal displacement at the location of the second sensor to free- 

surface vertical displacement directly above the first sensor location.   B (f, k) 

and B, (f, k) include a phase-shift factor to account for the azimuthal separation 
h 

of the two displacement locations.    These transfer functions are then combined 

with the model for free-surface vertical displacement to obtain the f-k space 

crosspower between displacements at the two sensor locations.    The resultant 

expression is of the form 

.        B*(f.k) 

J 

n12{T)   =£™    TT   J       nl<t)n2(t"T) dt 

and 

«.i      . . f •   •      -i2TTfT 
Nl2<f)   " J       n12(T)  e dT 
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The simple nature of the models $      (f. k) permits integration 
s s 

—♦ 

of this 3-dimensional crosspower over k space to obtain the desired 1- 

dimensional crosspower.    The expressions for this quantity are given in the 

report and can be calculated at the various discrete frequencies. 

Love-wave propagation is handled in essentially the same 

way.    A difference results from the absence of vertical displacement for 
—• 

this type of wave.    In this case,  therefore,  the models f      (f. k) represent s s 
the 3-dimensional autopower of a hypothetical surface sensor which mea- 

sures horizontal displacement in all directions. 

A second difference is that the matrices which occur in this 

development are 2x2, whereas those for the compressional or Rayleigh 

waves are 4x4.    Aside from these differences, the development proceeds 

as just outlined. 

As an example of the extension of these results to other 

situations,  the modifications necessary to deal with strain measurements 

in a compressional-wave field are developed.    The only modifications are 
—» —> 

shown to be slight changes in the A. (f, k) and B. (f, k). 
J » 

In summary, a method for calculating the crosspower density 

between two sensor outputs corresponding to an assumed f, k space model 

has been outlined.    Specific results are presented for displacement sensors 

in the presence of Rayleigh, Love, and compressional modes of propagation. 

The method is readily extendable to other cases of interest.    As an example 

of this, the strain sensor relations have been derived. 
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B'    ™^LiON OF DIRECTIONAL SIGNAL FROM ISOTROPIC NOISE OF 
1 tiki bAME SPEED 

In considering methods of signal-extraction processing for 

planar arrays of long-period vertical seismometers, the ambient noise is 

found to have two distinguishing characteristics:   bodywave noise, if present, 

represents a much smaller proportion of the long-period noise than it does 

in the frequency range of short-period instruments; and. at these low fre- 

quencies,  the only significant nr ode of surface-wave propagation having a 

vertical component may be the fundamental Rayleigh wave. 

The extraction of the Rayleigh phase of an event from such 

a noise field is a matter of considerable interest.    This signal-extraction 

problem is somewhat unique because both the signal and the predominant 

noise energy travel with the same speed.    This raises the question of the 

relative merits of time-shifi-and-sum vs multichannel filter processing 

under these circumstances.    A brief theoretical study of this problem ha. been 

performed; results are presented in Advanced Array Research Specie Report 
No.  9. 

The case considered is that of a signal coming from a specific 

direction at a speed of 3 km/sec and having a white power-density spectrum 

for vertical displacement.    The small amount of dispersion over the fre- 

quency range considered (0. 0 to 0. 25 Hz) is neglected,  but its effects can 

be inferred by appropriately modifying the frequency scale of the results. 

The ambient noise is composed of both S-km/sec organized noise resulting 

from an Isotropie source distribution and random noise.    The vertical dis- 

placement power-density spectra for both types of noise are white. 

Considered are a 7-element array and a 19-element array, 

both arranged on a hexagonal grid with 20-km spacing between elements. 
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Theoretical signal-to-noise ratio (SNR) improvements for 

two types of processors are computed.    The first of these aims the array 

at the signal by time-shifting and summing the seismometer outputs to 

reinforce the signal.    The second is a multichannel filter designed to mini- 

raize the mean-square-error between its output and the signal.    For the 

singular,  directional sigr.al used in this study,  this second type of processor 

is a jnaximum SNR processor.    In the presence of purely random noise, the 

MCF design procedure fields the beamsteer processor; i.e. ,  the individual 

filters are simply phase shifts.    In the presence of organized noise,  however, 

the MCF capitalizes on the particular spatial organization of the noise and 

performs better than the beamsteer processor. 

Results are obtained for varying proportions of organized 

and random noise.    The three cases considered are for 1-percent,  4-percent, 

and 20-percent random noise.    In the case of 100-percent random noise, 

both processors would yield y/N   improvement in SNR. 

Typical results are illustrated for the 7-element array in 

Figure III-l which shows SNR improvements for both processors and for 

two signal directions.    These curves are for the 1-percent random noise, 

99-percent organized noise case.    Qualitatively similar to these are the 

results for the other relative noise proportions and for the 19-element array. 

The principal result is that, for this particular problem, 

MCF processing is significantly superior to beamsteer processing only at 

frequencies below 0. 05 Hz where neither processor yields a/N   improvement 

in SNR.    At frequencies above the 0. 05 Hz, the improvement yielded by 

either processor oscillates appreciably about/N.    The aliasing properties 

of the regularly spaced array cause this behavior.    At any frequency, both 
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processors have high response to the wavenumber of the signal.    At certain 

frequencies,   some of the aliases of this high-response wavenumber coincide 

with portions of the organized noise.    Here,  the processors must pass more 

of the organized noise, and poor performance is observed.    Comparison of 

the two sets of curves in Figure III-1 shows that the detailed nature of this 

behavior is markedly a function of the azimuth of the signal. 

These substantial variations in SNR improvement,  resulting 

from the array geometry,  are a significant consideration in planning an 

array or understanding the performance of an existing array.    The close 

agreement between computed improvement and that suggested by aliasing 

considerations is valuable.    Considerations of the aliasing properties of 

an array,  it appears,  can lead to a quick estimate of array performance 

when the  organized noise field is not purely Isotropie. 

C.    ANALYSIS OF K-LINE WAVENUMBER SPECTRA FROM THREE 
WMO NOISE SAMPLES 

To aid in the design and evaluation of an experiment involving 

an array of horizontal and vertical seismometers at WMO, three previously 

recorded noise samples from that station have been analyzed. 

The analysis uses 1-dimensional K-line wavenumber spectra. 

These are projections of 2-dimensional wavenumber spectra onto one di- 

mension.    The high-resolution of these K-line spectra permits a more 

detailed analysis of the WMO noise samples than was possible previously. 

One-dimensional spectra are obtained for three directions 

parallel to the sides of the triangular array.   These are computed for 20 

frequencitd from 0.2 to 3. 0 Hz, with increments of 0. 1 Hz from 0.2 Hz 

to 1.2 Hz and 0.2 Hz thereafter.    Figure III-2 is an example of the wave- 

number power-density spectra and integrated wavenumber power-density 
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Figure III-2.    Wavenumber and Integrated Spectra from WMO Noise Sample 1 
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functions computed from the first noise sample NS 1.    For each wavenumber 

spectrum (power density plotted in db vs wavenumber in cycles/km),  the 

0-db level indicates the spectrum's average value.    The solid vertical 

line at k = 0 represents infinite apparent velocity; i. e. ,  the direction of 

wave propagation is perpendicular to the line of the seismometer array. 

Dashed lines on either side of this line show apparent velocities of 

8 km/sec and 3 km/sec. 

The normalized integrated wavenumber power-density 

function shown is 

k 

P(k)   dk 
/ 

•K 

with 

K 

P (k) dk   =    1 

is 

where P(k) is the wavenumber power-density spectrum and K is the fold- 

over wavenumber.    The foldover wavenumber is equal to 1 divided by twice 

the spacing between seismometers along each arm (in this case,   1 km). 

The peaks appearing in these 1-dimensional spectra are not 

immediately interpretable,   since they represent the projection of the true 

wavenumber locations of energy concentrations onto the three lines. 

The 2-dimensional location of a peak is determined by noting the apparent 

location of the peak along the three lines and using these apparent loca- 

tions to triangulate.    Clearly, two lines are adequate for this; the addition 

of the third line, however, provides an indication of the accuracy with which 

a peak has betn located.    When this is done, all three noise samples show a 
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concentration of energy coming from the northeast, with a velocity ranging 

from 2. 8 to 3. 5 km/aec.    In contrast with surface waves observed at other 

stations, this energy persists from 0.2 to 1.0 Hz.    The broadband nature of 

this surface-wave energy suggests a near source.    Two lakes located 5 to 8 km 

northeast of the center of the array seem likely to be generating this energy. 

The other major component noted is bodywave noise (energy 

propagating with apparent velocities greater than 8 km/sec).    Spectral 

resolution limited by the size of the array does not permit estimation of 

the velocity distribution for this noise. 

In addition to the northeast Rayleigh wave and the bodywave 

components,  some additional low-velocity noise is observed from 0.6 to 

1. 0 Hz.    This i:oise component is probably Isotropie Rayleigh-wav« energy. 

The percentage of the total power contributed by a specific 

component can be estimated using the integrated wavenumber power- 

density functions,  again allowing for the fact that low-velocity energy may 

appear as high-velocity energy along lines perpendicular to the source 

direction.    Then,  if the total power-density spectrum is known,  power- 

density spectra of the individual components can be determined.    Figure III-3 

shows these spectra for the third noise sample NS 3.    Here,  the individual 

components are estimated out to 1. 0 Hz.    Interference caused by the in- 

homogeneous geology of the area makes interpretation beyond this frequency 

difficult.       Uncertainties in the calibration data, it is to be noted,  make 

the absolute level of these spectra questionable.    The relative levels, 

however,  are considered accurate. 
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Figure 111-3.    Absolute Frequency Power Density Spectra for Three 
Noise Components in WMO Noise Sample 3 
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While most of the  energy beyond 1. 0 Hz is difficult to 

interpret,  the 2.0-Hz line characteristic at WMO stands out clearly. 

Figure III-4 shows three possible triangulated locations of this energy for 

NS 1.    The three locations result from the aliasing property of the array 

geometry.    All three have possible surface-wave velocities which preclude 

determination of the true source direction without additional information. 

Results from the other two noise samples are almost perfect overlays of 

this figure. 

D.    P-WAVE SIGNAL EXTRACTION WITH ARRAY OF VERTICAL AND 
HORIZONTAL SEISMOMETERS 

Recent theoretical studies show that arrays consisting of 

rings of radially oriented horizontal seismometers concentric with a 

central vertical seismometer can extract vertically arriving P-wave signals 

from Rayleigh-wave background noise.      ' This is accomplished by 

designing multichannel filters which use the Rayleigh component appearing 

on the vertical seismometer. This predicted value is subtracted from the 

vertical,  leaving the P-wave signal which does not appear on the horizontals. 

Installed at WMO during the second half of 1967 was an experi- 

mental array of this type,  consisting of a central vertical seismometer and 

two rings of six horizontal seismometers with ring diameters of 1. 15 km and 

2 km.    Data from this array have been processed in an effort to experimen- 
13 

tally verify the theoretical conclusions. 

ZO 
The analysis used PKP phases of two events and a -Är-^-min 

noise sample immediately preceding the second of these events; these were 

labeled SSA,  SSB,   and NSB,   respectively.    Before multichannel filters were 

designed,  the data were antialias-filtered, decimated to a folding frequency 

of 2. 98 Hz,  and whitened. 

Ill-14 science services division 

: 

D 
0 
:: 

: 

D 
;. 

o 
D 
0 
0 
:: 

: 

  
■ • 



:: 

:: 

Figure III-4.    Possible Directions and Velocities of 2.0 Hz 
Peak in Noise Sample 1 
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Two signal-enhancement processors were designed and applied 

to the data.    The first was a conventional Wiener infinite-velocity signal-ex- 

traction filter.    The noise correlation matrix was obtained from the 20-min 

NSB.    The infinite-velocity signal (appearing only on the vertical seismom- 

eter) was assumed to have the same spectrum as the noise with an SNR of 4. 

The second processor, an adaptively designed prediction-error filter,  used 

the horizontal traces to predict the noise off the vertical trace. 14   The filter 

was trained on NSB and then applied in the adaptive mode to NSB and both 

si-nal samples.    In passing through the signals,  the prediction error becomes 

' sry large.    To prevent this error from disturbing the filters, the adaptation 

was suppressed at any iteration where the square of the error exceeded a 

selected multiple of the average square value of the data used in that iteration. 

Figure III-5 shows spectra of the unfiltered vertical seis- 

mometer,  the Wiener filter output,  and the adaptive prediction error for 

NSB.    Neither filter provides significant suppression of the background 

noise on the vertical seismometer.    Spectra of the filtered signals show 

that the Wiener filter attenuates signals by about 2 db.    The net result is 

that both filters provide about 2-db SNR improvement over the frequency 

range 0, 0 to 3. 0 Hz.    This poor performance is not surprising below 

1. 0 Hz where the noise field is known to be dominated by bodywave noise 

which cannot be effectively suppressed by this type of array.    At higher 

frequencies,  however,  better performance is to be expected. 

Examination of the horizontal seismometer noise traces 

shows a great deal of nonuniformity from trace to trace and along a given 

trace.    This suggests that these records are seriously contaminated by 

random nonseismic noise.    Random noise seriously degrades the enhance- 

ment capability of this type of array.    This appears to be the reason for the 

wide disparity between theoretical results and the experimentally obtained 

results. 
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A previous report presented an absolute spectrum of WMO 

vertical seismometer noise,      mentioning that uncertainties in the cali- 

bration data make the absolute level of that spectrum questionable.    Figure 

III-6 shows a spectrum obtained from seismometer U3,  an element of the 

permanent shallow-buried array at WMO,   on 5 October 1967 between 

1700 and 1800 hr GMT.    While the horizontal seismometer data recorded 

at this time are somewhat suspect,  there is no reason to believe that the 

shallow-buried array was not functioning properly.    Therefore,  the spectrum 

presented here is considered to be a valid representation of the WMO am- 

bient noise. 

E.    CONCLUSIONS AND RECOMMENDATIONS 

A generalized procedure for the computation of theoretical 

crosspowers or crosscorrelations between the outputs of two seismic sen- 

sors has been outlined.    The calculations are based on a layered propagating 

medium and assumed frequency-wavenumber models for the propagating 

energy.    A computer program incorporating this theory would provide the 

theoretical noise and/or signal statistics used in the design of multichannel 

filters for multicomponent arrays. 

A theoretical comparison has been made between beamsteer 

and multichannel filter processors for the extraction of a directional signal 

from Isotropie noise.    Both the signal and noise were assumed to propagate 

with the same speed.    Considered were 7- and 19-element vertical seis- 

mometer arrays on hexagonal grids.    MCF processing, while always 

superior, was found to be significantly better only at very low frequencies 

where neither processor achieved vN   SNR improvement.    The aliasing 

properties of the arrays are clearly interprotable and significant at higher 

frequencies where SNR improvement oscillated about vN . 
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Computation of K-line wavenumber spectra from three WMO 

noise samples has provided new information concerning the ambient noise 

field.    The presence of broadband surface-wave energy (0.2 to 1.0 Hz) coming 

from the northeast implies a near source (probably two lakes a few kilometers 

away in that direction).    Also found to be appreciable in this frequency range 

is mantle P-wave energy (apparent velocity greater than 8 km/sec).    The 

velocity of the 2.0-Hz energy, characteristic at WMO, was determined very 

precisely down to the annbiguity imposed by the aliasing properties of the 

array.    Analysis of horizontal-vertical seismometer data recently recorded 

at WMO should be useful for resolving this ambiguity. 

These recently recorded data have been analyzed to verify 

theoretical indications that arrays of vertical and horizontal seismometers 

are useful for extracting P-wave signals from ambient noise.    Results ob- 

tained to date are inconclusive,  possibly due to a high level of incoherent 

noise on the horizontals.    Thus far, a 30-min noise sample relatively free 

of this contamination has not been used.    A detailed analysis of these data is 

recommended in order to obtain a better experimental evaluation of this type 

of array. 

i. 
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SECTION IV 

ADAPTIVE SYSTEMS STUDIES 

A. HISTORY OF PREVIOUS WORK AND TASK OBJECTIVES 

Procedures such as Newton's method of finding the root of a 

polynomial given an approximation were extended in a classical paper by 

Robbins and Monro        to include the case where the dependent variable was 

a random variable.    Thus, instead of solving for a root of f (x) = a, the prob- 

lem was to define a sequence (x.) for which the sequence of expected values 

f (x.) approached a.    This method, under the name of stochastic approxima- 

tion, has since been extended by Kiefer and Wolfowitz to more general prob- 
1 ft   17 

lems and by Blum to multidimensions.     * The first significant practical 

application of these methods was in the areas of pattern recognition and 

automatic control.    A theoretical background for these applications was de- 
18   19 

veloped by Albert and Gardner and by Widrow.     ' 

Many aspects of the adaptive method make it a desirable area 

of study for potential elimination of problems arising in multichannel fil- 

tering of seismic data.    The two most obvious and practical problems are 

time-varying noise fields and the high cost of filter design.    Thus, the ob- 

jective of the present study is to provide a theoretical and technological 

basis from which sophisticated adaptive systems can be implemented on line. 

B. OUTLINE OF PRESENT WORK 

The basic adaptive algorithm under investigation in this re- 

port is given by 

a (t+1)   =   a (t) + 2 k   €t x^ 
— — s    t ■—t 

where 

ct   =   dt   -   a   (t) x(t) 
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It becomes obvious after review of actual resuJts that, although 

academically interesting, theoretical work on this problem should be dis- 

continued in favor of more practical areas of research in the adaptive field. 

Automatic control of the rate of adaption is desirable because the filters 

eventually fluctuate around the optimum with the degree of fluctuation pro- 

portional to the rate of adaption; thus, when the filters have "converged," a 

reduction in the adaption rate is desirable.    Conversely, after a history of 

stationary data, if the data statistics become time dependent, a relative in- 

crease in the rate of adaption is desirable. 

:; 

The vectors x(t) in the present application are consecutive segments of a 

stochastic process; a (t) is the filter applied at time t; d^ is the desired out- 
t 

put at time t; and i^ia the error in predicting d . 

The parameter ks may be fixed throughout the processing, 

may vary as a specified function of time,  or may vary as a specified function 

of time and the data to be processed.    Small values of k    result in a slow rate 

of convergence,  but there is little variation about the optimum,  once the al- 

gorithm has converged.    Large values of ks provide more rapid convergence 

but produce undesirable,  large variation about the optimum filters. 

Theoretical studies have been directed toward problems con- 

sidered to be of practical importance such as relating the rate of adaption 

to a system time constant, convergence, automatic control, and extend- 

ing the adaptive algorithm to signal-extraction problems. 14'20   A system 

time constant would indicate the effective amount of data being used; there- 

fore, the rate of adaption could be used to control the amount that the re- 

sulting filters would vary from the optimum.21    Theoretical conditions in- 

suring that the adaptive technique produces the optimum filter weight have 

not been established. 
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The only obvious application of the adaptive method to con- 

ventional Wiener filter design requires an observed desired output.    Predic- 

tion-error filtering satisfies this requirement, but conventional Wiener filter 

design only requires a conceptual signal time trace with numerically known 

statistical properties.    One way to eliminate the necessity of a desired signal 

output trace has been established by relating the adaptive method to classical 

methods of matrix inversion.    Nonstochastic signal-model problems,  e.g., 

maximum likelihood,  can be solved by minimizing the output power of a 

multichannel filter satisfying a general system of constraints. 

These theoretical studies have been augmented by practical 

experience in applying the adaptive technique to data from a variety of sei3- 
14   22 

mic-array configurations.      '        Adaptive multichannel prediction-error fil- 

tering has been compared to conventional optimum Wiener filtering for 10 

sets of array data.    A program for adaptive maximum-likelihood signal ex- 

traction has been developed and applied to three sets of data. 

C.    RESULTS AND INTERPRETATION 

Major results of both prediction error and maximum-likeli- 

hood adaptive filtering indicate that adaptive filter design can be achieved 

in multipass off-line processing to produce filters equivalent in mean-square- 

error to the conventional Wiener filters.    Simulation of the on-line adaptive 

process indicates that adaptive processing effectively reduces problems 

with time-varying noise fields. 

In steady-state adaptive processing, the amount by which the 

mean-square-error exceeds the minimum mean-square-error is defined by 

Widrow to be the "excess mean-square-error" due to adapting the filters.1^ 

Widrow shows, under extensive assumptions, that the excess mean-square- 

error M is given by 

s ^-    p 
P 
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where the X values are the eigenvalues of the covariance matrix $ of the data 

to which the filters art applied and k^ is an algorithm parameter which mul- 

tiplies the gradient at ^ach step to obtain fhe additive correction to the filter 

weights.    Thus, for normalized stationary data, 

M   =   k     •   (no.  of channels)  •   (filter length) s 

D 
:; 

:: 

The actual excess mean-square-error curves are indeed linear 

with the k    and roughly agree with the theoretical result for data which have 

been prewhitened.    Adaptive processing of unprocessed data, however, reveals an 

interaction phenomena between fast adaption rate and oversampled data.   This 

interaction produces a false or tracking decrease in the measured adaptive 
23 error output power.   "'   This reduction is highly dependent on the number of 

channels and indicates that extreme care must be exercised in interpreting 

mean-square-error values for moderate to fast rates of adapting.    Mean- 

square-error as a function of k    is shown in Figure IV-1.    Two independent 

channels of stationary data are generated from each of three spectral den- 

sities.    The three spectra are 1) uniform out to the folding frequency,  2) uni- 

form to 1/4 of the .folding frequency, and 3) uniform to 1/20 of the folding 

frequency.    Thus, the cases represent data which have not been oversampled 

and data which have been oversampled by a factor of 4 and 20.    In each of the 

three cases, a symmetric 21-point filter is adaptively applied to one channel 

to predict the other.    The optimum coefficients are 0,  since the channels are 

independent, with a corresponding mean-square-err or of 1.0.    Measured 

mean-square-error decreases as k   increases for the oversampled data and 

increases with increasing k    for the data which have not been oversampled. 

The experiment has been repeated for seven channels of independent data over- 

sampled by a factor of 20 and not oversampled.    A 3-point filter has been used. 
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so the total number of coefficients remains unchanged.    The mean-square- 

error curve for the data not oversampled is not significantly changed;   for 

the oversampled data, however, the total decrease in mean-square-error 

is much more severe for seven channels than for the 1-channel problem. 

Application of the adaptive maximum-likelihood method to a 

composite of five noise samples illustrates an interesting and consistent dif- 

ference in error-frequency content between the adaptive and conventional 
22 

Wiener methods.        Although the total mean-square-errors are very nearly 

the same, the adaptive method is better at high frequencies (as illustrated in 

Figure IV-2) and is worse at low frequencies.    Power spectra are shown for 

the prewhitened data and error traces resulting from four processing tech- 

niques.    The first two techniques are the straight stack (sum) and the appli- 

cation of fixed filters as determined from a theoretical signal model and the 

actual noise statistics.    The last <-wo techniques are the running adaptive 

(time-varying filters) and fixed filters (maximum likelihood) determined by 

the adaptive algorithm. 

:: 
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Theoretical results under believable assumptions have been 

difficult to achieve.    One important approximation is an expression for the 

dependence of a time constant T upon the rate of change (k ) of the set of 

coefficients.    The concept of time constant presently used is that relating 

to the exponential decay in the weighting of data.    The effective time constant 

of the adaptive algorithm is the reciprocal of k times the average value for 

the sum of squares of data being filtered. 

Another important theoretical result relates any stepwise 

adaptive gradient method to the set of classical techniques for iterative 
24 

matrix inversion.    ''   This  result extends the class of conventional, adaptively 

solvable Wiener problems to include arbitrary signal models.    Computational 

efficiency can be achieved through this approach if the desired signal-model 

covariance can be closely approximated by a matrix which has a small rank 

compared to the dimension of the filter vector. 
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A program for adaptive computation of high-resolution wave- 

number spectra has been written but not completely debugged.    The theo- 

retical basis for this program was included in a special report.23   Effect of 

local noise, on multichannel filter design, i.e. , noise attenuated over array 

distances or not propagating as plane waves, was estimated by designing a 

local noise model and computing the theoretical signal-extraction error for 

processing data containing varying amounts of local noise. 

On the basis ^f limited data processing, the conclusion was 

that local noise should not seriously invalidate conventional multichannel 

filtering.    This task was limited in scope,  because part of the effort origi- 

nally intended for the local noise study was shifted to the study of adaptive 

processing. 

D.    SUMMARY AND RECOMMENDATIONS 

In summary, adaptive prediction MCF filters are less ex- 

pensive to design, can now be implemented on line, and are potentially much 

more efficient for time-varying noise ftftldi than ara the classical Wiener 

filters. 

TI studies to date have concentrated on prediction-error filter 

design by the adaptive technique.    Signal extraction by maximum-likelihood 

processing has been performed in a limited number of cases, and the method 

has been successful as anticipated from the results in adaptive prediction- 

error filter design. 

The adaptive method is limited to the above cases by practical 

experience only.    The algorithm for adaptive signal extraction, given a theo- 

retical signal model, is a straightforward generalization of the prediction 

algorithm.    Practical usefulness of this extension depends on the development 

of suitable methods of signal-model representation. 
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Adaptive signal extraction by the maximum-likelihood method 

has been theoretically extended to more general signal models by adding con- 

straints for passinp multiple signals or for rejecting noise which may be 
22 

modeled as discrete points in wavenumber space.        Application of this mul- 

tiple-constraint maximum-likelihood method should be made, foie example, 

to separate or possibly reinforce the up- and downtraveling, waves in vertical 

arrays.    Thus, both the Wiener and maximum-likelihood approaches to.adap- 

tive signal extraction should be studied to provide an adaptive filtering capa- 

bility equal in range to conventional filtering but having a "vantages in efficiency, 

potential on-line use, and operating characteristics. 

To realize the full potential of adaptive systems for processing 

array data, the continuation of adaptive signal-extraction, studies,  supporting 

research for on-line implementation of the adaptive algorithm, and general 

theoretical research on adaptive methods is therefore recommended. 
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SECTION V 

INTRA-ARRAY EQUALIZATION AND STATISTICAL STUDIES 

The goal of this task as expressed in the work statement was 

to continue studies of the instrumental equalization problem, apply any new 

techniques available for studying instrumental equalization, and evaluate the 

effectiveness of such techniques. 

To understand the direction that the research has taken on 

this task,   one must first understand the nature and effects of the instru- 

mental equalization problem.    This problem deals with the fact that actual 

seismometer array data are only an approximation to ideal array data, where 

ail sensors are perfectly calibrated and exactly located in or on a perfectly 

modeled wave-propagation medium.    For most simple models of the elastic 

medium such as an homogeneous layered medium or a spherically layered 

earth,  the signal waveform from a distant source is generally assumed to 

be identical on each seismometer except for a time delay which can be cal- 

culated from knowledge of the signal direction and velocity and the array 

geometry.    In practice,   recorded signal waveforms differ in amplitude 

and shape from seismometer to seismometer and, as well, fail to have the 

precise time-shift schedule that ulane-wave motion should have.    Often, 

these variations from the ideal are sufficiently small that simple,  insensi- 

tive array processing techniques such as time-shift and sum work well.    . 

When sophisticated high-gain methods such as Wiener or maximum-likeli- 

hood processors designed from measured noise are used,  however,  un- 

equalized array data produce deleterious effects in the design of the multi- 

channel filters.    These effects are usually noticed only when the filters are 

applied to data not involved in the filter design; in fact,  when the filters are 

applied back to the data from which they are designed,  their apparent per- 

formance is often appreciably better than their actual performance on new 

data.    The unrealized portion of the apparent performance of the designed 

multichannel filters is called false gain. 
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A principal source of false gain is due to in equalization of 

seismometer gains in an array.    In designing a maximum-likelihood filter 

for enhancement of a vertically arriving teleseism,  the signal is modeled 

as being identical and simultaneous on all channels.    The noise statistics 

are usually measured from recorded noise data.    If the array data are not 

well-equalized,  actual signals will not be identical on each seismometer 

and the maximum-likelihood filter will distort the signal waveform.    In 

fact,  for poorly equalized data,   the actual signal may have more of the 

statistical characteristics of the measured noise than of the idealized sig- 

nal model; then,   the multichannel filter would reject the actual signal.    If 

only the recorded noise data and the Idealized signal model were used to 

measure the signal-to-noise ratio improvement of the multichannel filter, 

the true performance of the filter would be overstated.    Moreover,  this 

theoretical performance would be higher in general than the true perform- 

ance of the filter designed from perfectly equalized noise data,  because 

unequalized noise array data tend to be more different, statistically speak- 

ing, from a perfectly equalized signal model than do equalized noise data. 

Thus,  there is increased statistical separation upon which the multichannel 

filter can work betwean the ideal signal and the unequalized noise.    In fact, 

theoretically measured performances of sophisticated multichannel pro- 

cessors may be quite misleading,  not only in terms of their actual per- 

formance but in terms of how well a properly designed filter can perform 

on the given signal and noise problem. 

The inequalization false-gain problem has been studied exten- 

sively in the past, and a reasonably good practical solution known as gain 
25 slop was developed in 1964.        However, this solution of incorporating sta- 

tistical gain inequalization into the design of the filters limits the maximum 

performance of the multichannel filter system.    Thus,  recent research has 

been directed toward finding a more deteruunistic solution in order to achieve 

higher array gains. 
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Subsection A of this section presents the results of investi- 

gating the usefulness of group coherence and group-coherence filters in 

studying seismometer inequalization.    Subsection B discusses the results of 

a study of statistical false gain, a quantity which is easily confused with in- 

equalization false gain. 

A.    STUDY OF GROUP-COHERENCE FILTERS AND THEIR WAVENUMBER 
RESPONSES 

An attempt to study seismometer inequalization through use 

of group coherence and group-coherence filters has been made under this 

contract.    Group coherence,  a generalization of the well-known concept of 

coherence between a pair of stationary time series,  consists of defining 

the coherence between two groups of stationary time series.    One of the 

simpler definitions of group coherence,  which uses the definition of coher- 

ence between two single traces,  is as follows.    Assume that an arbitrary 

multichannel filter H is applied to one group of time series to produce trace 

h and that a second arbitrary multichannel filter G (the input of which ie 

the other multiple time series) has an output g; the group coherence between 

the two sets of time series is the maximum coherence between g and h 

obtainable by varying G and H,  and these maximizing multichannel filters 

G and H are called the group-coherence filters. 

An important property of coherence is its invariance with 

respect to linear filtering; i. e. ,  the coherence between two traces is un- 

changed by passing them through frequency filters that do not have zero 

response at any frequency.    (The filtering is reversible.)   A similar, 

more general statement is true about group coherence:   it is invariant 

with respect to any nonsingular linear transformation of the traces within 

the two groups; i. e. ,  group coherence is unchanged by scaling,  by frequency 

filtering,  or by combining the traces within a group by any linear reversible 

network filter. 
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With regard to seismometer arrays,   the group coherence 

between two arrays is independent of any inequalization problems possessed 

by the seismometers in the arrays.    The two maximum coherence time 

traces generated from the two arrays are invariant with respect to inequal- 

ization (invariant outside of arbitrary frequency filtering of each of the two 

traces).    This basic invariance of group coherence with respect to seismom- 
26 eier inequalization gave rise to the research reported in a special report. 

If an array of seismometers is partitioned into two groups and a set of mul- 

tichannel filters is designed for each group so thit the coherence between 

the two MCF outputs is a maximum,  the wavenumber responses of both 

MCF sets should tend to peak and be highly similar in regions where the 

wavenumber power spectrum is a maximum.   In particular,  the wavenumber 

response of the difference between the two MCF sets should have a small 

power response at the wavenumber peaks.    Thus,  highly coherent energy 

such   as that generated by storms or earthquakes would appear as regions 

of low power response in the wavenumber response of the difference.    The 

broader object of this study was to investigate: 

• Whether the wavenumber response of the 
difference MCF can be used as a tool for 
detecting and isolating regions of highly 
coherent energy 

• Whether multichannel filter weights can 
be used for determining the amplitude and 
phase response inequalizations of the array 
seismometers 

27 
Used in the study were data from the TFO long noise sample.        Also used 

were synthetic data modeled to resemble the TFO data but without any seis- 

mometer equalization problem.    The research led to tiie following results. 
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The group-coherence technique is excellent for measuring 

the basic similarity between two arrays of seismometers,  and multichannel 

filters are useful if the object is to generate the maximum coherent MCF 

outputs.    Using the difference wavenumber power response,  a reasonable 

estimate of the noise warenumber power spectra can be made; in fact,  this 

group-coherence wavenumber spectral estimate can be shown to include and 

be a generalization of one version of the high-resolution wavenumber spectral 

estimation studied in Task A of this contract. 

The group-coherence concept appears to be of little value in 

determining seismometer inequalization —  at least between array groups 

having little spatial separation such as that involved at TFO.    This conclusion 

is based largely on the fact that the wavenumber response of group-coher- 

ence filters lacks the resolution and accuracy needed for determining st    - 

mometer inequalization.    Seismometer inequalization has only a second- 

order effect on the wavenumber responses. 

B.    STUDY OF STATISTICAL FALSE GAIN 

Even for perfectly equalized data,  a multichannel filter de- 

signed from a sample of array noise data will have an inherent "false gain, " 

This false gain,  of a statistical nature,  is due to having only a finite amount 

of noise data for design of the filter weights.    Because only an estimate of 

the true no^se statistics can be obtained from a finite noise sample,  the 

resulting multichannel filter can be only an estimate of the optimum filter; 

thus,  it has a poorer than optimum performance,  at least on a long-term 

basis.    However,  if the filter is theoretically evaluated by applying it back 

to the data from which it was designed (and optimized for),  its apparent 

performance will probably be superior to its actual long-term average or 

true performance.    In fact,  this measured performance will probably be 

higher than the true performance of the optimum multichannel filter.    Thus, 
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because of finite accuracy statistics,  filter design and performance mea- 

surements have the same characteristics as possessed by filters designed 

from unequalized data.    Since both types of false gain are similar,  occur 

simultaneously,  and undoubtedly are mistaken for each other,  a study of 

unequalization problems must involve a study of statistical misdesign problems. 
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The study of statistical false gain has been very fruitful,  as 
21 

reported.      The primary goal of the study —  namely that of understanding 

and presenting practical guidelines for controlling statistical misdesign 

and evaluation of multichannel filters —  has been achieved.    These guide- 

lines, which are most easily expressed for the situation where the multi- 

channel filters are being designed in the frequency domain from estimated 

crosspower spectral matrices,  are obtained from the probability distribu- 

tions of two parameters,  a and 0,  under the Gaussian probability distribu- 

tion assumption.    The parameter i is the ratio of the true performance 

(the long-term average mean-square-error) of the designed filter to that 

of the optimum filter.    Thus a,  which cannot be less than unity, measures 

how much poorer is the designed filter than the optimum filter.    If the true 

statistics of the noise are unknown (otherwise,  why measure them?),  the 

value of a for any particular design effort is unknown.    One cannot be as- 

sured,  therefore,  that a particular filter is well-designed.    However,  the 

probability distribution of a is known,   so one can make statements such 

ac being 90-percent confident that the designed filter is within 1 db of the 

performance of the optimum filter. 

The parameter ß,  which is independent of a,  is the ratio of 

the regression error of the designed filter (the performance of the filter 

as estimated by applying it back to the data from which it was designed) 

0 
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to the true performance of the optimum filter.    Since the regression error 

is a measurable quantity,  the parameter ß is useful in estimating the true 

mean-square-error of the designed filter in an absolute sense.    Again, the 

value of ß in a particular design effort is unknown but, from knowledge of 

its probability distribution,  one can establish confidence limits. 

Figures V-1 and V-2, taken from a special report,  show the 

probability densities of a and ß.21 Both figures are for a 12-channel problem 

and show probability density functions for various values of n,  the number 

of complex degrees of freedom being used in the multichannel filter design. 

As n increases,  the probability density functions become more peaked and 

move closer to unity; this is to be expected since us-i of more and more data 

in designing a filter produces a more nearly optimum filter.    Note that the 

true auto- and crosspower spectra or auto- and crosscorrelations of the 

noise array data do not affect the parameters a and ß.    This should be sur- 

prising and is indeed fortunate,   since it means that a statistically meaning- 

ful noise-measurement experiment can be planned befora any measurements 

are taken; i. e. , for a particular multichannel filter design problem,  the 

required amount of noise data to obtain accurate results can be specified. 

Conversely,  given a particular amount of data,  one can judge how sophisti- 

cated the multichannel filter can be before statistical false gain and misde- 

sign become too severe a proMem. 

The basic guideline from this work can be simply stated:   the 

time-bandwidth product of the design effort should be several times the num- 

ber of channels in the multichannel filter.    Time-bandwidth product means 

the product of the time length of the multichannel data sample and of the fre- 

quency bandwidth or resolution used in estimating the auto- and crosspower 
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Figure V-l.    Probability Densities of a for c = 12 Channels 
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spectra.    This time-bandwidth product is the number of complex degrees of 

freedom (i. e., n in Figures V-l and V-2) used in the design of the filter. 

Roughly speaking,   10 complex degrees of freedom per channel means that 

the designed filter will be within 0. 5 db of optimum 80 percent of the time. 

A time-bandwidth product of five times the number of channels gives a de- 

sign within 1 db of optimum,  with 80-percent confidence.    These results, 

when combined with the cost of data recording and processing,  should result 

in a cost-effectiveness approach to filter design. 

C.    CONCLUSIONS AND RECOMMENDATIONS 

The use of the concept of group coherence does not appear to 

be very helpful with respect to the inequalization problem — at least between 

array groups having little spatial separation.    Possibly, the analysis tech- 

nique would be more successful on two array groups having 10-km to 50-km 

separation.    The coherence measurements on such distance arrays would be 

interesting in themselves. 

The most promising new technique for correcting seismom- 
2fi eter responses appears to be minimum-phase equalization.        These filters, 

which are designed on the assumption that the needed correction is minimum 

phase, appear to equalize first motion vevy well.    It is recommended that 

further work with these filters be investigated. 

Confidence curves for designing statistically reliable multi- 

channel filters in the frequency domain have been worked out very success- 

fully.    For frequency-domain-designed filters, one can now evaluate the 

statistical accuracy of past work and insure meaningful results in the future. 

Continuing research in this area is needed to investigate similar results 

for time-domain-designed filters.    Currently, the statistical reliability of 

time-domain-designed filters can only be estimated from the frequency- 

domain results. 
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APPENDIX 

SUMMARY OF ADVANCED ARRAY RESEARCH REPORTS 

1.     18 September 1967 Special Report No.  1 
Adaptive Filtering of Seismic Array 
Data 

Adaptive multichannel prediction filtering has been com- 
pleted on four data samples,  and adaptive maximum-likelihood signal 
extraction has been performed on one sample. 

Comparison of adaptive results with those obtained from 
processing the same data with stationary filters (nonchanging filters de- 
signed from correlation-function estimates) shows that the adaptive filters 
approach the stationary filters as k    (the rate-of-convergence parameter 
in the adaptive algorithm) approaches 0.    For larger values of k  ,  adaptive 
prediction-error filtering does better than stationary filters on nontime- 
stationary data,  but stationary filters are better on data samples which 
appear to be time-uniform. 

The performance of an adaptively designed maximum-likelihood 
filter was shown to be essentially equivalent to that of a maximum-likelihood 
filter which was conventionally designed from correlation-function estimates. 

Z.    30 September 1967 Special Report No.   2 
Analysis of K—Line Wavenumber 
Spectrafrom Three WMO Noise 
Samples 

Three 1962 noise samples from WMO were studied using 
K-line spectra as the analytical tool.     This high-re solution technique 
reveals noise-structure details not previously available.    The purpose of 
the work was to provide a better understanding of the WMO noise for use in 
conjunction with a proposed study of arrays of horizontal and vertical seis- 
mometers. 

A significant result of the analysis was the identification of 
broadband (0.2 to 1.0 Hz) surface-wave energy coming from the northeast. 
This is in sharp contrast with the narrowband character of surface-wave 
noise observed at other stations.    The relative freedom from high-frequency 
attenuation of this energy suggests a near source.    Two lakes located 5 to 8 km 
northeast of the center of the array are probable sources of this energy. 
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The other major noise component identified is high-velocity 
energy (greater than 8 km/sec).    Limited spectral resolution of the array 
prevents determination of the precise speed and direction of this noise. 

A third minor noise component of the array appears at fre- 
quencies between 0. 6 and 1. 0 Hz.    It travels at surface-wave velocity and, 
while generally Isotropie, appears to be somewhat concentrated in the 
southwest. 

Above 1. 0 Hz, the peaks of the K-line spectra become disorga- 
nized and a meaningful analysis is difficult.    It is possible, however,   to lo- 
cate the direction and velocity of the characteristic 2. 0-Hz enr rgy precisely 
to points of ambiguity imposed by the aliasing properties of tbxi array geom- 
etry.    Three possible source directions have associated velocities within the 
expected range for surface waves. 

Calibration data used in the computation of the absolute power 
levels in this report are subject to question.    Therefore,  the spectra should 
be considered accurate only in their relation to each other. 

3.    8 September 1967 Special Report No.   3 
Statistics Governing the Design and 
Performance of Noise-Prediction 
Filters 
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In designing a digital multichannel filter from a limited sam- 
ple of noise, a highly important parameter, a, is defined as the true mean- 
square-error of the estimated filter (i. e. , the average long-term perform- 
ance of the filter obtained from the noise sample) divided by the true mean- 
square-error of the optimum filter. ^ 

The value of a, which is equal to or greater than 1. is not 
known before or after an experiment since the true covariance of the data *-' 
is required to calculate its value; however, the probability density of a turns 
out to be invariant with respect to the true covariance and depends only on 
the amount of data and the number of channels in th2 filter.    Thus, one can 
determine before collecting any data how long a sample is needed in order to 
design a filter which is within 1 db (for example) of optimum with 90-percent 
confidence.    A second similar parameter, 0, defined as the estimated mean- 
square-error of the estimated filter (i.e. , the regression error) divided by 
the true mean-square-error of the optimum filter is highly useful in de- 
ciding the reliability of the apparent effectiveness of the designed filter. 
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The probability densities of a and fi are derived for the 
Gaussian assumption and graphs useful in experiment design are pre- 
sented in this report. 

4.    30 September 1967 Special Report No,  4 
Study of a 1-Point Adaptive Filter 

The design and evaluation of optimum,  time-invariant 
filters (the classical approach to prediction problems) are subject to sev- 
eral  limitations.     Because of these limitations,  an adaptive system was 
considered.    This report describes a filtering system which can adjust 
to changes in either signal or noise,  thereby overcoming many difficulties 
of time-invariant filtering.    The small amount of required computa -onal 
time to update the filter weights is another important feature of the schem« 
presented. 

In this report,  an adaption algorithm applied to a simple 
time-series model was studied.    For the case of stationary data,  a trade- 
off between the adaption rate and the mean-square-error performance of 
the filter exists.    The adaption rate io inversely proportional to the con- 
vergence parameter X, while the mean-square-error is directly propor- 
tional to \.    For the case of nonstationary data, a tradeoff between adapting 
too slowly and adapting too rapidly exists.    The optimum rate of adaption 
appears to be approximately 10 times faster than the average time rate of 
change in the input data statistics. 

5.    12 February 1968 Special Report No.   5 
Theoretical Crosspower and 
Crosscorrelatioti between Seismom- 
eter Outputs 

A general technique is presented for computing the cross- 
power or crosscorrelation between two seismometer outputs corresponding 
to an assumed frequ-mcy-wavenumber space model of the seismic activity. 
The propagating medium is considered to be a horizontally stratified series 
of homogeneous layers overlying a homogeneous halfspace.    The Haskell 
matrix founulation of the layer problem is used to develop the necessary 
relationships.    The method is applicable to various types of sensors such 
as displacement or strain,  to sensors separated both vertically and azi- 
muthally,  and to the different types of v/ave propagation. 

The report begins with a detailed development for the case of dis- 
placement sensors in a compressional or Rayleigh wave field.    Both di- 
rectional and isotropic seismic models are included.    Next,  following the 
same approach,  results are obtained for Love waves and displacement sensors. 
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Finally,  as an example of the generality of the method, it is extended to 
include strain sensors excited by compressional waves.    If one is concerned 
with propagational modes or sensor types other than chose treated here, 
they too can be handled in the context of this technique. 

Rather than displacement or strain, practical sensors measure 
these quantities modified by come linear frequency filter.    The trivial modi- 
fication of the crosspower due to this effect is given. 

Network studies are directed toward effective utilization of a 
collection of seismic stations as a coherent worldwide seismic network to 
lower the detection threshold for seismic events and improve their clas- 
sification.    This report presents an analysis of ambient seismic noise seen 
at the network level and is directed toward characterization of the network 
noise field.    Simultaneously recorded noise samples from two VELA stations 
and eight LRSM stations are investigated through analysis of power-density 
spectra,  coherence, high-re solution frequency-wavenumber   spectra, and 
K-line spectra.    The ambiguous short-period network noise field is found to 
be highly variable with time and with geographical position.    Variations in 
noise power are directly related to regional storm activity.    Dominant noise 
power at most stations is trapped-mode surface-wave energy that does not 
exhibit useful interstation coherence. 

7.    15 February 1968 Special Report No.  7 
Network Studies— Signal Characteristics 

This report presents an initial study of signal characteristics 
and coherent signal processing at the network level.    Topics investigated 
include signal similarity, depth-phase detection and recognition,  separation 
and location of events overlapping in time and space,  and methods for real- 
time network processing and data presentation. 

Large variations in signal waveform and signal-to-noise ratio 
(SNR) are observed across the network.    Interstation coefficients of correlation 
for a relatively simple Kamchatka event vary from 0. 54 to 0. 96, with the 
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A computer program embodying this theory would provide the 
crosspower or crosscorrelation matrices used in the design of multichannel 
filters for an array of seismometers.    In many cases this is the best or 
perhaps the only practical way to obtain these matrices. 

6.    15 February 1968 Special Report No.  6 
Network Studies —Noise Characteristics 
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higher correlation found for stations on the eastern North American continent. 
Levinson equalization filtering does not appear particularly effective at the O 
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networl. level in terms of improved correlation coefficients or SNR.    Depth 
phase detection at the network level is not materially better than for se- 
lected stations,  but recognition appears more reliable than for station re- 
sults in general.    Experiments show that overlapping events of differing 
magnitudes and separated in epicenter by as little as 1    can be resolved by 
network beamsteer and integrate techniques.    Signal-enhancement procedures 
implemented primarily to determine the extent of signal attenuation caused 
by signal dissimilarity across the network indicate less than 3-db reduction 
in signal energy across the signal passband (for an 8-station network).    Am- 
bient noise levels and scattered signal in the P coda are reduced by 7 to 9 db, 
as expected for uncorrelated energy.    A method of weighting stations by their 
SNR's emphasizes the stations with better signal estimates and yields an ad- 
ditional 4- to 7-db improvement in SNR at the network level. 

8. 15 February 1968 Special Report No.   8 
An Evaluation of the Use of High-Reso- 
lution Frequency-Wavenumber Spectra 
for Ambient Noise Analysis 

An evaluation of the use of high-re solution frequency-wave- 
number spectra for ambient noise analysis is presented.    Comparisons are 
made with conventional wavenumber spectral analysis using the well-documented 
CPO noise field.    Direct-transform spectral estimates are compared with cor- 
relation-derived spectra, and smoothing effects are examined.    Studies are 
made of filter-design signal-to-aoise ratio and of reference-sensor choice. 
Also presented are multichannel filter response sums computed using all 
possible reference sensors and summed both before and after taking re- 
ciprocals.    A derivation is presented for a mathematical short :ut,  yielding 
filter responses as a simple function of transforms of the input time series. 
With this procedure,   sums of filter responses can be computed for all pos- 
sible reference sensors in roughly the time required to compute a filter re- 
sponse using a single reference sensor,  and the resulting spectral estimate 
is correspondingly less influenced by sensor inequalizations and small de- 
partures from plane-wave assumptions. 

9. 23 January 1968 Special Report No.  9 
Extraction of a Directional Signal 
from Isotropie Noise of the Same Speed 

This report compares the theoretical capability of two array 
processors for extraction of a directional signal propagating with a given 
speed V.    The background noise consists of Isotropie organized noise, also 
propagating with speed V, and of a small amount of random noise.    This 
type of problem is encountered with long-period vertical seismometers where 
both the signal and noise appear in the fundamental Rayleigh mode.    The small 
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amount of dispersion in the frequency range of interest is neglected,  but its 
effects can be inferred from our results. 

A 7- and a 19-element array, both arranged on a hexagonal 
grid, are considered.   The SNR improvements  for a beamsteer and for a mul- 
tichannel filter processor are computed.    The computations are made for sev- 
eral ratios of organized-to-random noise power.    The spacing between ad- 
jacent seismometers is 20 km, the propagational speed V is 3 km/sec, and 
the frequency range of the computations is 0.0 to 0. 25 Hz. 

The MCF performance is always superior to that of the beam- 
steer processor, but the difference between the two is significant only,below 
0. 05 Hz where neither processor yields ^n SNR improvement.    A second re- 
sult is that, between 0.05 and 0. 25 Hz, the improvement for either processor 
oscillates substantially about ^n".    This behavior, which is easily related to 
the aliasing properties of the regularly spaced arrays,  is also shown to be 
dependent on the azimuth of the signal. 

10.    15 February 1968 Special Report No.   10 
Prediction Error and Adaptive 
Maximum-Likelihood Processing 

Adaptive multichannel prediction-error filtering is compared 
to conventional optimum Wiener filtering for 10 types of array data.    Adaptive 
maximum-likelihood signal extraction is compared to Wiener filtering for 
three sets of data; the three evt? are composed of actual signal, artificial 
signal with varying magnitude and velocity, and a composite of noise data. 
Comparison of the two methods is based on total mean-square-error and the 
distribution of the error power with frequency. 

On-line adaptive processing will solve problems with slowly 
time-varying noise fields such as UBO road noise.    The adaptive method is 
also simpler and more economical than the Wiener method as an off-line 
filter design procedure for array data known to be approximately time sta- 
tionary. 

The two methods will produce essentially equivalent filters 
with respect to total mean-square-error; however,   relatively large differences 
in the actual filter response characteristics are possible. 
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11.     15 February 1968 Special Report No.  11 
Use of Horizontal Seismometers To 
Enhance Signal on a Vertical Seis- 
mometer 

Previous theoretical studies have indicated that arrays con- 
sisting of rings of radially oriented horizontal seismometers concentric 
with a central vertical seismometer are useful for the extraction of P-wave 
signals from Rayleigh-wave noise.    Data from the horizontal seismometers 
are used to predict off of the Rayleigh-wave component in the vertical-seis- 
mometer trace,  leaving the P-wave signal.    To test this hypothesis, data 
were recorded from an experimental array at WMO having twc horizontal 
rings and a central vertical seismometer.    The diameters of the rings were 
1. 15 and 2 km.    This report presents the results of processing the data. 

The two multichannel processors designed were a conventional 
Wiener infinite-velocity signal-extraction filter and an adaptive prediction- 
error filter.      Both processors were applied to two events and to a noise sam- 
ple preceding one of the events; this noise sample had been used in the filter 
design.    The Wiener processor, which was the better of the two,  yielded about 
4-db noise suppression over 0. 0- to 3. 0-Hz frequency range.    Both processors 
showed some signal distortion,  thereby making their performance even more 
discouraging. 

Below 1.0 Hz,  this poor performance is not surprising since, 
in this range,   WMO is known to have a high level of P-wave noise which can- 
not be suppressed effectively by this type of array.    At higher frequencies, 
however, much greater SNR improvement is to be expected.    Examination of 
the recordings shows a great deal of variability along the individual horizontal- 
seismometer outputs and from output to output.    This, coupled with the poor 
performance of the processors,   suggests that the records contain a high level 
of nonseismic noise.    In view of this,  the results of the experiment are in- 
conclusive. 

12.    15 February 1968 Special Report No.   12 
Minimum Power Array Processing 
of the TFO Long-Noise Sample 

This report investigates the effectiveness of the minimum- 
power-array processing technique in determining seismometer inequallza- 
tions.    The technique involves the partitioning of the seismometer array into 
two groups and the design of MCF's for each group so thai, the mean-square- 
error between the two MCF outputs is a minimum under the constraint that 
the output power of one of the MCF's is unity.    The two MCF sets are known 
as the group-coherence filters; the difference between these sets is known as 
the minimum-power-array processor. 
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multiconstraint adaptive maximum likelihood, and the interaction of over 
sampling with rate of adaption. 
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Estimates of the noise wavenumber spectrum from the wave- 
number responses of the group-coherence filters are distorted due to seis- 
mometer inequalization; however,  a more reasonable estimate of the noise 
wavenumber spectrum from the wavenumber response of the minimum-power- 
array processor should be possible because the minimas in the processor's 
wavenumber response correspond to the wavenumber region!, where the wave- 
number responses of the two group-coherence MCF's are very similar (e.g. , 
at the peaks of the noise wavenumber power spectrum). ,'|j 

Seismometer inequalization was to be determined from the ad- 
justr ent in weight and phase required for each filter so that the wavenumber 
resp   nses of the group-coherence MCF's would agree with a reasonable noise " 
wavenumber spectrum.    However, results from the TFO long-noise sample 
and two synthetic models show that the technique, although excellent for gen- 
erating maximum coherent channels, lacks the wavenumber resolution de- 
sired for studying seismometer inequalization.    This latter conclusion is at 
least true for small arrays such as TFO. 

13.    15 February 1968 Special Report No.  13 
Theoretical Considerations in 
Adaptive Processing 0 

The four sections of this special report represent theoretical 
results on four logically independent problems arising in the application of ^ 
adaptive multichannel processing.   Areas treated are effect of local noise on 
multichannel filter design,  adaptive high-re solution wavenumber spectra, 
miiltnr'onotr'aiTif  affantirro  mairimiim    UlreliVinfvl      anrl   fh*»  inf*>fartinn  of ov*»r- 1—' 
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Local noise was modeled to provide the covariance matrix nec- 

essary to determine the optimum Wiener filters.    Filters were competed for 
seven levels of local noise, and the theoretical mean-square-error curves are 
given for the application of these curves to noise,  signal plus noise,  and signal 
plus noise plus local noise.    The effect of this local noise model, when present 
in the design data and absent in the data to which the filters are applied, 
appears negligible. 

A method of computing adaptive high-re solution wavenumber 
spectra was developed and programmed.    The program was not checked out; 
possible level of effort rather than technical reasons made discontinuation _ 
of this problem expedient. 

Some theoretical questions of uniqueness not fully answered in _ 
earlier reports on the adaptive maximum-like\hood method are considered 
and the method extended to multiple constraints. 
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Interaction of over sampling with rate of adaption is illustrated 
by processing results on theoretically generated data.    Mean-square-error, 
for oversampled data,  to predict one channel from a set of independent chan^ 
nelr is shown to be monotonically decreasing with k    to the point of instability. 
The severity of this effect is dependent on the degree of oversampling and on 
the number of channels. 

14.  15 February 1968 Special Report No.   14 
An Experiment in Event Detection and 
Location with LASA Wavenumber 
Spectra 

The relative abilities of the LASA and a subarray to detect and 
locate a weak teleseismic event through frequency-wavenumber processing 
was investigated.    Subarray C3 was selected for subarray processing and an 
ensemble of 12 subarrays was selected for large-array processing.    Nine of 
the subarri ys were not used due to large traveltime anomalies and low signal- 
to-noise ratios. 
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U Frequency-wavenumber spectra were computed over several 

consecutive noise samples and one sample containing the signal from the 25 
OC3 seismometer outputs and the 12 subarray straight sums. Best evidence 

of the event arrival was obtained from wavenumber spectra computed from 
0 subarray C3 using 5-sec data gates.    The epicenter estimate obtained from 
the subarray spectra was quite close to the reported epicenter and compared 
favorably with that obtained from the large-array wavenumber spectrum. 
0 Evidence of the event was poor on the large-array wavenumber spectrum using 
60 sec of data in that the peak observed due to the event was not appreciably 
higher than those obtained in the ambient noise spectra preceding it. Better 
results could possibly be obtained from LASA if shorter time gates were used 

2 
This study indicates that a LASA subarray is probably better 

suited for event detection and location through frequency-wavenumber proces- 
sing than is the LASA.    The processing necessary to obtain wavenumber 
spectra from a subarray could readily be performed on line since compensa- 

Qtion for traveltime anomalies and signal inequalities is unnecessaiy for arrays 
of this size.    The much larger traveltime and signal amplitude anomalies ob- 
served for most events across the LASA make on-line detection and location 
Oat the large-array level impractical.    The greater wavenumber resolution in- 
herent in the larger aperture is completely negated by these anomalies.    Use 
of an intermediate-size array or an extended subarray might result in a satis- 

E factory compromise in which greater wavenumber resolution is obtained with- 
out encountering such large time and amplitude anomalies. 
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