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ABSTRACT AND INTRODUCTION

Problems involving computation of the probability of damage, or the expected fraction of the target damaged, occur frequently in military operations research. These problems have been worked on by many people over a long period of time. This study is intended to summarize some of the more important results and to indicate sources of information on other problems. No attempt has been made to include an extensive bibliography or to track down the first man who derived any particular result.

Although many of the results were known long ago - some of them during the 19th century or earlier - it was not until World War II that systematic efforts were made to obtain answers for a wide variety of situations. Recently several reviews have been made of this material. One of these is reference (a), which does not include some of the results given here. On the other hand, reference (a) gives results on the inverse problem, that of determining the probable location of the aiming point from the locations of the burst points or from the damage produced. The inverse problem is of less interest than the direct problem; the results are of little usefulness in most damage problems.

SINGLE-SHOT PROBABILITIES

In this section we will consider the problem of computing the probability of killing the target, or of inflicting a stated degree of damage, by a single weapon (projectile, bomb, etc.). Because of its frequent occurrence the two-dimensional case will be used throughout for the illustration of methods and statements of results. In most cases the manner in which the results would be adapted to one dimension or to more than two dimensions should be evident. The derivation must be examined, however, in every instance in which only the results are given.

We will consider both point and area targets, a point target being one whose dimensions are small compared with the "damage radius" of the weapon relative to the target. We will also consider two types of "conditional damage function", that is, the function that describes the probability of damaging the target if the weapon detonates at a given point relative to the target. These two functions are usually referred to as the cookie-cutter function and the Gaussian function. In the former case the probability of damage is 1 within some area about the point of detonation and is zero outside this area. In the latter the probability of damage varies gradually from a value of 1 at the point of detonation, decreasing toward zero as the distance from the point of detonation increases.

These are some of the principal results:

★ SINGLE POINT TARGET

Consider the target at the origin of a rectangular coordinate system in a suitable plane. This plane might be the horizontal plane or a plane normal to the trajectory of a weapon which would pass through the target. Let the conditional probability of damage to the target, if the weapon is fired or released on a trajectory through the point \( (x, y) \), be \( p_d(x, y) \). Let the joint probability density function of \( x \) and \( y \) be \( f(x, y) \). The joint density function \( f(x, y) \) describes the density of shots or bomb-drops in the target plane. It is non-negative and is so chosen that the
integral of it over any area is the probability that the weapon will fall in this area. Then the probability of damage to the target from a single weapon chosen at random is

$$P = \int_\infty^0 p_d(x, y) f(x, y) \, dx \, dy$$

Some cases are given below:

- **Circular Cookie-Cutter Damage Function:**

$$p_d(x, y) = \begin{cases} 1 & \text{if } x^2 + y^2 \leq R^2 \\ 0 & \text{otherwise} \end{cases}$$

For this function the probability of damage is

$$P = \int_{\text{circle}} f(x, y) \, dx \, dy$$

where the integral is to be taken over the circle of radius $R$ with center at the origin.

- **Probability of damaging single point target with a single shot when the conditional damage function is the circular cookie-cutter function and when the distribution of shots is circular normal and centered on the target:**

More precisely, we assume that $x$ and $y$ are independent variables having normal distributions with means zero and common standard derivation, $\sigma$. Then $f(x, y)$ has the form

$$f(x, y) = \frac{1}{2 \pi \sigma^2} \exp \left[ -\frac{1}{2} \frac{(x^2 + y^2)}{\sigma^2} \right]$$

By elementary integration we find that

$$P = 1 - \exp\left(-\frac{R^2}{2 \sigma^2}\right)$$

- **Probability of damaging single point target with a single shot when the conditional damage function is the circular cookie-cutter function and when the distribution of shots is elliptical normal and centered on the target:**

This case is the same as the one preceding, except that the two standard deviations are unequal. This slight change makes the integration difficult. If we change to polar coordinates $(r, \theta)$ and integrate with respect to $\theta$ we obtain the following result:
\[ P = \frac{1}{2 \pi \sigma_x \sigma_y} \int_0^R \int_0^\theta \exp \left[ -r^2 \cos^2 \theta/2 \sigma_x^2 - r^2 \sin^2 \theta/2 \sigma_y^2 \right] rdrd\theta \]

\[ = \frac{1}{2 \pi \sigma_x \sigma_y} \int_0^R e^{-ar^2} r \, dr \int_0^{2\pi} e^{-b r^2} \cos \phi \, d\phi, \quad (\phi = 2\theta) \]

\[ = \frac{1}{\sigma_1 \sigma_2} \int_0^R e^{-ar^2} I_0(\beta r^2) \, dr \]

\[ = \frac{1}{2 \pi \sigma_1 \sigma_2} \int_0^{\infty} e^{-au} I_0(\beta u) \, du \]

Here \( \sigma_1 \) is the smaller of \( \sigma_x \) and \( \sigma_y \) and \( \sigma_2 \) is the larger of these. Also,

\[ a = \frac{1}{4} \left( \frac{1}{\sigma_1^2} + \frac{1}{\sigma_2^2} \right), \quad b = \frac{1}{4} \left( \frac{1}{\sigma_1^2} - \frac{1}{\sigma_2^2} \right) \]

and \( I_0(x) \) is the modified Bessel function of zero order. If we replace the Bessel function by its series expansion and integrate term by term, we get the following result:

\[ P = \frac{\sigma_1}{\sigma_2} \sum_{k=0}^{\infty} (-1)^k \left( \frac{R^2/2 \sigma_1^2}{(k+1)!} \right)^{k+1} \sum_{i=0}^k \frac{(-1/4)^i k^i (2i)!}{1} \left( 1 - \frac{\sigma_1^2}{\sigma_2^2} \right)^i \]

For cases in which \( R \) is small compared with \( \sigma_1 \) this series converges rapidly.

The integral of the elliptical normal distribution over a circle, as derived above, is equal to the integral of the circular normal distribution with unit standard deviation over the ellipse that has semi-axes \( R/\sigma_x \) and \( R/\sigma_y \).

The probability of damage in the case of unequal standard deviations can be approximated by

\[ P = 1 - \exp \left( -R^2/2 \sigma^2 \right) \]

where \( \sigma \) is an appropriate function of \( \sigma_1 \) and \( \sigma_2 \). Functions frequently used are the geometric mean \( \sigma_g \), the arithmetic mean \( \sigma_a \), and the root-mean-square \( \sigma_s \).
These are defined as follows:

\[ \sigma_g^2 = \sigma_1^2 \sigma_2^2 \]

\[ \sigma_a^2 = \frac{\sigma_1^2 + \sigma_2^2}{2} \]

\[ \sigma_s^2 = \frac{\sigma_1^2 + \sigma_2^2}{2} \]

It is evident that \( \sigma_a \) lies between \( \sigma_g \) and \( \sigma_s \); in fact, \( \sigma_a^2 \) is the mean of \( \sigma_g^2 \) and \( \sigma_s^2 \). Let \( P_G, P_a, \) and \( P_s \) be the probabilities of damage given by

\[ P = 1 - \exp\left(-\frac{R^2}{2 \sigma^2}\right) \]

when \( \sigma \) has the values \( \sigma_g, \sigma_a, \) and \( \sigma_s \) respectively. Of these 3 approximations the best seems to be:

\[ P_G \text{ when } 0 \leq R^2 < 0.5 \sigma_a^2 \]

\[ P_a \text{ when } 0.5 \sigma_a^2 \leq R^2 \leq 2.6 \sigma_a^2 \]

\[ P_s \text{ when } 2.6 \sigma_a^2 < R^2 \]

More accurate approximations can be obtained by using linear combinations of these probabilities. For example, use \( P = (P_G + P_a)/2 \) in the interval (0, 0.9) for

\[ R^2/\sigma_a^2, \quad P = P_a\text{ in the interval (0.9, 1.9)}, \quad P = (P_a + P_s)/2 \text{ in the interval (1.9,3.4)}, \]

and \( P = P_s \) in the interval (3.4, \( \infty \)). This approximation is accurate to about \( \sigma_a^2/100 \sigma_1^2 \) for \( 0.2 \leq \sigma_1/\sigma_2 \leq 1.0 \).

For smaller values of \( \sigma_1/\sigma_2 \), the approximation obtained by assuming \( \sigma_1 = 0 \) is more accurate; that is, \( P \) is approximated by the one-dimensional radial distribution of standard deviation \( \sigma_2^2 \):

\[
\begin{align*}
P &\approx \left(1/\sigma_2 \sqrt{2 \pi}\right) \int_{-\infty}^{R} \exp\left(-x^2/2\sigma_2^2\right) dx \\
&= \left(2/\sqrt{2 \pi}\right) \int_{0}^{R/\sigma_2} \exp\left(-t^2/2\right) dt \\
&= 2 \Phi\left(R/\sigma_2\right) - 1
\end{align*}
\]
where $\phi$ is the normal error integral:

$$
\phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-t^2/2} \, dt
$$

**Probability of damaging single point target with a single shot when the conditional damage function is the circular cookie-cutter function and when the distribution of shots is elliptical normal and $x$ and $y$ are correlated:**

We assume that the means are zero but $x$ and $y$ are not independent. Let the covariance be $\sigma_{xy}$. This is equal to the expected value of $xy$ and is equal to $p_{xy} \sigma_x \sigma_y$, where $p_{xy}$ is the correlation coefficient. The probability of damage in this case can be obtained from the above results by replacing $\sigma_1^2$ and $\sigma_2^2$ by $\lambda_1$ and $\lambda_2$, respectively, where $\lambda_1$ and $\lambda_2$ are the roots of the equation:

$$(\sigma_x^2 - \lambda)(\sigma_y^2 - \lambda) - \sigma_{xy}^2 = 0$$

with $\lambda_1 \leq \lambda_2$. The roots of this equation are often called the eigen-values of the covariance matrix. The equation is obtained by equating to zero the determinant in which the elements are the corresponding elements of the covariance matrix with the elements of the main diagonal reduced by $\lambda$.

This result can be obtained easily from the joint density function, which is:

$$f(x, y) = \frac{1}{2\pi \sigma_x \sigma_y \sqrt{1 - p^2}} \exp \left[ - \frac{\sigma_x^2 x^2}{2} - 2p \sigma_x \sigma_y xy + \frac{\sigma_y^2 y^2}{2} \right]$$

where $\sigma_{xy} = p \sigma_x \sigma_y$. We now rotate the axes through one of the angles that eliminates the cross-product term in the quadratic form. The transformation is linear with determinant equal to 1. If $u$ and $v$ are the new rectangular coordinates, the function $f(x, y)$ reduces to

$$(1/2 \pi \sqrt{\lambda_1 \lambda_2}) \exp \left( - \frac{\lambda_1 u^2}{2} - \frac{\lambda_2 v^2}{2} \right)$$

where $\lambda_1$ and $\lambda_2$ are the roots of the equation given above. Since the transformation does not alter the conditional damage function, the results can be obtained from the previous case by replacing $\sigma_1^2$ and $\sigma_2^2$ by $\lambda_1$ and $\lambda_2$.

*Because the means are zero, More generally, the covariance is equal to the expected value of $(x - \bar{x})(y - \bar{y})$, where $\bar{x}$ and $\bar{y}$ are the means of $x$ and $y$ respectively.*
Probability of damaging a point target with a single shot when the conditional damage function is the circular center-center function and when the distribution of shots is circular normal and is centered at a point k units from the target.

Here we assume again that x and y are independent and are normally distributed with equal standard deviations; but the means of x and y are not both zero. Because of the circular conditional damage function, we must be concerned only with the distance $k$ of the center of the shot distribution from the target. The marginal is thus more difficult as x that of the elliptical distribution centered at the target. If we transform to polar coordinates and integrate with respect to $\theta$ we obtain the following result:

$$P = \frac{1}{\pi k^2} \int_{-\infty}^{\infty} e^{-\left( \frac{x^2 + y^2}{2\sigma^2} \right)} e^{-\left( \frac{x^2 + y^2}{2\sigma^2} \right)} dx dy$$

Again we can expand the Bessel function into a series and integrate term by term. Thus can be written as a number of terms of which two are given below:

$$P = e^{-\frac{x^2 + y^2}{2\sigma^2}} \sum_{n=0}^{\infty} \frac{\beta^{2n}}{n!} \left( \frac{x^2 + y^2}{2\sigma^2} \right)^n$$

Here, $\beta$ is the incomplete gamma function calculated in reference [14]. It is evident that $P$ can be written as a function $P(n; \theta, \sigma)$ of the two parameters. Tables of this function are given in reference [14] and in numerous other places. An approximation that is useful for small values of $n$ is the following:

$$P \approx \frac{k^2}{\sqrt{\pi} \sigma} e^{-\frac{1}{2} \left( \frac{n^2}{\sigma^2} \right)}$$

This approximation is an error by less than .007, and usually by less than .001, for values of $n$ less than $\sigma$. For values of $n$ less than $1.2\sigma$ the error is less than .02 and usually less than .01. For very large values of $n$, greater than $5\sigma$, a good approximation is the following.
\[
\frac{1}{2\pi} \int e^{-\frac{x^2}{2}} e^{-\frac{y^2}{2}} \, dx \, dy = 1 \cdot e^0
\]

where \( e \) is the standard error function.

- Probability of damaging a single point target with a single shot when the conditional damage function is the circular Gaussian function and when the distribution of shots is circular normal and centered in the target.

This case is discussed in reference (1).

- Circular Gaussian Damage Function:

\[
p(x, y) = \frac{1}{\pi \sigma^2} e^{-\frac{x^2 + y^2}{2\sigma^2}}
\]

This function was first introduced, as far as is known, by Dr. Kneunen while working as a consultant for the Ballistics Research Laboratory. In some cases it is a more realistic description of the conditional damage function than is the circular-normal function. However, its biggest advantage is the ease with which the integrals can be obtained and the simplicity of the resulting formulas. The formula is sometimes written with a factor \( 1 \) in the denominator of the exponent. This is done to simplify some of the formulas slightly. It appears preferable that the formula be written in the form given above, since in this form the quantity \( a \) is the equivalent damage radius, in the sense that the integral of the function over the entire plane is the area of a circle of radius \( a \). That is,

\[
p(x, y) \, dx \, dy = \frac{1}{2\pi} e^{-\frac{a^2}{2}}
\]

- Probability of damaging a single point target with a single shot when the conditional damage function is the circular Gaussian function and when the distribution of shots is circular normal and centered in the target.

In this case the damage function and the density function depend only on \( r \), radial distance. When we change to polar coordinates, we find the probability density:

\[
p = \frac{1}{\sigma^2} e^{-\frac{r^2}{2\sigma^2}} - e^{-\frac{2r \sigma^2}{2\sigma^2}} = 2 \sigma^2 (e^{-\frac{r^2}{2\sigma^2}})
\]
Probability of damaging single point target with a single shot when the conditional damage function is the circular Gaussian function and when the distribution of shots is elliptical normal and centered on the target:

Again the integral is found in a straightforward manner by separating it into a product of 2 integrals by the separation of variables. The probability is

\[ P = \frac{2}{a_x^2} \sqrt{\frac{2}{\sigma_x^2}} \left( \frac{2}{\sigma_y^2} \right) \cdot \exp \left[ -\frac{2}{a_x^2} \sigma_x^2 \right] \cdot \exp \left[ -\frac{2}{a_y^2} \sigma_y^2 \right] . \]

Probability of damaging single point target with a single shot when the conditional damage function is the circular Gaussian function and when the distribution of shots is circular normal and is centered at a point \( h \) units from the target:

Again the integral can be computed readily by the separation of variables. The probability is given by

\[ P = \left[ \frac{2}{a_x^2} (\sigma_x^2 + 2 \sigma_y^2) \right] \cdot \exp \left[ -\frac{2}{a_x^2} \sigma_x^2 / (\sigma_x^2 + 2 \sigma_y^2) \right] . \]

Exactly the same expression is obtained for the case in which the distribution is the Cartesian distribution with density function

\[ f(x, y) = \frac{1}{2 \pi \sigma^2} \exp \left[ -\left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right) \right] . \]

Probability of damaging single point target with a single shot when the conditional damage function is the circular Gaussian function and when the distribution of shots is elliptical normal not centered on the target:

Assume that the center of the distribution is at \((h_x, h_y)\). Again the integral can be separated, and the probability of damage is

\[ P = \left[ \frac{2}{a_x^2} \sqrt{\frac{2}{\sigma_x^2} / (\sigma_x^2 + 2 \sigma_y^2)} \right] \cdot \exp \left[ -\frac{2}{a_x^2} \sigma_x^2 / (\sigma_x^2 + 2 \sigma_y^2) \right] . \]

- Elliptical Gaussian Damage Function:

\[ p_d(x, y) = \exp \left( -\frac{x^2}{a_x^2} - \frac{y^2}{a_y^2} \right) . \]

In this case the integral of the conditional damage function over the entire plane is \( \pi a_x a_y \), the area of an ellipse with semi-axes \( a_x \) and \( a_y \). We can determine the probabilities in this case from the corresponding probabilities for the circular Gaussian damage function by making the following substitutions:
Replace $a^2$ in the numerator by $a_x a_y$

Replace in the denominators:

\[ a^2 + 2 \sigma_x^2 \text{ by } a_x^2 + 2 \sigma_x^2 \]
\[ a^2 + 2 \sigma_y^2 \text{ by } a_y^2 + 2 \sigma_y^2 \]
\[ a^2 + 2 \sigma_y^2 \text{ by } \sqrt{(a_x^2 + 2 \sigma_x^2)(a_y^2 + 2 \sigma_y^2)} \]

**Other Conditional Damage Functions:**

For some weapons and weapons effects the conditional damage function appears to lie somewhere between the circular cookie-cutter function and the circular Gaussian function. In appendix A, a sequence of functions of this type is proposed. The first member of this sequence is the Gaussian function, and the limiting member is the cookie-cutter function. These functions have the property that the probability integrals for the usual cases can be computed in finite form in terms of known functions. The second member of the sequence yields probabilities that are approximately halfway between the corresponding probabilities for the Gaussian and cookie-cutter functions. This property could be used as a means of approximating the difficult cases for the cookie-cutter function. However, since the second member of the sequence probably is closer to the true conditional damage function than is the cookie-cutter function, it is more reasonable to use the probabilities given by this second member of the sequence.

**SEVERAL POINT TARGETS**

When several point targets exist, there is generally a need to answer questions of the following type: What is the probability of damaging all the targets, or at least a specified number of them, with a single weapon? (The case of several weapons will be discussed later.) To answer, we must first compute the desired probability under the condition that the weapon detonates at a particular point $(x, y)$. This quantity is then treated as the conditional probability in the previous work and we must average this function over the shot distribution.

For the cookie-cutter damage function the integrals involved are invariably difficult. The integrals are fairly easy to compute, however, in the case of the Gaussian damage function. We give one example below.

Assume that the distribution of shots is circular normal of standard deviation $\sigma$ and is centered at a point midway between two targets. Assume that the targets are located at the points $(-h, 0)$ and $(h, 0)$. If the weapon detonates at the point $(x, y)$ the probability of damaging both targets is

\[
P_d(x, y) = \exp \left\{ - \left[ \frac{(x - h)^2 + y^2 + (x + h)^2 + y^2}{2a^2} \right] \right\} = \exp \left\{ -2 \frac{x^2 + y^2 + a^2}{a^2} \right\}.
\]
To obtain the desired probability we must now multiply by the density function and integrate over the entire plane. The result:

\[ P(\text{both}) = \left[ \frac{a^2}{a^2 + 4\sigma^2} \right] \exp \left( -\frac{2h^2}{a^2} \right) \]

\[ \star \text{ AREA TARGET} \]

In this case we assume that the target is spread over a large area, the maximum dimension of this area being at least as large as the damage radius of the weapon. It is assumed that, for a large fraction of the detonations, some parts of the target would be damaged critically while other parts would be left undamaged. In this case it makes little sense to talk about probability of damage. Instead we must consider the problem of determining the expected fraction of the target that will be damaged, or the probability of damaging at least a given fraction of the target.

Assume that the burst occurs at the point \((x, y)\). Then if \((X, Y)\) is any point of the target, the conditional probability of inflicting damage to this point is

\[ p_d(x - X, y - Y) \]

Then the conditional fraction \(p(x, y)\) damaged if the burst occurs at \((x, y)\) is

\[ p(x, y) = \frac{1}{A} \int \int p_d(x - X, y - Y) \, dX \, dY \]

where the integral is taken over the target of area \(A\). The expected fraction of the target damaged is

\[ F = \int \int p(x, y) \, f(x, y) \, dx \, dy \]

where, as before, \(f(x, y)\) is the joint density function.

Let \(S_0\) be the set of points

\[ S_0: \text{Points (x, y) such that } p(x, y) \geq F_0 \]

Then the probability of damaging at least the fraction \(F_0\) is equal to

\[ P(\geq F_0) = \int \int f(x, y) \, dx \, dy \]

where the integral is taken over the set \(S_0\). Sandia Corporation literature describes an analogue computer which was designed to obtain this function for a wide variety of target complexes and density functions.
We illustrate these ideas with one example. Let the target be a circle of radius $T$ and let the conditional damage function be the circular Gaussian function of equivalent radius $a$. Assume that the distribution is circular normal of standard deviation $\sigma$ and centered at the center of the target. Then the conditional fraction of the target damaged is

$$p(x, y) = \frac{1}{\pi T^2} \int_0^T \int_0^{T/2} \exp \left\{ - \frac{(r \cos \theta - x)^2 + (r \sin \theta - y)^2}{a^2} \right\} r \, dr \, d\theta$$

$$= \frac{a^2}{T^2} \int_0^{T/2} \exp \left\{ - \frac{(x^2 + y^2)/a^2}{2} \right\} \left( \int_0^T \exp \left\{ - \frac{(r \cos \theta - x)^2 + (r \sin \theta - y)^2}{a^2} \right\} \, dr \right\} d\theta$$

The expected fraction of the target damaged is

$$F = \frac{1}{2 \pi a^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p(x, y) \exp \left\{ - \frac{(x^2 + y^2)/2 a^2}{2} \right\} \, dx \, dy$$

$$= \frac{a^2}{T^2} \left\{ 1 - \exp \left[ - \frac{T^2}{(a^2 + 2 \sigma^2)} \right] \right\}$$

To obtain the probability of damaging at least the fraction $F_0$ we would have to solve the equation obtained by equating $p(x, y)$ to $F_0$. This will be a circle whose radius could be obtained by trial and error. Let the radius of this circle be $R_0$. Then the probability of damaging at least this fraction would be equal to

$$P(\geq F_0) = \begin{cases} 1 - \exp \left\{ - \frac{R_0^2}{2 \sigma^2} \right\}, & 0 \leq F_0 \leq \frac{a^2}{T^2} \left\{ 1 - \exp \left( - \frac{T^2}{a^2} \right) \right\} \\ 0, & F_0 > \frac{a^2}{T^2} \left[ 1 - \exp \left( - \frac{T^2}{a^2} \right) \right] \end{cases}$$

If we replace the circle target by an equivalent Gaussian target of density

$$\exp \left[ - \frac{X^2 + Y^2}{T^2} \right]$$

at the point $(X, Y)$, the formulas become simpler. Thus we find

$$p(x, y) = \left[ \frac{a^2}{T^2 + 2 \sigma^2} \right] \exp \left[ - \frac{(x^2 + y^2)/(a^2 + T^2)}{(a^2 + T^2 + 2 \sigma^2)} \right]$$

$$F = \frac{a^2}{(a^2 + T^2 + 2 \sigma^2)}$$
\[
P(\geq F_0) = \begin{cases} 
1 - \left[ F_0 \left( \frac{a^2 + T^2}{a^2} \right) \right] \left( \frac{a^2 + T^2}{2a^2} \right)^2, & 0 \leq F_0 \leq \frac{a^2}{(a^2 + T^2)} \\
0, & F_0 > \frac{a^2}{(a^2 + T^2)}
\end{cases}
\]

**SALVOS**

So far we have considered the probability of damage with a single weapon only. If several weapons are dropped separately in such a way that the probabilities are independent, we can combine the single-shot probabilities by well known methods. An example of partial correlation is that of a salvo of weapons, that is, a group of weapons released simultaneously or nearly simultaneously. In this case the weapons in the salvo have a particular distribution which is not the same in all respects as the distribution that would be obtained on another salvo. A characteristic of the distribution that might vary from salvo to salvo is the point about which the individual weapons in the salvo are grouped, such as the mean point of impact (MPI). The weapons of a particular salvo will have a particular MPI but this MPI may vary from salvo to salvo. In focusing attention on the MPI we do not intend to imply that this is the only characteristic of the distribution of weapons in a salvo that might vary from salvo to salvo. In the formulation below, however, we shall consider only the MPI.

Let \( f(x, y | u, v) \) be the joint density function of the point \((x, y)\) of detection of a weapon in a salvo that has its MPI at the point \((u, v)\). By the methods discussed previously we can find the single-shot probability, given that the MPI is \((u, v)\). Let this be \( P = P(u, v) \) and let \( g(u, v) \) be the joint density function of \( u \) and \( v \). Let \( F[P] \) be any functional of \( P \) of interest. Then the average value of this quantity is

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F[P(u, v)] \, g(u, v) \, du \, dv
\]

For instance we might want to find the probability of scoring at least one damaging hit with a salvo. If the probabilities of damage by weapons in a salvo are independent, except for the common MPI, and \( n \) weapons are used in a salvo, then the quantity of interest is

\[
F[P] = 1 - (1 - P)^2 = \sum_{i=1}^{n} (-1)^{i-1} \binom{n}{i} P^i(u, v)
\]

From this we can readily find the probability of scoring at least one damaging hit by integrating the product of this function of \( u \) and \( v \) and \( g(u, v) \) over the \((u, v)\) plane.
We will treat in full one particular example, perhaps the simplest example possible. Assume that the conditional damage function is circular Gaussian with equivalent radius \( a \). Assume that the distribution of shots in a salvo is circular normal of standard deviation \( s \) and is centered at \((u, v)\). Also, assume that the distribution of the MPI is circular normal with standard deviation \( \sigma \) and is centered at the target. Then from the solution to the problem concerning the circular normal distribution of shots centered at a point \( h \) units from the target, we have

\[
P(u, v) = A \exp \left[ -\left( u^2 + v^2 \right) / (a/2) \right], \quad A = a^2 / (a^2 + 2s^2)
\]

Also

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p^i(u, v) g(u, v) \, du \, dv = A^i / (1 + i/B), \quad B = (a^2 + 2s^2) / 2 \sigma^2.
\]

The latter result is obtained by straightforward integration. Finally, the probability of scoring at least one damaging hit can be written as

\[
\mathcal{P}(\geq 1) = \sum_{i=1}^{n} (-1)^{i-1} \binom{n}{i} A^i / (1 + i/B)
\]

where

\[
A = a^2 / (a^2 + 2s^2), \quad B = (a^2 + 2s^2) / 2 \sigma^2
\]

The probability of at least 1 damaging hit in this case is approximated by assuming that \( P \) is so small that we can estimate the probability of at least 1 damaging hit when the MPI is \((u, v)\) by

\[
F(P) \approx 1 - \exp (-nP), \quad P = P(u, v)
\]

Using this approximation we can express the average value in the form

\[
\mathcal{P}(\geq 1) \approx 1 - (1/\sigma^2) \int_{0}^{\infty} \exp (-t^2/2 \sigma^2 - za \exp (-t^2/2 a^2)) \, t \, dt
\]

Letting \( t = za \exp (-t^2/2 a^2) \) we obtain

\[
\mathcal{P}(\geq 1) \approx 1 - 2(za)^{-B} \int_{0}^{\infty} t^{-B-1} \, dt = 1 - (za)^{-B} \left[ B + 1 \right] \Gamma \left( B + 1 \right) \Gamma \left( za/\sqrt{B}, B + i \right)
\]
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where \( \Gamma (\beta + 1) \) is the complete gamma function and \( \Gamma (u, p) \) is the incomplete gamma function tabulated in reference (b).

The above example indicates the general procedure in problems of this kind. The reader may wish to compare the probability obtained in the above example with that obtained by first finding the over-all distribution of weapons, then determining the probability of damage with a single weapon, and from this deriving the probability of at least one damaging hit with a weapons which are considered independent. The probability of scoring at least one damaging hit by the latter method should be greater than the probability found by the former (and correct) method. Weapons fired in salvos constitute one of the simplest examples of correlation.

SEQUENCE OF SHOTS

In many problems two or more weapons are fired on a single run or event in such a way that the individual probabilities are not independent and there are many characteristics of the distribution that change from shot to shot. Examples are: surface-to-air antiaircraft fire by guns, rockets and guided missiles; air-to-air engagements with guns, rockets, and missiles; stack bombing and intervalometer bombing by aircraft, etc. In fact, most of the realistic situations involving more than one weapon are of this type. Usually the correlation effects, both auto-correlated and Lezann, are too large to be ignored. Numerous efforts have been made to solve problems of this sort. Most of the solutions require that the process be stationary. But the process is usually not stationary in the problems encountered.

A sequence of shots that forms a simple Markoff chain probably is the simplest type. With a sufficiently long chain this method is adequate to treat the auto-correlation effects. The problem of the Markoff chain, including the limiting law of small numbers (the analogue of the Poisson distribution), is treated in references (c) and (d). There seems to be no easy method of treating Lezann effects, except by taking the weighted average of the probabilities for the separate populations.
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APPENDIX A

A SEQUENCE OF CONDITIONAL-DAMAGE FUNCTIONS

The conditional damage function is a function which gives the probability that a target which is located at a particular point and bearing from the burst point will suffer at least the stated degree of damage. This probability is a function of distance $r$ of the center of the target from ground zero, height (depth) of burst, bearing of ground zero relative to the target, heading, damage category, target vulnerability, and weapon yield.

It is evident that a function which accurately describes the effects of all these variables will be complicated. First, let the last three variables -- damage category, target vulnerability, and weapon yield -- have assigned values. Then the conditional damage probability is a function of the three coordinate variables -- horizontal distance $r$, height (depth), and bearing. First average over the distribution of these variables for a selected aiming point (sometimes called the intended ground zero, IGZ) and intended height of burst.

The most important coordinate variable is horizontal distance $r$. For simplicity the conditional probability will be written explicitly as a function of this variable only. It is understood that a particular height, based on weapon yield, effect desired, dud probabilities, etc., has been set in the fuze. It is assumed that errors in height produce a negligible effect on the probability of damage, or that an average over the corresponding error distribution will be taken. Such an average can be taken at this point if the height error is independent of errors in the horizontal plane, which is true for most delivery and fuzing systems in use. However, for air-burst fuzes it is found to be convenient to defer this average until later.

It is assumed that changes in bearing produce negligible changes in damage probability. For some targets, notably ships and aircraft, this is not true. However, in taking the average over the distribution of weapons, these changes with bearing can usually be ignored with negligible error.

When the conditional damage probability is written as a function of $r$, it will be assumed that the effects of changes in damage category, target vulnerability, and weapon yield can be described adequately by changes in parameters in this function, without changing the form of the function.

Let $p(r)$ be the average probability of damage at horizontal distance $r$ for a given damage category, target type, and weapon yield. Several functions which have been used are the following:

(a) Definite-range or cookie-cutter function:

$$p_o(r) = \begin{cases} 
1 & \text{if } r \leq R \\
0 & \text{if } r > R
\end{cases} \quad (A-1)$$

where $R$, the damage radius, is a parameter which depends upon damage category, target type, and weapon yield.
(b) Gaussian function:

\[ p_1(r) = \exp\left(- \frac{r^2}{a_1^2}\right) \]

where "\(a_1\)" also is a parameter which depends on the damage variables. A factor of 2 is sometimes used in the denominator of the exponent to simplify later formulas; this should be kept in mind when comparing values of parameters.

The definite-range function appears to be reasonable if all the variables except \(r\) have fixed values. This requires that the damage category be defined precisely. A particular target of known vulnerability should be considered, the weapon yield be known exactly, and the height and bearing of the burst position be fixed. As explained above, \(p(r)\) should be an average over some of these variables -- particularly variations in damage which would be included in a given damage category, variations in target vulnerability among targets of a given type, and variations in height of burst unless the average over the height distribution is to be taken later.

For any conditional damage function \(p(r)\), let \(g(R)\) be the corresponding density function of the damage radius \(R\). Write \(p_0(r, R)\) in the form \(p_0(r, R)\) to display the role of \(R\). Then

\[
p(r) = \int_0^\infty p_0(r, R) g(R) dR = \int_{R=r}^\infty g(R) dR \tag{A-2}
\]

\(= \text{Prob} \left\{ R \geq r \right\} \)

is the distribution function of the damage radius. Hence, the problem of finding the probability function \(p(r)\) is equivalent to that of finding the distribution function of the damage radius \(R\).

For \(p(r)\) equal to the Gaussian function \(p_1(r)\) the corresponding density function of \(R\) is

\[ g_1(R) = -p_1'(R) = \frac{2R}{a_1^2} \exp\left(- \frac{R^2}{a_1^2}\right) \]

An objection to this density function is that it gives too much weight to very small and very large values of \(R\). As will be shown later, only 65 percent of the distribution lies between 0.5\(\bar{R}\) and 1.5\(\bar{R}\), where \(\bar{R}\) is the average damage radius.

To get a higher concentration about the average we can multiply the exponential factor by a power of \(R\) greater than one. For example, if

\[ g_2(R) = \frac{8R^3}{4^2a_2^2} \exp\left(- \frac{2R^2}{a_2^2}\right) , \]

\(A-2\)
the corresponding probability function as
\[
p_2(x) = (1 - \frac{2x^2}{\sigma_x^2}) \exp(-ax^2/\sigma_x^2) \quad a > 0.
\]

This function and the Gaussian function may be considered as the first two functions of a sequence obtained from the density function
\[
\phi_x(x) = \frac{1}{(2\pi)^{1/2}} \\exp\left(-\frac{x^2}{2}\right).
\]
The corresponding probability function is
\[
p_x(x) = 1 + \frac{x^2}{2} + \frac{x^4}{24} + \ldots + \frac{(2x)^n}{n!} \exp\left(-\frac{x^2}{2}\right) \quad n \geq 0,
\]
where
\[
\sigma_x = e^{\frac{1}{2}x^2}.
\]

For any of these functions it is necessary to determine the value of the parameter from a measured or assumed value of the damage radius. These values which have been used are:

(a) the average \( \bar{R} \)
(b) the variance \( \sigma_x^2 \)
(c) the maximum value \( R_{max} \) (measured below)

The average is given by
\[
\bar{R} = \int_{0}^{\infty} R \cdot p(R) dR = \int_{0}^{\infty} 2 \cdot \phi(R)
\]
For the Gaussian function \( p_2(R) \) the average is
\[
\bar{R} = \frac{2\sigma_x^2}{2} \sqrt{2} = 0.09 \sigma_x^2
\]
For \( p_2(R) \) the average is
\[
\bar{R} = \frac{3\sigma_x^2}{4} \sqrt{\frac{2}{2}} = 0.21 \sigma_x^2
\]
and for \( p_2(R) \) it is
\[
\bar{R} = \frac{1 \cdot 3 \cdot 5 \ldots (2n-1) \sigma_x^2}{\sigma_x^2} \sqrt{\frac{2}{2}}
\]
\[A-3\]
As $x$ increases, $x_1$ approaches $\overline{x}$.

The constant $x_2$ is defined by

$$p(x_2) = \frac{1}{2}$$

For the Gaussian function the median is

$$E_{x_2} = \overline{x} \quad \lim_{x \to \infty} x_4 = x_2$$

For $p(x)$ it is $x_2 = 1.88 x_2$ approximately. For $p_\alpha(x)$ the parameter $x_2$ is greater than the median, which it approaches at the limit.

The equivalent damage radius $x_2$ is defined by the equation

$$\int_{-\infty}^{x_2} p(x) \, dx = \frac{1}{2}$$

The quantity on the left is the expected number of targets damaged if they are uniformly distributed with unit density over a large region about the target point.

The quantity on the right is the corresponding number for a definite-range function of radius $x_2$. The parameters $x_2$ have been introduced above as the form for which the parameter $x_2$ is always equal to $x_2$, that is, $x_2 = x_2$ for all $x$.

To compare these functions we assume that the average $x_2$ of targets and the parameters have been determined in terms of $x_2$. The density functions $p_1(x)$, $p_2(x)$, $p_3(x)$ are plotted in Figure 3.2. The corresponding probability functions and the definite-range function are plotted in Figure 3.2. As $x_2 \to \infty$, $p_2(x)$ approaches the definite-range function. A measure of how closely $x_2$ is distributed about the mean is the probability that $x_2$ lies between $\overline{x}$ and $x_\alpha$. This value is 68 percent for $p_1(x)$, 60 percent for $p_2(x)$, and 41 percent for $p_3(x)$.

Another measure of dispersion is the standard deviation from the mean. We have

$$\sigma = \sqrt{\int \left( x - E(x) \right)^2 \, p(x) \, dx}$$

Integrating by parts, and noting that for all the functions considered, $p(x) \to 0$ faster than $x^{-2}$ as $x \to \infty$, this becomes

$$\sigma = \frac{1}{2} \int x \, p(x) \, dx = \frac{1}{2} x_2^2 \quad \left( = x_2^2 \right)$$

Therefore, $x_2 = \sigma$. Therefore, $x_2$, the median of the distribution, is equal to the average.
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Hence, the variance from the mean is $R_e^2 - \overline{R}^2$. The standard deviation from the mean is $0.52\overline{R}$, $0.36\overline{R}$, and $0.29\overline{R}$ for $p_1(r)$, $p_2(r)$, and $p_3(r)$ respectively.

If we know $\overline{R}$ and the standard deviation of $R$ from $\overline{R}$, the appropriate function can be chosen from the sequence of functions. If only $\overline{R}$ is known, how sensitive is the probability of damage to the choice of conditional damage function?

Let $(x, y)$ be the rectangular coordinates of ground zero relative to the center of the target. Assume that $x$ and $y$ are independent and normally distributed with the same standard deviation $\sigma$ and means $h_x$ and $h_y$ respectively. (Unequal standard deviations make the formulas more complicated but do not increase the difficulties of integration.) The density function of $x$ and $y$ is

$$f(x, y) = \frac{1}{2\pi \sigma^2} e^{-\frac{1}{2 \sigma^2} \left[ (x-h_x)^2 + (y-h_y)^2 \right]}$$

Then the average probability of damage for the $n^{th}$ function is

$$P_n = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p_n(x, y) f(x, y) \, dx \, dy$$

where $p_n(x, y)$ is the function given in equation (A-3) when $r^2$ is replaced by $(x^2 + y^2)$.

Expanding the powers of $(x^2 + y^2)$ and completing the squares in the exponent, it is evident that the integral in $P_n$ can be computed for any $n$. We omit details and give the result after the integration is completed. At this stage we have

$$P_n = e^{-H_n} (1 - \alpha_n) S_n \tag{A-4}$$

where

$$S_n = \sum_{k=0}^{n-1} \sum_{j=k}^{n-1} \frac{\alpha_n^j}{2^j \cdot j!} S_{jk} \beta_n^k \tag{A-5}$$

$$\frac{1}{\alpha_n} = 1 + \frac{a_n^2}{2n\sigma^2} = 1 + \frac{2^{2n-1} \Gamma(2n-1)^2}{\pi \left[ 1 \cdot 3 \ldots (2n-1) \right]^2} \left( \frac{\overline{R}}{\sigma} \right)^2 \tag{A-6}$$

A-7
\[ H_\beta = \frac{k^2}{2\sigma^2} a_\beta \quad (A-7) \]

\[ \beta_\alpha = \left( \frac{i}{a_\alpha} - \frac{1}{\beta_\beta} \right) H_\beta \]

and \( S_{jk} \) is a sum which does not depend on \( n \). The quantity \( d \) or the horizontal separation between intended ground zero and the target.

The factor \( S_{jk} \) reduces to

\[ S_{jk} = \frac{1}{k^2} \left( \frac{j}{k!} \right)^2 \]

Putting this into (A-5) we have that

\[ S_n = \sum_{k=0}^{n-1} \sum_{j=k}^{n-1} \binom{j}{k} a_j^k \frac{\beta_\alpha^k}{k!} \]

\[ = \sum_{k=0}^{n-1} \frac{(a_\alpha)^k \beta_\alpha^k}{(k!^2)} U^{(k)}_{\alpha^k} \]

where \( U^{(k)}_{\alpha^k} \) is the \( k \)-th derivative of

\[ U_{\alpha} (a_\alpha) = 1 + a_\alpha + a_\alpha^2 + \ldots + a_\alpha^{n-1} \]

Finally, the expression for \( P_n \) becomes

\[ P_n = e^{-H_n} (1 - a_\alpha) \sum_{k=0}^{n-1} \frac{(1 - a_\alpha)^k}{(k!^2)} \left[ U^{(k)}_{\alpha^k} (a_\alpha) \right] H_n^k \]

with \( a_\alpha \) and \( H_n \) as in (A-6) (A-7). The first few of these are

\[ P_1 = e^{-H_1} (1 - a_\alpha) \]

\[ P_2 = e^{-H_2} (1 - a_\alpha) \left[ (1 + a_\alpha^2) + (1 - a_\alpha^2) H_2 \right] \]

A-8
The extreme members of this sequence are obtained with $a = 1$ (Gaussian) and $a = 0$ (definite-range). The values of $P_1$, $P_2$, and $P_3$ are listed for various values of $\xi$ and $\nu$ in table A. For small values of $\xi$ and $\nu$, the value of $P_1$ is greater than that of $P_3$, while the reverse is true for large values of $\xi$ and $\nu$. The value of $\xi$ at which they are equal is $1.5$ for $\nu = 1.0$ and about $2.0$ for $\nu = 2.0$ or more.

The difference between $P_1$ and $P_3$ is as large as 30 percent in extreme cases. Hence, if we are interested in extreme cases, it is important to determine the approximate shape of the conditional damage curve.

However, the value of $P_3$ seldom differs from either extreme by more than 10 percent. Therefore, $P_3$ is a good value to use in those cases in which little is known about the shape of the curve except that it is not as gradual as the Gaussian curve or as abrupt as the definite-range (linear-definite) curve.

### Table A-1

**Comparison of Probabilities (percent)**

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$\sigma$</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$P_4$</th>
<th>$P_5$</th>
<th>$P_6$</th>
<th>$P_7$</th>
<th>$P_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R/a$</td>
<td>$P_1$</td>
<td>$P_2$</td>
<td>$P_3$</td>
<td>$P_4$</td>
<td>$P_5$</td>
<td>$P_6$</td>
<td>$P_7$</td>
<td>$P_8$</td>
<td>$P_9$</td>
</tr>
<tr>
<td>.3</td>
<td>14</td>
<td>13</td>
<td>12</td>
<td>99</td>
<td>98</td>
<td>97</td>
<td>93</td>
<td>92</td>
<td>92</td>
</tr>
<tr>
<td>1.0</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>99</td>
<td>98</td>
<td>97</td>
<td>93</td>
<td>92</td>
<td>92</td>
</tr>
<tr>
<td>1.5</td>
<td>59</td>
<td>63</td>
<td>69</td>
<td>68</td>
<td>69</td>
<td>63</td>
<td>61</td>
<td>62</td>
<td>61</td>
</tr>
<tr>
<td>2</td>
<td>72</td>
<td>78</td>
<td>97</td>
<td>62</td>
<td>67</td>
<td>73</td>
<td>41</td>
<td>41</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>85</td>
<td>92</td>
<td>99</td>
<td>79</td>
<td>86</td>
<td>96</td>
<td>62</td>
<td>69</td>
<td>79</td>
</tr>
<tr>
<td>4</td>
<td>91</td>
<td>98</td>
<td>100</td>
<td>87</td>
<td>94</td>
<td>100</td>
<td>76</td>
<td>85</td>
<td>97</td>
</tr>
</tbody>
</table>
FIG. A-3: CONSTANT PROBABILITY CURVES FOR $P_2$