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PREFACE

Soon after its foundation in 1952, the Advisory Group for Aeronautical Research
and Development recognized the need for a comprehensive publication on flight test
techniques and the associated instrumientation. Under the direction of the AGARD
Flight Test Panel (now the Flight Metchanics Pa~nel), a Flight Test Manual was
published in the years 1954 to 1956. The Manual was divided into four volumes:
I. Performance, 11. Stability and Control, Ill. Instrumentation Catalog, and IV.
lnstumentation Systems.

Since then flight test instrumentation has developed rapidly in a broad field of
sophisticated techniques. In view of' this development the Flight Test Instrumentation
Committee of the Flight Mechanics Panel was asked in 1968 to update Volumes Ill
and IV of the Flight Test Manual. Upon the advice of the Committee, the Panel
decided that Volume Ill would not be continued and that Volume IV would be
replaced by a series of separately published monographs on selected subjects of
flight test instrumentation: the AGARD Flight Test Instrumentation Series. Te first
volume of this Series gives a general introduction to the basic principles of flight test
instrumentation engineering and is composed from contributions by several specialized
authors. Each of the other voIlumes provides a more detailed treatise by a specialist on
a selected instrumentation subject. Mr W.D.Mace and Mr A.Pool were willing to accept
the responsibility of editing the Series, and Prof. D.Bosman assisted them in editing the
introductory volume. AGARD was fortunate in finding competent editors and authors
willing to contribute their knowledge and to spend considerable time in the preparation
of this Series.

It is hoped that this Series will satisfy the existing need for specialized documen-
tation in the field of flight test instrumentation and as such may promote a better
understanding between the flight test engineer and the instrumentation and data
processing specialists. Such understanding is essential for the efficient design and
execution of flight test progr.ms.

ihe efforts of the Flight Test Instrumentation Committee members and the
assistance of the Flight Mechanics Panel in the preparation of this Series are greatly
appreciated.

TVAN OOSTEROM
Member of the Flight Mechanics Panel
Chairman of the Flight Test

Instrumentation Committee

authors. Each of the other volumes prov~~~idei oedtie raieb pcaito

a sleced nstumetaton ubjct.Mr .D.aceandMr .Pol wre illng o acep
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MAGNETIC RECORDING OF FLIGHTI TEST DATA

by

G. E. Bennett, B.Sc., Ph.D.., F. Inst.P.,
Instrumentation and Ranges Department,

Royal Aircraft Establishment,
Farnborough, Hampshire,

England.

SUO4ARY

After starting with an assessment of the general requirement for a flight test data acquisition
system, following with a general discussion of the complete system, the paper is subsequently concerned
with sour- of the more important individual functions of the system - -their nature and implementation.
The functions selected are those most intimately involved in determining the perforv'ance of the system
and its efficiency in acquiring the data. In the case of the recording aspects emphasis is placed on
the basic recording process, its capabilities and its problems, and on the techniques necessary to over-
come its shortcomings. Basic design principles of airborne tape transports and the characteristics of
write/read heads and magnetic tape are also discussed.

The paper concludes with a discussion of the problems involved in specifying a requirement for a
flight test data acquisition system and with commnts on the likely nature of future systems.

1. INTRODUCTION

The magnetic tipe data acquisition systems considered in this paper are those primarily required
for comprehensive flight testing in the development and acceptance phases of military and civil aircraft
and for specific research projects involving experiments in flight. Their basic problems and many of
their features, however, apply equally well to in-service requirements for data acquisition, popularly
referred to as AircrafL, Integrated Data Systems (AIDS). both these activities present problems not
normally found in data acquisition requirements outside the aerospace field, where space and weight
limitations and extreme environmental conditions do not apply to the same extent. The complexity and
advanced technological nature of the present-day military weapon system or civil aircraft also give rise
to a vast quantity of relevant data from a variety of sources, often required to an embarrassingly high
accuracy and invariably demanding complex data handling and reduction facilities.

The nature and extent of the requirements for flight test data acquisition may be gauged by
reference to flight tegt systems for recent aircraft projects such as Harrier1 , Jaguar2, 7473, Concorde4 ,
CF-5A' and Fokker F-28 .Attempts to define general requirements have also been made by Henney7 and
Roberts8 , whilst requirements for specific research activities have been described by Gugleta9 (for
acoustical and vibration environmental studies, flutter and load tests), and by Rosel0 (for stability and
control experiments). This information, considered in the light of likely aerospace developments in the
future, provides a good basis for deducing future requirements. Also, considered in the light of likely
advances in instrumentation technology, it enables the likely nature and problems of future flight test
systems to be determined.

The following general features may be deduced from these diverse requirements to provide a back-
ground for this paper:-

(a) The data sources - inputs to the recording system - can comprise virtually all known transducer
techniques and types. The majority provide analogue voltages which, with or without preconditioning as
appropriate, may have any full-sc~ale value in the ran,,e of a few millivolts to a few volts, associated
with a wide range of impedances. A significant proportion of these are, and are likely to remain, at
the millivolt level - coimmonly referred to as low-level. Other sources, whose number is likely to
increase, are inherently in a coded digital form provided by an aircraft digital system or by a digital
transducer, whilst some consist merely of two states indicating on/off or the occurrence of an event
(bilevel inputs). Finally, a small number of hybrid sources, for example, those in which the information
is provided as a pulse duration or pulse repetition frequency, may be present.

ýb) Three broadly defined frequency bandwidths of the data sources are discernible:-

Quasistatic - zero frequency to about 10 Hz, which generally applies to over 902 of the input
parameters relating to aircraft performance, stability and control, flight control, navigation
systems, engineering systems, etc.

Intermediate - zero frequency to about 200 Hz, which accounts for a few per cent of the input
p-arameters principally relating to aircraft flutter and vibration.

Wideband - up to at least 10 kHz, which applies to vibration, noise, speech, etc.

With the increasing use of digital recording the distinction between the quasistatic and intermediate
bandwidths is gradually losing its significance,

(c) The total number of data sources, as expected, varies greatly with the nature of the project for
which the acquisition system is required. Two extremes may be ventured - about 50 for a specific research
experiment and 2000 for a comprehensive flight test programe on a new aircraft. The quasistatic system
for the Concorde preproduction aircraft, for example, accepts 1440 analogue and 400 digital inputs.
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Of eqgal significance in the case of digital recording is the overall sampling rate which may be as high
as 10 per second.

(d) Although various accuracy requirements are specified and claims made, it is seldom clear what the
figures strictly represent, what the acceptable proba6ility of occurrence is and which of the many
possible sources of error are accounted for. However, whatever the interpretation of the quoted figures,
it is clear that they present formidable problems in system design and application, especially in the case
of a small, but significant, ,rumber of quasistatic parameters for which an overall error of 0.1 to 0.21 is
frequently demanded. Even in the case of the permissible errors of about 1% and 5Z generally quoted for
intermediate band and wideband data respectively it cannot be assumed that they are attainable without due
attention to system design and application.

(e) Environmental conditions, although again varying with the project, are invariably severe in at least
some respects which may include space and weight limitations, ambient temperature range, humidity, torsional
and linear vibration, altitude and acceleration. Specific conditions for a given requirement are normally
quoted by reference to national specifications. In military applications extreme conditions, of ambient
temperature, vibration and acceleration in particular, are the rule. Electrical noise, comon-mot• and
otherwise, and the impedances of connecting cables present a further environmental hazard which can be
particularly elusive because of its dependence on factors relating to the aircraft installation.

Mf) In order to cope efficiently with the different phases of a test programe a comprehensive acquisi-
tion system demands considerable flexibility, especially in the choice of data sources and the rate at
which each is sampled. Hence the current tendency is to provide programmed control of data formats.

The task presented by these features, together with their data processing counterpart, clearly calls

for magnetic tape as the recording medium, accounts for the current widespread use of this medium and
establishes its future use for many more years. It is equally evident that all known techniques for
overcoming the deficiencies of magnetic recording require to be exploited to the full. This paper considers
these techniques and their associated equipment, and the preparation and organisatior. of the data after
specialised preconditioning and prior to the recording process, It is thus primarily concerned with the
airborne acquisition and recording system and the recovery of the data in electrical form from the airborne
tape; it does not consider the data sources and their specialised preconditioning or the processes, usually
involving the use of a general purpose computer, variously referred to as data handling, reduction and
processing. It is intended more for the flight test engineer than for the system disigner, and aims to
present and discuss the capabilities, limitations and problems of a magnetic recording flight test system,
thereby assisting in the specification and utilisation of such a system.

The system is complex and has to be subdivided into component parts; the method adopted for this is
derived from a general discussion of the complete system in the next section.

2. THE COMPLETE DATA ACQUISITION SYSTEM

The recording techniques required in a comprehensive data acquisition system, and their broad range
of applications, are as follows:-

(a) Pulse code modulation (PCM) or digital recording - for quasistatic data and some intermediate
frequency and, possibly, wideband data. This provides the best means of overcoming deficiencies in the
magnetic recording process.

(b) Single-carrier frequency modulation - for intermediate frequency and wideband data; each data source 5
is provided with a carrier which, after modulation, is recorded on its own on one track of the tape.

Wc) Multi-carrier frequency modulation - for intermediate frequency and wideband data; a number of
carriers of different frequencies are provided, each being modulated by a data source and then combined
and recorded together on one track of the tape.

(d) Direct recording - for wideband data; no modulation process is involved.

Other techniques are available but not frequently applied. One of these is pulse duration (or pulse
width) modulation (PDM) which broadly serves the same perpose as PCK but is generally regarded as being
inferior.

The data bandwidths for which PCM is most frequently applied allow the uFe of time-division multi-
plexing (TDM) in which a number of data sources are sampled in a preanribedi orcer and the resulting digital
words recorded consecutively on one channel of the tape (which may comprise more than one track). In multi-
carrier frequency modulation sharing of one track by a number of data sources o!so occurs - by the process
of frequency-division multiplexing. In this way it is possible Lo rcr~ord more data sources on a given tape
than with single-carrier frequency modulation, but each suffers a restriction in bandwidth. These techniques
and their limitations are discussed,further in sections 9 and 10.

It is convenient at this stage to subdivide the overall system into four subsystems corresponding to
(a), (b), (c) and (d) above. The principal functions to be performed in each of these subsystems, both
during recording in flight and subsequently reproducing on the ground, are indicated in the block diagrams
of Figs.] to 7. It is assumed that preconditioning, which will not be considered in this paper, of the
outputs of all the analogue data sources has already been made and thAt all the analogue inputs to the system
are voltages (each associated with a certain finite impedance) of either millivolt or volt level.

These functional diagrams are not intended to represent the nature of the packaging of the physical
devices required to carry out the functions, nor do they necessarily represent the only possible sequence of
events. In the latter connection, however, it is essential, in order to reduce aliasing errors (discussed
in section 6.1), to perform the low pass filterinb function before time-division multiplexing or modulation,
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and an individual filter must usually be provided for each data source output which is subject to either
of these processes.

The PCM subsystem will be considered first (Figs.1 and 2). When associated with time-division multi-
plexing, as is almost invariably the case in flight test data acquisition, the amplifying function may take
place in individual devices, one per data source, or in a device shared between some or all of the data
sources. Two possible sequences of events emerge - individual amplifiers, individual filters and multi-
plexing or individual filters, multiplexing and a shared amplifier. The first sequence has the advantages
that both filtering and multiplexing take place at a high voltage level, even when some of the input sources
are low-level, and that the amplifier input characteristics can be individually matched to the input source
and its gain set to give a common full-scale output level for multiplexing. It has the disadvantage that an
amplifier is required for each input parameter, with consequent increase in cost, bulk and power require-
ments. The second sequence suffers from the serious disadvantage, when low-level input sources are involved,
that'the filtering and multiplexing take place at low signal levels. Also, additional complexity is intro-
duced by the need to adjust the gain of the common amplifier in relation to the full-scale outputs of its
data sources, and, as only a relatively small number of gain values is practicable (unless an adaptive
process is employed), flexibility in the input capability of the system is thereby reduced.

The shared amplifier must have a much wider frequency bandwidth than the individual amplifiers, and a
short settling time because of the switching operations. Its input offset and gain stability requirements
may however be relaxed, since errors resulting from these sources can be calibrated out by combining with
the input parameters known voltage levels, including zero, and using their corresponding amplifier outputs
for correction either before recording the data or in the data reduction process. The programme control
function included in Fig.! is intended to provide the gain control required when a shared amplitifer is
used. It also provides, in the multiplexing function, control of the sampling rate of each input source.
This is discussed further in section 5.

When the number of input parameters of the subsystem is large the current trend is to arrange the
analogue data sources in a number of groups (for example, a system with an input capability of 256 para-
meters could be arranged in 16 groups each of 16 parameters or 8 groups each of 32 parameters) and to
provide a separate package, comprising the functions of filtering, amplifying, multiplexing and analogud:
digital conversion, for each of the groups. These packages are then located as near as possible to the
data sources they serve - hence the term 'remote data acquisition unit (RflAU)'' 1 

- and all controlled from
a centrally located control unit.

A simplified schematic diagram of this grouped approach is shown in Fig.8. The serial output from
each group is transmitted to the central location along one cable - termed a highway - with a consequent
reduction, which may be of very significant magnitude, in the weight and cost of cable. Increased system
accuracy also results by transmitting the data as digital pulse trains, which are less susceptible to
electrical noise, and by reducing the loading of the data sources by line capacitance and resistance. This
decentralised approach also contributes flexibility by providing a convenient option in the number of RDAUs
employed. Carrying the approach to its logical extreme would result in a separate unit, providing all theI:, functions up to and including the analogue/digital conversion, for each data source, located near, or even
integral with, its source. This, perhaps combined with remote digital multiplexers for groups of data
sources, has many potential advantages, but its adoption is at present prohibited by the size and coat of
the functional devices.

The central control unit receives the serial digital outputs from n RDAUs along n highways, and
also data which is initially presented to the subsystem in digital form or in a form (for example, frequency
modulation) which requires specialised conversion. These inputs, after specialised processing as required,
are combined in a digital multiplexer, and synchronising and parity information added. They are then
converted into the particular format and encoding required for recording and transmitted in serial or
parallel form along a highway to the tape transport. The unit also holds the programm required for control
of che multiplexing sequence and the amplifier gains, and provides the address information to the RDAI~s.

One further aspect of the PCM subsystem - the transcription function - deserves comment at this stage.
Ideally the magnetic tape recorded in flight should be compatible with the general purpose computer used
for subsequent data processing. Many factors in flight test data acquisition, discussed in section 13, make
this ideal unattainable in most applications at the present time. This, however, is expected to change with
the increasing use of an airborne computer to provide adaptive techniques and pre-recording data processing,
but it is generally agreed that this desirable approach is unlikely to attain widespread application in
flight test data acquisition for many years. In the meantime, data will be presented to the magnetic
recorder continuously and at a constant rate, zhoice of recording format, encoding and tape width being
determined by acquisition rather than processing demands. The recorded tape may therefore require transcrib-J
ing, on the ground, to a computer-compatible tape which will cause no embarrassment in a large multipurpose
computing centre. This may be done, together w~ith other functions such as demultiplexing, with the aid of a
small computer which may also perform some preliminary data processing.

The frequency modulation subsystems of Figs.3 to 6 are based on telemetry standards defined in the
IRIG Document 106-71, which arie widely accepted for magnetic recording. International standards are
currently being devised by the International Standards Organisation. When both analogue and digital record-
ing are required in one complete system a shared multitrack tape transport may sometimes prove advantageous.
The concept of remote data acquisition, discussed for the PCM subsystem, also applies, where appropriate, to
the frequency modulated subsystems. In particular, individual amplifiers, filters and modulators, located
near to their respective data sources, would allow transmission of data to a central location in the less
sensitive frequency-modulated form and would reduce problems in the interface between the data source and
the amplifier. The translation and detranslation functions indicated in Figs.5 and 6, and described in
section 9.2, provide a means of reducing error in the modulation process. They are not essential and are
therefore not universally applied.

The functions briefly referred to in this section a'e considered in greater detail in the remainder of
the paper, together with the equipment required to implement them, emphasis being laid on techniques.
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performance and basic design considerations rather than on design detail. This is preceded, in the next
section, by a treatment, which applies in varying degrees to all the subsystess, of the errors which
arise in the interface between the data source and the system input circuit.

3. THE INTERFACE BETWEEN THE DATA SOURCE AND THE SYSTEM INPUT

3.1 SystA input conditions

As. seen in section 1, the data sources may be analogue, digital, bilevel or hybrid. This section ii
concerned nmainly with the first type. The fullest information on the data sources and their transducers,
if any, or on the preconditioning, if this is not considered part of the system, is required if the opti
system organisation and performance are to be achieved. In addition to the more obvious information, suchI
as number of inputs, their type and frequency bandwidth, the following is of special significance:-

(a) The full-scale output voltage of each transducer or preconditioner, and whether it is uni-
directional or bidirectional. Also whether it is a single-ended signal, presented on a single wire
which is referenced to a ground datum common to all signals, or a differential signal, presented as
the difference signal between two lines each of which is referenced to a ground common to all
signals.

(b) The source impedances and their unbalance, including the impedances of the cables used for
connecting the source to the system.

(c) The common component of the potentials, with respect to the system datum, of the two leads of
each transducer: the common-mode voltage.

Low-level signals must invariably be handled differentially since pick-up or .ross-talk signals into
a single-ended source would create major errors; these are largely cancelled out in the differential case.

The magnitude of the data source impedance in relation to the system input impedance affects the
system performance by voltage division - the normal network function which determines the distribution of
th3 data voltage across its own source impedance and the input impedance of the system. The source
impedance (and its unbalance) also combines with the back current (and its unbalance) of the system input
electronics, whether amplifier, filter or multiplexer, to give an error. For low-level inputs, in partic-
ular, these may have significant magnitudes, especially at high ambient temperatures and for high source
resistances; they are discussed later in this section.

Co ann-mode voltages have many possible origins. An inherent comon potential may exist between the
output leads of a transducer and the system datum as, for example, may occur with a transducer incorporating
a bridge network. They may also be generated by amplifier back-currents and switch leakage currents in the
data source lead impedances. Common transient voltages result from the interaction between the switch drive.
and signal circuits and from the connection of the system to different common-mode levels at each input.
Other origins relate to the system installation, for example, potential drops in the comon or earth lead
between the transducer and the system datum due to earth loop currents (including power currents in the
airframe) and similar effects, or pick-up from the electrical environment by electromagnetic or electrostatic
(capacitive) coupling.

The almost certain presence of these cown-mode voltages in a fl~ght test data acquisition installa-
tion makes it necessary to provide a differential amplifier and filter dnd to switch both signal leads of
the transducer in a double-pole switch. Each electronic device which is liable to have a comon-mode
component in its input must be capable of rejecting this to a degree determined by the permissible error
of the system. However, any practical device will convert, to some degree, the comon-mode voltage into a
differential error voltage in series with the genuine data signal. This error is a function of the input
impedances, the back currents and leakage currents, and their unbalances. It is to some extent under the
control of the system designer, provided he is presented with considerable information about the data
sources and their interface with the system. But some of this information, for example, that relating to

the installation, may not be precisely known and the system performance has then to relate to conjectures
hopefully based on past experience.

3.2 Steady-state errors in the data source/system interface

These errors, which may also occur in interfaces within the system, arise from the common-mode
voltage, the input circuit back-current (necessavy to set up the correct dc conditions in the circuit) or
leakage currents (in switches) and the input impedances, and from unbalances in these currents and
impedances. They may be illustrated by a consideration of the circuit model shown in Fig.9 which repre-
sents a differential system of switches and amplifier. Only one transducer and one coimon-mode source are
shown, the open contacts of the 2-pole, n-way switch being returned directly to the amplifier earth. V
V and V are respectively the transducer voltage, the comon-mode voltage and the differential inpuESa

signal to the amplifier. t and Rt2  are the transducer plus lead resistances. The input stage of the

differential amplifier is represented by the input resistance R. and its unbalance ARa together with
the back-current I and its unbalance AIa

aa

One way of .-he switch in the OFF condition may be represented by a capacitance C0  across the open
00switch terminals and the leakage current 1 0 of the device, as shown in Fig. !0. The ON condition of the

switch may be represented by the impedance Rd . Fig.I1 is the result of replacing the switch in Fig.9
by these equivalents, with:-

R = Rt + Rd

= Is + (n - I)I0 (amplifier back-current plus leakage current of (n - I) OFF switches)



C - (n I)C 0  (total capacitance across the (n I) OFF switches)

and AR5, AI and AC representing their unbalances.

If it is assumed that errors due to switch and amplifier offset voltages have been eliminated by a
calibration procedure, that the amplifier input resistance Ra is very much jreater than R , and that
all the unbalances are small, then the differential input sinal V, to the amplifier in the steady-
state condition (i.e. disregarding C and AC) is given by12 al

a a A. - .cj a
V.- Vt+ Vc + UR +. R.• .Al

Vt is the correct signal, its attenuation factor Ra/(R. + RO) , referred to in section 3.1, having

been removed by making the assumption R aR The second term represents the conversion of the comcon-
mode voltage to a differential signal by the asymmetries present. The third and fourth terms are
independent of the couson-mode voltage and in practice may exceed the common-mode erro-. The magnitude
of the errors may be illustrated by taking the following values, which might well occur in practice:-

V 5 5V

c

R - 2000 ; ARe 200 a

R 10 IO ;l AR -I MIM

I 100 LnA; Al - 10 nA (for n- 100).

The second, third and fourth terms are then respectively 0.2 mV, 0.02 mV and 0.02 mV, giving a total error
of (•.24 -V -- 2.4Z of a full-scale input signal of 10 mV. -d

-ide range of values of all the impedances and currents involved are possible and, as discussed
in 2, 9-ae system functional sequence can vary, this example should not be taken to represent a
C)Li:k -em. In practice, for example, the source resistance to the multiplexer is usually the output
" !Ui i, uf a filte .. It should then be possible to ensure that the resistance in each lead in this
intEiacp -- bP .%d and, if the filter circuit is an active element, the resistance could be made small.
ne , ro' --e tu . resistance could then be smaller than in the example and would become more dependent
I t'le C i#is. . of the switch - although the latter may still be in the region of 500 0 to 1000 0.

10". vei .eL-fic circumstances, these error-producing effects present a major problem both in the
dc,.," .. *n %I n .,liation of the system. As all the errors result from asymmetry in the two halves of
the c•I. ,•ntAl iyutem it appears that they could be eliminated in the system design by adding preset
compo -"•s to ct cel the unbalances present. Such a procedure has serious limitations in practice. Because
of t'e i.: zr-relation between the system and its input devices, effective balancing would apply only to a
specif t t of circumstances. Also, the degree of improvement possible is limited because the parameters
to be balanced vary with changes in the operating conditions; for example, the source lead resistances and
the leakage currents and offset voltages of semiconductor devices vary with temperature. Furthermore, the
procedure would reduce the reliability of the equipment and would create engineering problems associated
with the provision of access to the preset controls.

Another possible amelioration is that loosely referred to as 'calibrating out' - the application of
known input voltages to the system at intervals during its use in order to record the deficiencies. The
attenuation error, or any starding error such as offset, may be reduced in this way. The procodure,
however, is not universally effective and adds to the complexity of both the data acquisition and data
reduction processes. Although these compensation and calibration procedures have their uses, if only as
a last resort, it is clearly necessary that at all stages, in design and application, every effort be made
to reduce source resistances, back-currents and leakage currents, to increase input resistances, and to
achieve the greatest possible symmetry in the two halves of the system and its data sources. These aspects
will be considered further when dealing with individual functions of the system.

3.3 Errors due to ac common-mode signals

These signals usually derive from the electrical supply at a frequency of 400 Hz and its harmonics.
When the frequency bandwidths of the data are well below these frequencies the conversion of ac comuon-mode
to a differential signal will not produce a direct error; it may however give rise to considerable aliasing
error in the time-division multiplexing and modulation functions. An expression for the converted signal
may be derived from Fig.h1. Making the assumptions previously quoted in the derivation of eq:uation (I), and
the additional ones that wCRs A I and that the amplifier input resistances may be neglected in comparison
with the shunt reactance, the expres-ion becomesl

2

JwV (CAR + RsAC) (2)

in which V is the ac common-mode voltage of pulsa ance w (= angular frequency or 2iz x frequency)
and the other symbols are as previously defined; j is the iwaginary operator.

This expression may only be taken as an indacation of the mechanism by which an ac common-mode signs!
is converted into an unwanted differential signal. In practice the situation is complicated by the fact
that the shunt capacitance is increased significantly by components arising from cable, drive circuit and
amplifier input 'apacitances. Whilst some of these are lumped, others are distributed linearly and
non-linearly, throughout the system, and thns make the analysis of a practical system difficult, if not

.................
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impossible. However, the order of the effect may be seen by taking the values of R 8and A~R 0used in

te example of section 3.2, together with a peak ac common-mode signal of 5 V at .f- 4uency of 400 Hz
and a shunt capacitance of 500 pF (for n - 100) with an unbalance of 100 pF. " ik value of the
converted differential signal is then 3.8 mV, which would certainly be an embarri ent in the case of
low-level data sources.

The-error voltage resulting from this conversion of an ac common-mode signal to a differential signal -

may be attenuated by connecting a capacitor across the two leads from the data source, at the system end
(points X, Y in Fig.11), to form a low-pass filter with the resistance of the source and its connecting
cable. The capacitor required is usually large and must be chosen carefully to avoid introducing an
additional error into the system due to the filter response in the data bandwidth. The same effect may be
achieved by locating the main data source filter at the system end of the connecting cable (points X, Y).
Errors resulting from both dc and ac common-mode signals may also be reduced by use of the technique known
as boot-strapping or guarding. In this technique, shown in principle in Fig.12, the common-mode voltage
of the ON channel is used as the system datum, the latter being driven by some means or other by a
generator having an output approximately equal to the common-mode voltage. Referring to the figure, the
effective common-mode voltage now applied to the system is

J + V )= (10 - ON(V + V)

a b I
Thus the co-mon-mo-de voltage is reduced by a factor (0 - a)

The technique adds to the complexity of the system and creates the additional difficulty of having
to lift the switch drive logic signals, and other points of the system, from a ground datum to the new,
controlled datum.

None of these techniques provides the ideal solution; they therefore do not eliminate the need to
pay great attention, in system and installation 6esign, to the basic characteristics of the error-producing
effects.4

4. A?2LIFIERS

Amplification, or attenuation, is invariably required for each data source to convert the wide

digital converter or modulator. Regrettably this full--scale input voltage does not have a standard value,

but is usually in the range of 1 V to 10 V with the q,!=- at one end or at the centre of the range. An
individual amplifier must be provided for each data source when time-sharing is not employed. Its input
characteristics may then be matched to its source with, if necessary, the use of preset controls. WithA
time division multiplexing, which is usually performed in a PCM subsystem, a choice exists between
individual amplifiers operating as the first function in the system, and a shared amplifier, operating
after the multiplexing function.

Two additional features, already referred to in section 2, are required in the shared amplifier-
* a frequency bandwidth and settling time consistent with its multiplexed input and a variable gcin under

the control of the multiplexing programme. Both of these demand careful consideration in the design of
the amplifier if its performance in other respects is not to be impaired. Some of the amplifier perfor-
mance requirements (such as offset, zero drift, gain drift and linearity) may, however, be relaxed, since
these errors may be reduced by injecting known voltages, including zero, into the multiplexing programme.
The outputs of these calibration channels are then used, during data acquisition (in the analogue or
digital stage) or during data reduction, to correct the data channels. This process may not be economic,
and in any case is not universally effective; it is thus reasonable to assume the same performance require-

ments for both the individual and shared amplifiers, e-cept for the additional requirements of the latter.
This performance must be consistent with the specified system performance with due regard to the fact that
the amplifying function is only one of many error sources.

It is evident from section 3 that a balanced amplifier is essential, unless other techniques are
adopted to deal with the common-mode requirements. A frequency bandwidth extending down to zero frequency
is almost invariably required in all modulation subsystems. This may be achieved in a number of ways
including the following and hybrid variations of them:-

(a) chopper or modulator amplifier - using mechanical or semiconductor choppers, the amplifying section
being ac-coupled and the output obtained after synchronous demodulation and smoothing,

(b) ac-coupled amplifier with dc restoration,

(c) direct-coupled amplifier with an auxiliary chopper amplifier for drift stabilisation,

(d) direct-coupled balanced amplifier - in which low drift is achieved by careful balance of the sources
of drift in each half of the amplifier.

The desire to avoid aliasing errors and the complication of switching or modulation operations provide a
good case for the direct-coupled balanced amplifier, which is further strengthened by current developmen~ts
in ;emiconductor components and integrated circuit devi1ces. An analysisa of this type of amplifier in the
context of flight test data acquisition has been made by Smith and No' an' 3 .

Some of the desirable factors in the performance of the amplifier have already been discussed in
section 3, including a high differential input impedance, low back-current and the minimum unbalance in
both. Other factors are: accurate gain setting and low drift, low offset voltage and drift, high common-

*mode rejection, adequate frequency response, low noise, good linearity, low output impedance and good
stabilisation against supply voltage variations; the drifts apply to both time and ambient temperature
variation (typically -40 0 C to +80 0 C).



7

In the range of instrumentation amplifiers currently available and physically suitable for flight
test systems emphasis tends to be placed on a good performance with respect to some of these factors at
the expense of others. This, coupled with the frequent introduction of new devices with improved
performance in specific respects, prevents the compilation of a meaningful summary, and results in the
manufacturer's litarature being the only source of up-to-date information.

It may be stated generally that the best current commercial amplifiers have inadequate performance,
in at least some respects, for the more exacting requirements of flight test data acquisition, particularly
where a high accuracy 5s demanded from low-level data sources. However, this situation is likely to change
gradualil with the introduction of improved integrated circuit devices and precision resistors and the
development of new circuit configurations exploiting these advaaced components. For example, the recent
introduction of monolithic dual junction field effect transistors, in which the two transistors are formed
on one chip, provides the basis of a highly-matched amplifier input circuit, with consequent improvement

P in the drift characteristi.cs and in comon-mode errors, whilst maintaining a high amplifier input
resistance.

5. MULTIPLEXRS

The multiplexing function epplies to the PCM and FDM subsystems, although PDM is now seldom used in
flight test data acquisition. In this section the multiplexer gates, their format and their control are
discussed. Sampling rates and errors inherent in the sampling process will be considered in the next
section.

5.1 Switch elements

Some of the important properties of a multiplexing switch, especially when required to operate at

low signal levels, are: a low ON resistanre, a high OFF/ON resistance ratio, a low offset voltage, low
leakage currents, good isolation between drive and signal paths and adequate speed of operation with a
high degree of reliability. Some of these relate to the interface and common-mode conversion errors
discussed in section 3. For relatively large signals, or in the presence of a high common-mode voltage,
a large dynamic range for linear operation and a high breakdown voltage are additional requirements.

Related to the speed of op-ldtion are the transient voltages generated as the switch moves from one
position to the next, due to the connection of the switch to different comon-mode voltages and to coupling I
with the drive circuit. These transients must decay to an acceptable level before the switch can be
considered to have closes, ond the time taken for the succeeding amplifier to recovery from an over-
voltage must also be taten into account. It is thus desirable that voltage transients durinL switching
be of a low amplitude anm short duration.

Mechanical rotary switches and individually controlled relays possess many of these properties.
They, however, are liable to generate relatively high noise signals, from mechanical or magnetic causes,
and have an undesirably short life and low reliability. The rotary switch is also not well suited to
producing the control signals necessary to synchronise the operation of other functions of the system,
such as the analogue/digital conversion, with the multiplexer, and lacks flexibility in the order and
speed of switching. One therefore turns to semiconductor switching elements which have adequate speed
(in the region of 1O operations per second) and can be operated from a central clock generator provided
in the system for many purposes. Four types are of interest: light-sensitive devices, bipolar transistors,
junction field-effect transistors (JFET) and metal-oxide silicon field-effect transistors (MOS FET).

A semiconductor element energised from a light source appears to provide a good basis for a switch
element since it can have a high ratio of OFF/ON resistance and is isolated electrically from its drive.
It has, however, not found wide application in the present context, although much used in chopper dc
amplifiers, perhaps because of the variability with temperature of its characteristics and its limited
speed of operation. It also requires a complex mechanism to provide its drive commands.

Before the advent of field-effect devices the bipolar transistor was widely used, mainly in the
configuration known as the Bright switch 14 . In this configuration two transistors, used in the inverted
mode (reversal of emitter and collector electrodes) in order to reduce leakage current, are connected in
series in such a way that the two offsets tend to cancel. Residual offset, due to mismatching of the
transistors, may be further reduced by including a preset control in the circuit, but the effectiveness
of this is limited by the variation of the relevant parameters with temperature. The bipolar switch also
suffers from a low impedance, and hence high coupling, between the signal and drive circuits. An attempt
has been made to overcome some of these defects by combining the two transistors in one davice - the
double emitter transistor - but this appears not to have found much favour.

The use of field-effect devices has been enhanced by gradual improvements in their characteristics
and by the manufacture of integrated devices. The p-channel MOS FET device, in particular, now provides
the designer with a much more versatile analogue switching element which is currently widely applied in
flight test data acquisition. The inherent offset of the device is very low and the dc isolation between
drive and signal paths is high. Reasonable, though not low, ON resistances are achievable and the OFF
resistance is inherently high. Leakage currents and overload requirements still create problems.

In circumstances involving low-level signals, high source resistances and common-mode voltages
care~ul attention must be paid to both lealcage currents and ON resistance if the er'ors discussed in
section 3 are to be kept under control. Many of the characteristics of the OS FET device create
difficulties in this respect. For example, an inherent property of the device is that a change in the
ON resistance is always accompanied by a change in the reverse direction in the leakage current. The
performance of the device also deteriorates rapidly with increase in temperature. The ON resistance
(usually in the region of I kQ at 25°C) increases by about 0.4% per 0C, and the leakage currents (of the
order of 100 pA per device at 25°C) approximately double in value for each 100 C rise in temperature. The 4
situation is further complicated by the wide spread, in practical devices, in the values of all the
characteristics and by the paucity ot manufacturer's data. In these circumstances it is evident that
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the design of a multiplexer presents major problems if it is to function satisfactorily in the adverse
conditions prevailing in flight teat data acquisition.

The properties of a HOS FET device as an analogue switch are enhanced if a number of similar devices
are produced in close proximity on one silicon chip. In this way, closer matching of the characteristics
is _zhieved in manufacture and the differential effect of ambient temperature is reduced. Integrated
circuit chips are now available ctnaining many MOST devices (for example, 16, providing 8 two-pole
switches) together with their address coding and drive circuits. Even with the best of these devices,
however, multiplexing at low signal level (10 mV, for example), in the presence of high source resistances
and common-mode voltages, is likely to be accompanied by unacceptably large eirors.

A useful review of FETs as analogue switches is given by Givens in Electronic Components,
26 January 1973. It also contains a reference to a recent development - an integrated combination of
n-channel and p-channel devices on a common substrate known as complementary MOS (CMOS).

5.2 Multiplexing configurations

The errors resulting from the flow of the leakage currents in the data source resistances may, to
some extent, be controlled by arranging the individual switches of the multiplexer in single or multi-
tier configurations. Single and 2-tier configurations are illustrated in Fig.13, in which only one pole

of each of the 2-pole switches is shown, its leakage current flowing to a common, earth line shared by
all the transducers. In the 1-'tier configuration each of the M inputs is connected through a single
switch to the output point. In the 2-tier configuration the 1 inputs are arranged in n groups each
comprising m inputs. Each of the n groups is treated as a 1-tier configuration and the n ouputs
so provided are each associated with a second switch which connects the group to the output point.

Assuming that the leakage currents are the same in the ON and OFF states of th.e switches, there are
N units of leakage in the 1-tier arrangement. In the 2-tier arrangement the number of OFF switches is
(m + n - 2) and the number of ON switches 2, giving (m + n) or (m + H/m) units of leakage, and
M * m x n . For a riven value of H , the minimum number of units occurs when

m = n = M 1

and the minimum leakage is then 2HM units.

Similarly, in a 3-tier arrangement the optimum configuration is given by

m = n - p = 11* 
A

where M = m x n x p , and the minimum leakage is 3M units. For M - 64 , and taking one pole only of
the 2-pole switch, the optimum conditions are given in the following table:-

Number Number of
of Number of switches/pole leakage

tiers units

I I x 64 - 64 64

2 8 x 8 + I x 8 - 72 16

3 16 x 4 + 4 x 4 + I x 4 = 84 12

Clearly the 2-tier arrangement has a significant advantage o-yer the 1-tier arrangement. The
additional improvement gained by using 3 tiers is small in relation to the increased number of switches.
In both cases the improvement is gained at the expense of series resistance since the signal goes through
two switches in the 2-tier case and through three switches in the 3-tier case. Due attention must be paid
to this, especially since the resistance of one switch is in the region of I kfl and close match of a pair
is unlikely because of the temperature dependence of the resistance.

Errors resulting from the interaction of the multiplexer and its input sources, and from coamon-mode
signals, may also be reduced using the techniq'ae of boot strapping or guarding already referred to in
section 3, provided the considerable additic-naa complexity is accepted.

5.3 Multiplexer control

The simplest way of operating a multipl.axer comprising nominally independent switching elements is
to sample all the data sources sequentially at an equal and constant rate under the control, for example,
of an electronic ring counter, thus providing the same effect as with a rotary mechanical switch. Some
flexibility in sampling rates, within a fixed total sampling rate, miy be provided by supercormutation or
subcomutatiun. In the former the sampling rate of a particular data source is increased by connecting it
to more than one switch, these swiVtahes usually being spaced equally within the multiplexing frame (the
smallest sampling pattern which is repeatable). A decrease in sampling rate may be obtained by submulti-
plexing, that is, by interposing a second staee of switching between the data source and the output highway
and operating this at a different rate .o. but synchronous with, that of the first stage.

Similar flexibility may be obtained by ssioaiating each data source with one and only one switch
element (or two when double-pole switching is -:s-e'd) and providing supercommutation or subcommutation of the
switch operating signals, for example, by crosz-connecting the outputs of more than one ring counter
position. An advantage of this method is that it requires less switch elements, the more critical com-
ponents, to achieve a given degree ct flexibil4,'y in the =.,ltiplexing pattern, at the expense of logic

elements which are less critical. A further advawztrge is that drift and noise errors for a particular

.~' a1.J t.- - l-- "



data source may be more consistent, since with supercommutation in the switch elements successive sampled
from a particular source are transmitted through different elements. This type of multiplexing control
is used in the Concorde prototype flight test system which has in effect a 3000-position ring counter
to provide a frame containing 3000 'tim-slots'.

The current requirement in flight test data acquisition is for programed operation of the sampling
rates of individual inputs, with a facility for quick and convenient change of programse at least on the
ground between flights. Flexibility in the multiplexed fra-m pattern, with progrmmed operation, may be
achieved using a resettable counter. The counter normally addresses switches sequentially in the conven-
tional manner, its coded addresses being recognised by logic associated with each switch element. This
sequence may be interrupted and the counter reset at defined positions according to instructions received
from a store. Whilst the counter is free-running and operating the switches sequentially its output is
also held in a register which already holds two instructions, received from the programse store, for the
'stop' and 'start' positions of the reset operation. When coincidence occurs between the counter output
and the 'stop' instruction, the counter resets to the position defined by the 'start' instruction, and the
next pair of reset instructions are transferred from the store to the register.

In practice only a limited flexibility can be achieved using a resettable counter. Complete
flexibility may be achieved using a random access programm in which coded switch address information for
each successive sample or time-slot in the multiplexer frame is held in a store and extracted sequentially
by a counter operating in a conventional manner at the sampling rate. This method is assumed in the
functional diagram of Fig. 1.

The storage facilities required for these programed multiplexers vary in complexity with the degree
of flexibility required. In a simple system, or when infrequent programme changes are adequate, a plug-in
card, hard-wired with a diode matrix, or some equivalent device, may be sufficient. A change of progra
may then be achieved by exchanging the card for a new one or by removing the card and rewiring it. In a
sophisticated system demanding much or complete flexibility, the address instructions may be held in, for
example, a magnetic core store or a semiconductor store, into which they have been transferred from an
external source such as a punched paper tape or magnetic tape. An example of this is found in .he
Emnanual System16 which derives partial flexibility from a magnetic core store with a capacity of 2048
16-bit words.

It has been assumed thus far that the data sources are continuously energised and are connected to

the highway by controlled switches in their outputs. Tine-division multiplexing might also be achieved
by pulsed energisation of the sources, where appropriate, whose outputs are permanently connected to the i
highway. This method is of limited application and presents many problems; it has not been applied to any

extent in flight test data acquisition.

6. FILTERS AND ALIASING ERRORS

Whatever the method of acquisition and recording, filtering of the data signals may be desirable to
reduce noise appearing =n the data scurce output. Filtering may also be required to remove, from the
transducer output, components outside the frequency bandwidth of interest, for example, when measuring
aircraft acceleration, to remove components due to structural vibration from components due to the motion
of the aircraft as a rigid body. In any sampling or modulation process, with or without time-division
multiplexing, limitation of the data signal bandwidth is essential, and must be provided by electrical
filtering, unless inherently provided in the transducer output by bandwidth limitations in the transducer
itself or in the mechanism from which it derivis its signal. Before accepting the adequacy of filtering
external to the system, due consideration must be given to the possibility of secondary effects, such as
secondary resonances, in the transducer or mechanism. Filters also play an important part in the
demodulation process of frequency-modulation recording.

6.1 Aliasing errors

Any sampling process applied to a continuous waveform, with or without time-division multiplexing,
is governed by the well-known sampling theorem which, in one of many forms, states that if a function
f(t) contains no components of frequency higher than F Hz, it is completely determined by its values at
a series of points spaced 1/(2F) seconds apart over all time. Thus sampling an ideally band-limited wave-
form of bandwidth F Hz at a rate of 2F samples per second Vreserves all the information contained in the
original waveform, and from the samples it is possible to reconstruct the waveform between sample points.
If the waveform contains components at frequencies higher than half the sampling frequency (the Nyquist
frequency), then the sampling process results in a downward spectral transposition of signal energy which
produces an error in the components at frequencies less than or equal to F - a phenomenon known as aliasing.

Aliasing error is of particular significance in PCK, for which a high accuracy is normally expected,
especially in flight test applications in which the lowest possible sampling speed is desirable and in
which it is difficult to define, a priori, the signal bandwidth of interest. It also occurs in analogue
miodulation methods such as amplitude modulation (including modulation in an ac bridge) 1 7 and frequency
modulation. Th_ ideal band-limiting demanded by the sampling theorem cannot occur in practice in any data
source, nor can it be provided by a practical filter; errors are therefore inevitable, their magnitude
being determine.d by the permissible sampling rate and the degree to which filtering may be provided to
approach the ideal band-limited condition. The system design is usually a ccempromise, involving cost,
size and accuracy, between sampling speed and filter complexity.

When a continuous record of the behaviour of the data source is required it is necessary to reconsti-
tute the recorded samples into a continuous waveform - a process known as interpolation. This process
results in an additional error whose magnitude is governed by the characteristics of the interpolation
filter employed.

Several theoretical studies of these sampling errors have been made 18,19, all understandably based
on a number of simplifying assumptions, such as the use of linear low-pass filters for the presampling
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and interpolation filtering, and a sample duration tending to zero. In these studies the data waveforms

are defined in term# of power spectral densities and the errors in root-man-square terms. Sampling is
regarded as a modulsition process in which the data waveform modulates the otherwise constant amplitude
of the sampling waveform which comprises a train of pulses at a repetition rate equal to the sampling rate
f per second. The Fourier spectrum of such a series of pulses contains components at frequencies 0, f5 ,21 ... I each associated with sidebands representing the original data spectrum. As long as the tails of
the sidebands from adjacent carriers do not overlap, the original data can be recovered perfectly by simply

passing the composite spectrum through a low-pass filter to remove the harmonics of the sampling frequency
and their sidebands. However, if these sidebands do overlap, then the desired data spectrum (the upper
sideband of the zero-frequency carrier) has added to it components originally from other frequencies, ane
aliasing occurs. Overlapping of the first sideband - the first order image spectrum - is illustrated in
Fig. 14 in which PdM and P (f) are respectively the power spectral densities of the original data

signal and the sampled data, and f is the sampling frequency.

The main contribution to the error results from the first image. As shown in the figure, the error
has two components:-

(a) Aliasing error: comprising those parts of the image spectra which lie within the bandwidth of
the interpolation filter.

(b) Distortion error: comprising the portion of the data spectrum and image spectra which do not lie
within the bandwidth of the interpolation filter, and attributable to the fact that the filter transfer
function is not unity.

Part of the distortion error occurs at frequencies outside the data bandwidth as determined by the
presampling filter, and is therefore unlikely to be of interest. For a given sampling frequency the relative
magnitude of the two error components is governed by the interpolation filter bandwidth. By increasing the
sampling frequency the overlapping of the data spectrum images is reduced and a suitable choice of interpola-
tion bandwidth then minimises the overall error.

The magnitude of the errors is determined by the sampling frequency and the roll-off characteristics of
the data spectrum and the interpolation filter. Butterworth filters, discussed later in this section, are
frequently used for interpolation and also for band-limiting the data before sampling. Aliasing and distor-
tion errors under these conditions, for various orders of roll-off, are given by Reed and Lloyd1 9 . The
approximate conditions for aliasing errors of 1% and 0.1% rms are summarised in the following table, in which

f - sampling frequency

f = dasta filter 3dB bandwidth
d

f. " interpolation filter 3dB bandwidth

nd = order of Butterworth characteristic of data roll-off

n. = order of Butterworth interpolation filter1

f f. Value of nd for an rms error of:-

d 1% 0.1%

4 1 4 6 U

6 4 6

Ideal 4 6

2 4 U U

6 U U

Ideal 6 8

6 1 4 2to3 6

6 2 to3 4

Ideal 2 to 3 4

2 4 U U

6 3to4 U

Ideal. 3 to 4 5

8 1 4 2 to3 3

6 2 to3 3 to4

Ideal 2 to 3 3 to 4

2 4 3 U

6 2 to3 4

Ideal 2 to 3 4

U - unattainable



The rms distortion component of the error, within the effective data bandwidth as previously
discussed, is almost independent of the data cut-off rate n as expected, and varies between 1O0
(n. = 2) and 301 (n. - 8) for f I/f I , and between Il (n. = 2) and 3% (n. . 8) for f/f - 2/

1ii d 1 1 i d
Both the aliasing and distortion components of the error may be interpreted in various ways. In

data systems, for example, it is more usual to quote random errors relative to the peak-to-peak data
signal, and not to the rms value. In that case the above results would have to be reduced by a factor
dependent on the probability density function of the data amplitude - a typical value is a factor of
about 5 for a Gaussian distributian (992 probability).

In some cases the time-averaged rms criterion for interpolation error can be very misleading; for
example, in the zero order or 'boxcar' type of interpolation, where the output from the multiplexer is
maintained by a 'hold' device until a step function is made to the next sample value. This type of inter-
polation is often quite acceptable for visual interpretation. The samples themselves accurately represent,
apart from measurement errpr, the data values at the time they are taken, yet the time-averaged error in
this case may be very high'O. Thus the significance of the rms error criterion can depend on the manner
in which the reconstituted data is to be used. Where, for example, it forms the input to an analogue
computer it is obviously relevant, but if the data is merely to be interpreted visually, it may not be so.

The above figures are based on the assumption that the band-limiting of the data is done entirely
by the presampling filter. In practice there is usually some significant limitation of bandwidth before
electrical filtering - by the transducer response, for example. Some knowledge of the data spectrum is
therefore useful since in its absence it has to be assumed that the input is a random process having a
flat power spectrum.

6.2 Types of filter

In order to limit aliasing errors it is evidently important to provide a high value of data cut-off
rate nd , not only to keep the sampling frequency low but also to make the use of high order interpolation
filters really effective. This is an embarrassment in flight test data acquisition because of the low data
frequencies usually of interest, the large number of filters required and the desire to keep the size of
the equipment small. Other filter requirementf include a constant amplitude response and conscant or zero
phase-shift in the pass-band, and characterist.cs which do not produce excessive errors of the type dis-
cussed in section 3. These latter requirements nave to be satisfied over a wide temperature range.

Simple RC filters on their own seldom have an adequate rate of cut-off unless high sampling speeds
per cycle are permissibLe. Active filters, in cascade, must therefore be provided, and critical attention
paid to their many detailed characteristics which can produce errors other than aliasing error. The choice
of basic type and of specific configuration is very wide, but the two types which share the greatest
application are:-

(i) The Butterworth filter, which provides a maximally flat amplitude response in the pass band and
a sharp roll-off above the cut-off frequency. Ringing, due to overshoot in the response, may be
severe for high order filters.

(ii) The Bessel or Thomson filter, which provides a maximally flat time delay (linear phase) with a
less sharp roll-off.

The choice between these two is governed largely by the criterion adopted to define the performance of the
overall system; for example, if the minimum mean square error is sought, phase response may be disregarded
ann advantage taken of the superior amplitude response and sharper roll-off of the Butterworth filter.

Filtering is clearly of prim, importance in flight test data acquisition systems and can contribute
significantly to the complexity, bulk and cost of the system. The obvious approach to reducing the problems
it creates is to sample each input at a frequency much higher than the minimum demanded by the sampling
theorem, but this creates a problem in the recording procd.s unless the number of samples is reduced somehow j
before recording. Many schemes have been suggested for making this reduction. One currently receiving
active consideration involves digital filtering. In this scheme the output of the high speed multiplexer
is digitised and then demultiplexed, if time-division multiplexing has been applied, to provide separate
outputs, in digital form, for each data source. Each of these outputs is then applied to an appropriate
digital filter21, and the filtered outputs, now corresponding normally to the data bandwidths, combined as
required in a digital multiplexer, prior to recording.

This method has the potential advantage of providing the required filter characteristics by the use
of digital operations and components, but is complex in its implementation. Developments in digital
techniques and large scale integration are expected to make this complexity more manageable in the future.
The method has not yet been widely appli.ed in fligj 11st data acquisition, although digital filtering of
inputs already in digital form is currently in use

6.3 Adaptive sampling
2 4

The above method of reducing data filtering problems is reminiscent of the more general technique of
data compression which is an adaptive process for recording (or transmitting, in the case of telemetry)
sampled data at rates consistent with the frequency bandwidth of the data source. Data compression has an
obvious advantage in telemetry transmission where system efficiency is of paramount importance, as in space
vehicles. It also provides a means of reducing aliasing error in the PC4 vubsystem of a flight test data
acquisition system withoit severe filtering requirements and without creating excessively high pulse rates,
and therefore a need for a large capacity, for recording.
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It nay be achieved in two ways:-

(a) by adaptive sampling; controlling the rate of sampling of the data source in harmony with the
frequency bandwidth of the source.

Wla by redundancy reduction; sampling at & fixed rate of a sufficiently high value to avoid
significant error in the data at the highest expected frequency, and eliminating from the multi-
plexer output data samples which can otherwise be specified.

As a result of data compression, the significant data soure±e samples will be recorded at irregularV

intervals and, provided they are adequately identified, they may be presented in this form to the analystJ
or to a computer which, if required, can provide a reconstructed pre~sentation. Account must be taken of
sample identification when evaluating the bandwidth reduction characteristic of a redundancy process; the[
sample compression ratio will always be greater than the bit compression ratio.

In adaptive sampling, control logic analyses continually each input parameter to establish the
instantaneous information bandwidthA, and provides suitable output signals to control the operating
frequency of an analogue gate in accordance with the bandwidth and accuracy requirements of the input
parameter. The samples provided by the analogue gates of all the input paramlters are then multiplexed
in the normal manner, a buffer being provided on the output of each gate to permit sequential multiplexing
of time-coincident samples from several input parameters. The critical function in this method is
evidently that concerned with establishing the 'instantaneous' information bandwidth.

Similarly, in redundancy reduction the practical difficulty is in the selection of a suitable
criterion which can also be implemented without undue equipment complexity. Redundancy exists whenever
the variation of the data can be represented by a known law within predetermined error constraints. Such
a pattern can be a mathematical expression or any arbitrary pattern based on experience. Recognition of
a redundant sample can be achieved by prediction or interpolation. The predictor estimates the value of
the next sample from previous readings. If the actual succeeding sample is equal to the estimated value
within a predetermined tolerance, then it is discarded as redundant. For example, in the zero-order
predictor the predicted value of the next sample is estimated to equal the previous non-redundant sample.
In the interpolation method all the sample values between the last recorded value and the present value
affect the interpolation. In the zero-order interpolator, for example, the sample used to represent a
non-redundant reading is the average of the most positive and most negative values of all redundant
samples since the last recorded sample.

The implementation of these adaptive techniques clearly involves considerable additional complexity
in the system, and presents the difficult problem of deciding on a suitable criterion on which to base the
compression process. The techniques have already found wide use in apace vehicle telemetry, where compres-
sion is a considerable advantage, and in magnetic recording system-3 for operational data (AIDS).
Scheinmann2 5 describes a flight test experiment of limited scope, in which the performance of a data
compression system was compared with that of a conventional galvanometer recorder. Good agreement and
the attainment of a compression ratio of 38 to I are claimed, but this figure needs inLerpretation in
relation to the specific conditions of the experiment.

Adaptive compression techniques have not yet been used to any significant extent in flight test data
acquisition, but they deserve consideration in conjunction with other methods of achieving at least some
of the desired results without an adaptive process.

7. ANALOGUE/DIGITAL CONVERTERS

The analogue/digital conversion function is required only for the analogue inputs of the PCM sub-
system. It may take place in one physical unit centrally located or in a number of remotely located units
the outputs of which are transmitted along digital highways to a central location, where they are digitally
multiplexed.

7. 1 Characteristics

Three characteristics require consideration:-

(a) the digitising time, which determines the maximum number of conversions per second;

(b) the aperture time, which represents the ability of the converter to deal with a changing input
signal;

(c) the steady-state performance of the converter in the specified ambient temperature range.

In the general case the input to the converter comprises a sequence of samples derived from a number
of data sources each having d specific bandwidth, and hence a specific sampling rate. If a system has M
sources of bandwidth f Hz (m - I to M) and each is sampled at x, per cycle, then the maximum sampling

time (assumed constant ?Or all samples) is given by

T xL xfj seconds

The actual sampling time is less than this because of the finite mark/space ratio of the switch. The
digitising time - the time available for the digitising process - is, in turn, less than the actual

s ampling time because of the transients introduced in the switching operation which must be allowed to
decay to an acceptable level before conversion commences.
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The aperture time T of a converter is the maximum time which may be allowed for digitising a data
sample to the specified accuracy when the data source is varying with time. The 'worst case' value occurs
when the signal is sampled at its maximum gradient point which, for a sinusoidal signal, is at the zero
cross-over point when the peak-to-peak amplitude is equal to full-scale. Taking a einusoidal signal of
frequency f Nz under these conditions, and allowing a change of one least significant bit during the
conversion time in a converter for which n binary bits represent full-scale, the aperture time is given
by

Ta = f(2 seconds. (3)

It may be argued that this 'worst case' approach is unnecessarily severe and that a longer aperture
time can be allowed without serious deterioration in accuracy. Whilst this may be the case in some
circumstances, for example when the interpolation procedure discussed in section 6 is involved, it is
still considered to be 4 wise precaution to eliminate risk of error by designing for the worst case.

When the combination of data bandwidth and accuracy creates the need for a short aperture which is
difficult to provide, a sample-and-hold technique may be applied, t the input to the converter. The
additional circuits then introduced, however, contribute to the steady-state error of the conversion
process, especially in a varying temperature environment; they must therefore be applied with caution.

It is often assumed, wrongly, that the only error in the conversion process is the so-called
quantising error, and that this has a value of ±! LSB 2 least significant bit). The accuracy of conversion
is analysed for various conversion techniques by Lowe21 and the conditions necessary to limit the quantisa-
tion error to I LSB discussed, together with additional steady-state analogue errors resulting from the
fol' wing:-

Zero shift within the converter - e.g. comparator offset.

Change in the overall scale factor - e.g. in the reference voltage or in the scaling resistor
networks.

Non-linearity of the transfer characteristic - change in the weight the converter allocates to one
bit without affecting the remainder.

Noise voltages generated within the converter.

All these effects are highly temperature-deperndent and are therefore of special significance in an
airborne converter. Noise and non-linearities cause the change point (the analogue input to just cause a
change in output) to vary randomly, thus in effect changing the resolution of the converter. Often
resoluti.n is more important than absolute accuracy and it becomes important to keep noise and non-
linearities to a minimum. A restriction on the permitted magnitudes of these effects may bc set by
specifying that the converter be monotonic. A converter is said to be monotonic if, when the input
voltage is changed in either direction, all possible digital numbers appear in the correct sequence at
the output, and no states are jumped. An incorrect sequence, or loss of digital states, would result
from excessive noise voltages or non-linearities. Monotonicity, however, does not restrict errors due
to gain or zero offset effects.

7.2 Conversion techniques and equipment

Conversion techniqvt's and the performance to be expected from them are considered under three broad
headings - analogue, feedback and analogue computer - by Lowe2 6 ; the following is a summary based on this
treatment.

Analogue methods involve an intermediate analogue-to-analogue conversion, for example voltage-to-time
or voltage-to-frequency. In the former a time interval is made proportional to the input signal and the
number of cycles of a fixed frequency occurring in this interval is counted. In the latter a frequency is
made proportional to the input signal and the number of cycles occurring in a fixed time interval is
counted. These converters have a relatively poor performance, especially in varying temperature conditions.
Their digitising and aperture times, both equal to (2n - I)T , where n is the number of bits in a word
and T is the converter clock period, are very long, thus restricting their use to low sampling rates.

Feedback methods employ a digital-to-analogue converter, on which the accuracy of the converter
largely depends. The digital-to-analogue conversion involves the generation of a series of suitably
weighted analogue signals which may be added together in any combination to provide an analogue output
representing, or having the weight of, any desired digital number. The basic method is best described
by reference to the schematic circuit shown in Fig.15. An analogue input signal V is compared in the

a
comparator with the weighting of a digital number held in the store. The comparator outpuc supplies the
control unit with information that enables it to adjust the digital number until the weighting of the
number is equal to the incoming signal. The best-known implementation of this basic method is the
successive approximation converter, in which the control unit of Fig.14 becomes a shift register which
is used to programme the sequence of events. This converter is capable of a good performance and its
digitising and aperture times are relatively short: nT and (n - I)T respectively.

The above methods are all clock.I systems in which each decision is initiated by a clock pulse. A
continuous, unclocked process, which follows the input signal, is provided by the use of an analogue
computer. This is most easily performed in the case of digital codes (e.g. pure binary or Gray codes)
for which a simple set of generating equations exist; that is, equations which define the calculations
required to convert an input signal into a form which will (a) provide information on the value of the
most significant bit and (b) produce an output which may be treated as the input signal for the next
calculation. The calculations required may be performed by a cascaded set of simple analogue computing
elements, one per bit, the digital number being obtained by examining the output of each element. These

~- -- - ~ - ~ ~ . . .



14I analogue computer methods involve several practical difficulties which do not apply to conventional clocked
systems. Their digitising and aperture times are dependent on amplifier parameters in the analogue
computers, and ore difficult to evaluate.

L * Most commercial converters of small size and intended for airborne applications use the successive
approximation method. The best currently available have digitising times in the region of I go, which is
adequate for most flight test requirements, and aperture times in the region of 10 pa. This aperture

* time, in the worst-case condition considered earlier (equation (3)), allows a change of I bit in a 10-bit
full-scale for a signal of frequency 30 Hz approximately. Their temperature coefficient is at least
20 garts per million per 0C which would contribute an error of ±0.12% in the ambient temperature range
-40 C to +800C. When assessing this error it must be remembered that even in the conversion function
there is an additional, quantising, error of ±0.05% (in the above example), and that this function is
only one of many in the complete system. It may therefore be stated safely that improvements in analogue/
digital converter performance are essential to meet the most exacting requirements in flight test data
acquisition.

One possible method of avoiding part of the steady-state error in a converter, and simultaneously in
some of the other functions of the complete system, is to apply the ratiometer principle. Some data
sources, such as potentiometric and bridge-type t.-ansducers, are energised from a dc supply and their
output is in error if this supply changes in value. A more accurate measure of the physical input is
provided by the ratio of the transducer output voltage to the energising voltage. The converter may be

made to provide a digital output proportional to this ratio. This is done by replacing the built-in [
reference voltage, normally provided in the converter, by a voltage directly related to the transducer
energising voltage. This process can be made to occur in the appropriate sampling periods by control
from the multiplexing prograimme.

In this way errors resulting from instability in the converter reference voltage and the transducer
energis;ing voltage are, ideally, eliminated. Implementation of the technique is, however, an additional
task .- significant magnitude which, it may be argued, is not justified by the gain achieved. The same
end night be more economically achieved by concentrating on providing adequate stability in the reference

and energising voltages, or by recording these voltages and applying a correction during data processing.

8. THE MAGNETIC RECORDING PROCESS

AanThe remainder of the paper is mainly concerned with the recording functions outlined in section 2.

Aanintroduction, this section contains a resumd of the magnetic recording process and its capabilities,
with emphasis on those features relevant to the data recording application. It is followed by accounts of
analogue and digital recording methods and equipment, error sources in the magnetic recording process and
data packing density considerations. Finally, tape transports, write and read heads and magnetic tape are
considered.

8.1 General discussion

In magnetic recording as applied to flight data acquisition the storage medium is almost invariably
magnetic tape, consisting of a plastic backing coated with a dispersion containing magnetic particles of
relatively high coercivity. The writing (record) and the reading (playback or reproduce) operations are
performed with multichannel transducers or heads, each element of which takes the form of a ring of low
coercivity, high permeability material split at one point to form a narrow, non-magnetic gap and wound
with one or more coils of fine wire. Conversion of the data to be recorded from a time to a space domain
is achieved by moving the tape at a nominally constant velocity across the heads. Thus a signal of
frequency f Hz is recorded with a wavelength X. which, for a relative motion of v m/s, has the value
v/f metres. A representation of the overall process is given in Fig. 16.

T'-e head/tape relationship is illustrated in Fig.17. The tape always moves perpendicularly to theA

line of the gap. In the writing operation a signal current flowing through the head winding gives rise
to a magnetic field H , the bulk of which appears across the gap where virtually the whole of the circuit
reluctance is located. The tape, passing over the gap, is magnetised by the head gap fringing field and,
since the magnetic particles of the coating are of high coercivity, some of the magnetisation is retained
as renanent magnetisation after the tape has left the gap. In the reading operation, the recorded tape
is passed in the same direction across the read head, when some of the flux from the elemental magnets
will link the core of the head as these magnets cross the gap, because of the low-reluctance path provided
by the core, and will induce voltages in the coil which are proportional to the rate of change of flux.

In the head/tape arrangement shown the direction of the magnetising force from the head and of the
magnetisation in the tape lie along the tape and are parallel to the tape motion. This is known as
longitudinal recording, although in the read operation it is the flux component emerging perpendicularly
to the coating surface that provides the read signal. By suitable head design it is possible to magnetise
the tape either perpendicularly or transversely, but these methods are seldom, if ever, used because of
their inferior performance at short wavelengths, resulting from their inherently large gaps.

8.2 Analogue or linear recording

A simple and instructive relationship between the replay voltage and a sinusoidal write current may
be derived if it is assumed that:-

(a) the instantaneous magnetising iorce H applied to the tape is proportional to the
instantaneous current in the write head;

(b) the remanent induction B , and hence the remanent flux *r at any point along the tape
rr

and available to enter the read head, will be proportional to the :agnetising force;
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(c) the recorded frequency produces wavelengths on the tape which are many times greater than the
length of the read gap.

Under these idealised conditions the read output voltage for a write current I sin (Z7rf t) is
given by27 r

v
e -kI -P-f cos 2, -E frt) (4)

v r

where f ris the recorded frequency, v r v pare the record and replay tape speeds respectively, and k
is a constant. It is evident that the replay frequency is f (v /V ) and that the process involves
differentiation with respect to time.rp

The main extensive departure, in practice, from this ideal condition is the considerable divergence
* from linearity in the relationship between remanent induction and the magnetising force, as one might
* expect from the familiar B - H and B - H curves for the wide hysteresis loops of hard ferromagnetic

materials. This non-linearity occurs mainly in the write operation, since essentially linear relationships

hold for the low currents and voltages involved in the read operation. A linear relationship, when
required, may be achieved by combining with the data current a bias current, preferably alternating, as i
will be discussed in section 9.

In digital recording linearity is usually of little account since one is concerned only with the
presence or absence of a saturation transition, although linear digital recording has advantages and will
be discussed in section 10. The frequency characteristic of the write/read operations is, however, rele-
vant to both analogue and digital recording. According to equation (4) this characteristic rises iwith
frequency at a constant slope of 6 dB per octave. In practice there are departures from this, at both
ends of the characteristic, which are accounted for by various loss factors.

The departure at low frequencies (long wavelengths), significant mainly in direct recording, is a
change in the constant slope of 6 dB per octave to a steeper slope and slight waviness in the character-
istic. The change in slope arises when a half-wavelength recorded on the tape is longer than that portion
of the tape which is in contact with the face of the head and is due to the fact that not all the lines
of flux associated with the half-wavelength are linked with the read head. The waviness arises from the
discontinuities at the sharp edges at the ends of the head face which produce so-called secondary gap
effects. The wavelengths at which these effects set in may be raised by increasing the head/tape contact
and by avoiding sharp edges in the head cnor7

The loss factors at short wavelengths (high frequencies), occurring in the read operation, are of
greater significance. They are briefly as follows, in which the symbols are defined in Fig.17 (the head
in this case being the read head):-

(i) Gap loss

This is analogous to the aperture effect in photographic sound-on-filcL recording. When a sinusoidal

variation in magnetisation in the tape is being scanned by a read gap which is very small compared with
the recorded wavelength, the output voltage corresponds virtually to instantaneous values of the recorded
magnetisation and the sinusoidal variation is virtually reproduced in the output. However, as the read
gap length increases in relation to the recorded wavelength an averaging effect occurs. When the gap is
equal to half a wavelength the output corresponds to 2/wr times the peak of the recorded magnetisation;
as the gap increases beyond half a wavelength, the averaging begins to include the opposite polarity of
the second half cycle and the output further falls off rapidly, becoming zero when the gap length is
equal to one whole wavelength.

The attenuation factor for this so-called gap loss, in its simplest fc'rm, is

sin (5)A

giving null points in the response for g A ), 2X, etc. Westmijze 28has derived a more accurate expres-
sion which gives the first null point for g - 0.89X , thus making the effective gap-length about 1.12
times its physical length, a difference which has no great significance in practice because of the large
tolerances in physical gap-length. Between the null points the response rises to a maximum, each
successive maximum being lower than the previous one. the rate of fall being about 4 do per octave.

(ii) Separation loss

This is due to the extremely short excursions of the lines of flux from the tape surface as the
wavelength decreases, the critical separation thus being in the read operation. The attenuation factor
is

29

exp(-2rrs/X) or 54.68/A decibels .(6)

(iii) Thickness loss

On the same basis as for separation loss it is reasonable to expect that as the wavelength decreases
the inner layers of the tape coating take a decreasing part in determining the external field and hence
the playback voltage. The attenuation factor is

2 8

(7)2-rr t/j
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(iv) Azimuth and mistracking losses

These louses, due to equipment impirfections, occur in recording systems in which separate write and
read heads are used. Azimuth loss occurs when She write and read gaps are not identically inclined to the
line of tape motion. The attenuation factor is 0

sin (Ow tan a/X) (8)
rw tan M/A

where w is the track width and a the misalignment angle. For small values of a the characteristic
of this loss is similar to that of the gap loss (expression (5)). In multitrack heads, with necessarily
narrow tracks, manufacturing tolerances may usually be set to keep the attenuation to an acceptably low
value except at very short wavelengths when an azimuth adjustment of the read head may be necessary.

Mistracking loss, due to the incorrect location of the read head relative to the recorded track, may
be avoided by using a narrower head for reading than for writing. J

(v) Eddy current and hysteresis losses in the heads

These are the effects normally found in a magnetic device and are a function of frequency rather
than wavelength. They will be discussed in section 14. L

The gap, separation and thickness losses are illustrated in Fig.18, together with the nett response
characteristic. The practical significance of the gap effect will be discussed in section 14. The critical
nature of the head/tape separation is illustrated by the following example. The highest frequency currently
claimed for wideband direct recording is 2 MHz at a tape speed of 304.8 cm/s, giving a wavelength of about
1.5 um. The first null in the response thus occurs at a gap-length g - 0.89X - 1.3 um , and a separation
loss of 5.46 dB results from a head/tape spacint of O.IX = 0.15 um , which is considerably less than the
wavelength of visible light.

It is evident from the foregoing that in the process of linear recording the read operation is
reasonably well understood. This is not the case for the write operation, although many studies have been
made in recent years, encouraged by the interest in increased packing density and in video recording.
Outstanding problems include a better understanding of head/tape spacing and tape thickness effects,
demagnetisation effects and high frequency bias, and a determination of the correlation between the
magnetic properties of the head and tape and thevecording performance. These are discussed in Refs.31
to 34.

8.3 Digital recording

In binary digital recording the write head current is a pulse waveform, u.iinlly capable of producing
tape saturation in either direction. Ideally therefore there are two well-defined and easily reproducible
magnetic states, as shown in Fig.19. In practice one cannot provide or record a perfect step function,
nor can the read head produce an exact derivative of the tape magnetisation. The transition in the
mignetic state of the tape thus occupies a finite length on the tape, as shown in the figure.

The basic read signal characteristic is an output pulse for each step change in magnetisation. The
peak of this voltage pulse is roughly coincident with the passage of the magnitisation transition over
the centre of the head gap. Its trailing edge generally falls off more gradually than the leading edge
because of the electrical time constant of the read head coil. The reproduced voltage from a sequence of
transitions (a recorded binary pattern) is alternating in character, in step with the alternate positive -

and negative - going transitions (Fig.19).

The nature and characteristics of these reproduced patterns of binary voltage pulses may be studied
either in the frequency domain, after performing a Fourier analysis on the complex encoded waveform, or in
the time domain, by deriving the outputs of recorded pulses or step-functions and combining them by
algebraic superposition.

An example of the first method, applied to various encoding patterns, is given in Ref.35. Again,
far-reaching assumptions have to be made regarding the nature of the stored magnetisation pattern, but
once these are made the various loss factors in the read process, quoted above, may be applied to each
term of the Fourier series. An additional loss now considered is that due to demagnetisation in the
write process, which occurs whenever the polarity of the write field is reversed. This effect is claimed
by Morrison 3 6 to be the main factor in degrading digital recording; at high packing densities it extends
the length of the recorded transition to such an extent that a sinusoidal distribution results.

Using the second method, various expressions have been derived for the amplitude and width of the
read pulse, which are the most characteristic parameters of the digital recording process. Their
dependence on the magnetic properties of the recording medium, its thickness, the medium-to-head spacing
and the head characteristics has also been determined. The latest work based on the method is that of
Speliotis and Morrison 3 7 which considers a magnetisation transition (under saturation conditions) of non-
zero width in the recorded tape given by tan-1 (x/a) , where a -s the length of the transition and x
is taken along an axis parallel to the tape motion with the origin at the centre of the transition. For
a thin magnetic coating the expressions derived for pulse amplitude and width simplify to:-

e6 [t x+=12 - tan +

-5 2[(s + .)2 + (g/2 )2]'
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where e(x) - the amplitude of the pulse at distance x from the centre of the transition
P50 - the half pulse length
g a replay gap width
s - head-to-tape spacing
k - constant.

The pulse amplitude is expressed as a function of x (tape speed times time) since the output voltage is
inherently related to a distance measure rather than absolute time.

"In these expressions the parameter g may be fairly accurately defined; the determination of a is
more difficult and an attempt to determine the parameter a is made by Speliotis and Morrison. Theoretical
and experimental results are quoted for recording surfaces of various metallic films with coating thicknesses
of 0.025 to 0.9 us. The record gap length is 3.75 Vm, the replay gap length 1.0 um and the tape speed
76.2 cm/s. The bit packing density is low enough to provide essentially isolated pulses, without inter-
action. Theoretical and practical results are in good agreement, the values of pulse amplitude and half
width obtained ranging from 2 to 10 mV and 2.5 to 20 um respectively.

General deductions of interest are: for thin recording surfaces the write process plays a minor part;
demagnetisation is very important, which strongly implicates the magnetic parameters and the thickness of
the recording surface in the resolution and amplitude of the read pulse: the head-to-tape spacing and the
read gap are very important parameters; any one of the three parameters - transition region length, head-to-
tape spacing and read gap length - can dominate the pulse width, depending on its size relative to the
others.

In the above isolated transitions only have been considered, it being known for some time that, at low
packing densities (less than 1000 flux reversals per cm), a good approximation of the multi-transition wave-
form may be obtained by linear superposition of the appropriate series of isolated transition output pulses.
Since all the physical processes following the write operation can be considered linear, linear superposition
should Always be legitimate provided the magnetic transitions, as written, do not overlap. Mallinson and
Steele 30 have recently shown that, at least for thin metallic media, linear superposition applies also at
high packing densities, even where the written transitions overlap, provided some experimental conditions are
met - the main ones being that rapid changes in the write head field polarity occur and that the bit interval
is large compared to the head-to-tape spacing. The second condition is, in any case, necessary because of
the severity of the spacing loss.

whchSuperposition may be used to provide instructive illustrations of the phenomenon of pulse crowding
which will be of interest when discussing bit packing density in section 12.3. In the read pulse pattern
shown in Fig.19 each pulse is individually resolved, as is the case at low packing densities. At higher
packing densities pulse crowding, or inter-symbol interference, occurs and this results in a reduction in
the peak amplitude of the replay voltage, as illustrated in Fig.20. Fig.20a shows the write current and
Fig.20b the read pulses at a low packing density where there is no pulse crowding; p is the distance
between transitions and q is the read pulse width. As the packing density is increased adjacent pulses
will overlap without, at first, affecting the maximum read voltage. But after reaching the position
illustrated in Fig.20c, representing a packing density of about 2/q , the maximum value of the read
voltage will fall at a rate determined by the actual shape of the voltage pulses (Fig.20d).

Fig.21 illustrates the resultant output signal for a pair of saturation reversals separated by a
distance p very much less than the pulse width q . The interesting effect produced by the pulse inter-
ference is a peak shift which causes a discrepancy in the pulse location with respect to a clock signal and
may be of concern in high packing density recording.

Fig.22 illustrates the resultant output signal for three equally spaced saturation reversals
separated by a distance p very much less than the pulse width q . Two related effects are seen - the
central pulse suffers a greater attenuation than the other pulses and the resultant read signal has a
shifted datum, that is it contains a zero frequency component.

9. ANALOGUE RECORDING HETHODS
3 9

9.1 Direct recording

This term applies strictly to any form of recording with a nominally linear input/output transfer
function and in which there is a direct proportionality between the magnetisation of the medium and the
current in the record head or, more accurately, between the available flux for providing the playback
voltage and the record current. In flight test data acquisition it has four possible applications:-

(a) for recording, with modest accuracy, wideband data such as mechanical vibration and acoustic
noise and, with a relatively narrow bandwidth, for recording speech;

(b) for recording frequency-division multiplexed data, for which a linear transfer characteristic
is essential;

(c) as an alternative to saturation recording for PCH and wideband single-carrier FM recording, in
aid of a high packing density;

(d) on the ground, for predetection recording of the IRIG standard intermediate frequency signals
in telemetry.

Linearising the considerable magnetic non-linearities discussed in section 8 is achieved with the use
of a bias current in the record operation, high frequency bias being the more effective and thus universally
used in data recording. It is applied by superimposing on the write current an alternating current of
amplitude and frequency considerably greater than that of the data signal. Many explanations of its
operation have been suggested 31

, none of which are fully satisfactory. Nevertheless the linearising effect
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produced is considerable provided the bias frequency is at least three times the highest signal frequency
and is free from even harmonics. The latter, because of the non-linear magnetisation characteristics, would
leave a dc component of magnetisation on the tape which would increase the noise level.

System performance is critically related to the amplitude of the bias current and the maximum ampli-
tube of the signal current, which together determine the compromise between low distortion, high output and
high frequency response. Their optimum values are usually specified by the equipment manufacturer, but they
vary with the type of tape and with head wear. A procedure to determine the optimum conditions is also
defined by the IRIG document on telemetry standards 4 0 , which involves adjusting the bias for maximum output
at a specified frequency for each tape speed. The maximum data current is then adjusted for I total
harmonic distortion (after equalisation) at specified frequencies, a magnitude considered to give tolerable
cross-talk in frequency-division multiplexed FM recording.

The frequency characteristic of direct recording has been discussed in section 8 and is shown in
Fig.18. The desired flat characteristic (a constant output/input ratio) over a wide range of frequencies is
partially achieved using equalisation networks in the record and replay amplifiers. In data recording a
constant flux level (with frequency) in the record operation is preferred, so that the equalisation in the
record amplifier applies only where high froquency losses in the head would otherwise reduce the remanent
flux. Equalisation is attempted for both amplitude and phase, but it is evidently a difficult process to
implement accurately and cannot be strictly effective other than in the central region of the frequency
range. A rather high value to the lowest frequency of the range is set by signal-to-noise ratio
considerations.

The effect of tape speed variation (flutter) in the process will be discussed in section 11; it
contributes to the amplitude noise and also produces timing or frequency errors, neither of which is
reduced by equalisation.

Taking all these considerations into account, direct recording, on its own, cannot be expected to
provide a very accurate method of recording. Signal-to-noise ratios are inevitably rather low and a
variation of about ±t0% must be accepted in the nominally flat amplitude/frequency characteristic.

The bandwidths currently provided in commercial direct recording systems are based on those defined
in the IRIG Document 106-71 on telemetry standards 4 0 . Four categories are defined, the extreme frequencies
relating to the 3 dB points:-

Low band: Six ranges extending from 100 Hz to 3 kHz (at 4.76 cm/s) to 100 Hz to 100 kHz
(at 152.4 cm/s).

Intermediate band: Seven ranges extending from 100 Hz to 7.5 kHz (at 4.76 cm/s) t 300 Hz to 500 kHz
(at 304.8 cm/s).

1.5 wideband: Six ranges extending from 400 Hz to 46 kHz (at 9.52 cm/s) to 400 Hz to 1.5 MHz
(at 304.8 cm/s).

2.0 wideband: Six ranges extending from 400 Hz to 62.5 kHz (at 9.52 cm/s) to 400 Hz to 2 MHz
(at 304.8 cm/s).

Maximum signal-to-noise ratios currently quoted for commercial equipment are about 36 dB for the intermediate
band and about 20 dB for the widebands.

The low band category is now generally accepted to have a modest performance and is therefore seldom
adopted. The wideband frequency bandwidths, on the other hand, are certainly ambitious and rely on the
availability of equipment (specially heads) of advanced and critical design, demanding an extreme degree
of maintenance, especially under airborne ronditions. They should therefore be used with caution in
flight test data acquisition.

9.2 Frequency modulation recording

Frequency modulation provides a means of recording data containing frequency components (down to
zero frequency) lower than the practical minimum frequency for direct recording, and is capable of
substantially higher accuracy. These superior features also apply to pulse-code modulation, which is
capable of an even higher accuracy. Hitherto, however, PCM in data recording has been limited to a
maximum frequency in the region of 50 Hz per parameter by the performance of available digital components
and because of the lesser complexity, and hence bulk and cost, expected of FM. Developments in the last
decade in techniques such as analogue/digital conversion and in the digital magnetic recording process,
aided by advances in integrated circuit devices, are changing this situation and there is already no
indisputable reason why PCM should not be efficiently and economically applied to considerably higher
frequencies well into the traditional FM range. However, tradition dies hard in flight test instrumenta-
tion, as is evident from the era of scepticism regarding magnetic recording, and the extended use of PCM
is likely to follow the same gradual course of development.

In section 2 reference has been made to the two common variants of frequency modulated recording
(single-carrier and frequency-division multiplexed, multi-carrier) and their system functions have been
illustrated in Figs.3 to 6. The two variants will now be treated in somewhat greater detail and the
standards, based on the telemetry standards in IRIG Document 106-71, generally adopted for their
implementation summarised.

For the single-carrier system four categories are defined - low band, intermediate band, wideband
Group I and wideband Group II. The first represents a very modest performance relative to the capability
of present-day magnetic recording equipment and is seldom used; it is therefore not discussed. The
principal features of each category are tape specd, carrier centre frequency, full-scale frequency
deviation and modulation or data bandwidth (invariably extending to zero frequency). Tape speeds range
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in a binary sequence from 4.76 cm/s to 304.8 cm/s, but not all the speeds apply to all the categories.
Carrier centre frequencies and data bandwidth limits are proportional to tape speed and may therefore be
specified in cycles/cm. A constant full-scale deviation (expressed as a percentage of the carrier
frequency), irrespective of tape speed, is specified for each of the categories. On this basis the
complete range of standards is summarised in the following table:-

5- Data
Full-scale Tape speed Centre frequency bandwidth

Category deviation (cm/s) (cycles/cm) (cycies/cm)

Intermediate band ±40% 4.76 to 304.8 708 131

Wideband Group I ±40% 9.52 to 304.8 1416 262

Wideband Group II ±30% 9.52 to 304.8 2952 1312

For the frequency-division multiplexed, multi-carrier system two sets of standards are defined -

proportional subcarrier channels and constant bandwidth subcarrier channels. In the former all the
channels have a full-scale deviation of ±7.5% of the centre frequency, with an alternative of ±15% for
the upper 8 subcarriers. A total of 21 subcarriers (centre frequencies) are specified, starting at
400 Hz and increasing from one to the next by a factor of approximately 1.33 to the highest subcarrier
of 165 kHz. Data band%,idth (for ±7.5% deviation) starts at 6 Hz for the 400 Hz subcarrier, and again
increases by the approximate factor 1.33 to a maximum of 2475 Hz. In the constant bandwidth case all
the channels have a full-scale deviation of ±2 kHz or alternatively, for some of the channels, ±4 kHz
or ±8 kHz. Corresponding to these are three data bandwidths of 0.4 kHz, 0.8 kHz and 1.6 kHz. 21 sub-
carriers are specified starting at 16 klz and increasing in steps of 8 kHz to a maximum of 176 kHz.
Further variants of these, designated half-IFIG, etc., may be devised to meet specific requirements.
The data bandwidths quoted for both frequency-division multiplexed systems are minimum values; Appendix B

t: of 1RIG Document 106-71 indicates how they may be increased at the expense of accuracy.

The respective roles of these variants of the multi-carrier FM system are self-evident. It is of
interest that the constant bandwidth channels are arranged to have identical time delays. This is
particularly valuable when computing cross-correlation in, for example, vibration data, and when tape
skew would produce intolerable phase errors if the data from different tracks were compared.

The demands of these standards on the magnetic recording process may be deduced from the familiar
theory of FM in the communications field. Briefly a frequency modulated voltage is expressed as

e = E0 sin ( ct + m sin wt)

which, with the aid of Bessel functions, may be written

J W sin (wt) [Jr(m) asin (w + rw)t sin (wc rw)t
E0 X

in which w = carrier pulsatance = 21T x carrier frequency fc CA

Sdata pulsatance - 2n x data frequency f
m = modulation index (Of /f)
Af - peak deviation of the carrier by the data.

Thus the frequency modulated voltage is represented by a carrier, the J term, together with pairs of
sidebands whose amplitudes are governed by the modulation index m . The minimum values, at peak deviation,
of m for single-carrier and multi-carrier (proportional channels) are respecti'. ly 2 and 5.

The relative amplitudes of the sidebands may be found by reference to Bessel function tables, and
the recording bandwidth determined in relation to noise and distortion41 . This bandwidth cannot be
expressed in precise terms but is always wider than twice the deviation. At the extreme condition, when
the input is full-scale and the data frequency greatest, a total frequency bandwidth of about four times
the deviation may be required to retain the sidebands whose amplitudes are more than 1% of the unmodulated
carrier amplitude.

Except when the highest packing density is required, saturation recording is normally used for
single-carrier FM in order to achieve the maximum replay voltage. Linear recording is used to attain the
high packing density of wideband Group II FM. It may also be used to reduce cross-talk between adjacent
channels, because then, as ac bias is present, the record current may be reduced by a factor of 5 to 10
without undue loss in replay voltage; it is essential if the adjacent track (in the same head-stack) is
operating linearly, because of the sensitivity of ac bias to weak fields. Linear recording is also
essential for multi-carrier FM in order to avoid the cross-talk between subcarriers that would otherwise
result from interference between the harmonics of a low frequency carrier and the high frequency carriers.
A major potential source of error in all the FM methods is tape speed variation (flutter), especially in
the multi-carrier case where deviations are relatively small. Flutter compensation may be applied, but
its effectiveness is limited in the single-carrier case by dynamic skew in the tape motion. These effects
are discussed in section II.

In the FM record electronics the common-mode and source impedance effects discussed in section 3
apply where appropriate and filters may be required to reduce aliasing error. The primary function of the
electronics is, of course, modulation or voltage-to-frequency cunversion, for which the important character-
istics are linearity and low drift, with temperature, of the datum (centre frequency) and the sensitivity.

The main constituents of the demodulator or discriminator are a low-noise preamplifier, a limiting
amplifier, frequency-to-voltage converter, flutter compensation circuit, low-pass output filter and output
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amplifier. In the multi-carrier FM system the discriminator is preceded by a band-pass filter to select
the appropriate channel from the frequency-division multiplexed signals; this is a critical component in
which phase linearity is essential. The limiting amplifier must cope, symmetrically with respect to the
zero axis, with the wide range of signal levels, microvolts to millivolts, possible from the replay head.
Demodulation proper is usually a process of cycle-counting ur integration of pulses of constant duration
and amplitude. The latter is illustrated in Fig.23. Each positive-going edge of the FM carrier reproduced

from the tape, after limiting, is used to trigger a pulse generator which provides pulses of constant width
and amplitude. The pulse generator output is then integrated using a low-pass filter. Two types of output
filter are normally provided - one with a maximally flat amplitude response and the other with a linear
phase response (as discussed in section 6.2 for aliasing error reduction). The latter is used for complex
signals or transients for which a constant time delay and no ringing are required. If flutter compensation
is provided, close matching of the phase characteristics of the data and reference channel filters may be
necessary.

In magnetic recording phase-lock loop demodulators, familiar in telemetry, are seldom used because
of the greater emphasis placed on linearity rather than on the ability to operate at poor signal-to-noise
ratios.

The achievemert of a good accuracy and stability, especially over a wide temperature range, presents
many difficult design problems in the pulse type discriminator. These problems occur mainly in the filters
aid the pulse generator. Also, in multispeed FM recording it is expensive to provide as many different
pulse width and filter combinations as there are tape speeds. 4 2 In an attempt to avoid these disadvantages
digital discriminators have been developed. In a typical one the limited pulses of the reproduced FM
carrier are applied to a pe.:iod m-asuring circuit which generates a binary number proportional to the
instantaneous period of the FM ca-rier. The inverse of this is then calculated to provide a linear
transfer characteristic. There is thus a digital output for each carrier cycle which, if required, may
be converted to an analogue output in a digital-to-analogue converter.

Typical performance figures for a single-carrier frequency modulated system (record and replay) are:-

linearity: 10.5% full-scale;

drift: ±0.5% full-scale per degree C in the range 00C to +500 C;

rms signal to rms noise ratios:

intermediate bandwidth: 50 dB

wideband Group I: 45 dB

wideband Group II: 30 dB

Some correspoding figures for modulators only, of comparable input sensitivity, designed specially for
airborne use 3, and illustrated in Fig.24, are:-

linearity: ±0.1% full-scale;

centre frequency drift: ±0.007% full-scale per degree C in the range -70 C to +70°C;

sensitivity drift: ±0.01% full-scale per degree C in the range --70°C to +70°C.

In both variants of frequency-divison multiplexing the operation of translation and detranslation,
included in the subsystem shown in Figs.5 and 6, is sometimes used. ;hi• is best described with the aid
of an example. In a system comprising 15 subcarriers, fI to f15 , three identical sets of modulators

with centre frequencies f to f are provided and modl.lated by the data. The outputs of set I are
left unchanged; those of set 2 are transleted in frequency to provide the subcarriers f 6  to fl 0 , and
those of set 3 are translated to provide the sub:arrLers f I to f15 . In the proportional subcarrier
variant the final full-scale deviation of all subcarriers 1s ±7.5% (or ±15%), so that the initial
modulation in the case of sets 2 and 3 occurs at a full-scale deviation greater than ±7.5%, thus making
the process less sensitive to modulator drif - provided the new frequencies introduced for the translation
process have adequate stability. The same advantage applies to the constant bandwidth variant, but with
greater relevance, since the specified deviations (as a percentage of the subcarrier frequency) are so
small at the higher subcarrier frequencies. In the replay operation the reverse process is applied and,
in the above example, three identical sets of discriminators used.

9.3 Other analogue recording methods 4 l

With the increasing use of pulse cede modulation these other methods are now seldom used in data
acquisition and will therefore only be briefly discussed.

The main other method is pulse duration, or pulse width, modulation (PDM) which involves modulation,
by the data amplitude, of the time spacing between the beginning and the end of a pulse. It is generally
applied with time-division multiplexing as in the case of PCM, provides response to zero frequency and is
capable of good linearity and an accuracy generally agreed to lie somewhere between that of FM and PCM.
It is relatively insensitive to tape flutter over a wide range of frequency, provided there are no flutter
components near the pulse repetition rate, and, like all time-division multiplexed systems, it is amenable
to in-flight calibration. Its main disadvantages are a limited bandwidth, at a given tape speed, relative
to FM and a lower accuracy capability than PCM.

PDM outputs may readily be converted to a digital representation before recording; hence the use of
PDM as a basis for analogue/digital conversion4 4 . Each PDM pulse acts as a gate to pass a number of equally
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spaced short-duration pulses, the number varying directly with the PDM pulse duration. These short-
duration pulses are then counted in a digital counter.

An interesting and very simple method is carrier erase recording in which a carrier is prerecorded

on the tape at saturation level. The current in the record head then acts to erase this carrier partially,
an approximately linear transfer characteristic being obtained by using a bias current. The method is very
sensitive to record current and can frequently operate, without amplification, from low-level transducer

outputs. It, however, has some of the disadvantalss of direct recording and suffers from hysteresis, and
has therefore not been widely used.

Finally, compound modulation, a method with some appeal for recording the outputs of ac bridge
transducers. The amplitude modulated bridge output is made to frequency modulate another carrier. This
FM signal is then added linearly to the bridge excitation signal and both recorded linearly, with ac bias,
on a single tape track. Phase relationships between the bridge excitation and its output sidebands are
thus maintained for demodulation on replay.

10. DIGITAL RECORD-NG METHODS

10.1 Digital words and their recording formats

The straight binary notation is usually used in the PCM subsystem of a flight test data acquisition
system; cyclic binary codes have no clear advsntage. The use of higher radices, necessitating more than
two individually recognisable states of magnetisation, is not a preferred means of increasing surface
information density. A radix higher tnan two degrades the reliability of the recording process and demands

more complex write/read electronics; it is thus generally considered inferior to the alternative methods,
involving narrow tracks, narrow gaps and thinly-coated tape, for achieving the same purpose.

The possibility of drop-outs and drop-ins due to tape defects, dust, tape transport defects, etc.,
makes the use of an error-checking code desirable in data acquisition, particularly in an airborne environ-
ment. The most commonly used method is the parity check, often applied both longitudinally and laterally,
and thus giving a means ,: ik qting some errors and achieving some degree of error correction. One or two
parity bits are added to the ecorded character and yield much for a nominal amount of redundancy or loss
in tape utilisation. The complete sequence of bits to be recorded thus comprises data sample bits, parity
bits and word and frame synchronisation and count bitt as demanded by the system control arrangements.

A number of standards for data format n computer tapes have been in operation for many years. These
Pre now emhodied in recommendations of the International Standards Organisation4 5 which specify 7 tracks on
12.7mm tape at 8 bits/smm and 9 tracks on 12.7mm tape at 8, 32 and 63 bits/mm. Data blocking is specified J

for all formats, with blo.-k lengths ranging from 18 to 2048 rows and interblock gaps from millimetres to
metres. No standard exit,. for magnetic recording in airborne data acquisition, although the standard for
track spacing defined in IRIG Document 106-71 for recording PCM telemetry signals on the ground is some-
times used. This applies to 25.4mm tape and a parallel format and defines two track configurations:
16-track in-line and 15 plus 16-track interleaved. New recommendations by the International Standards
Organisation, which apply zo both analogue and digital formats, are in preparation; these specify 7, 14
or 21 track on 12.7mm tape and 14, 28 or 42 tracks on 25.4mm tape. In each case a pair of head stacks,
providing interleaved tracks, is specified. The computer standards are usually inappropriate because of
their inefficient use of the tape surface area, especially as, in flight testing, the data is normally 4
cont"-,ously generated. 5

In flight test data acquisition the tape with its multitrack head allows two basic formats for the
bit configuration recorded on the tape surface - serial and parallel. In the serial format the bits
associated with a particular data sample are recorded sequentially on the same track. One track may be
used at any particular time and when this is completely recorded the write current is switched to the next
track with the taje now moving in the reverse direction (a reciprocating tape transport) or in the same
direction (a continuous loop tape transport). Alternatively, a number of tracks may be recorded simultan-
eously, each taking a sequence of words serially recorded. Thir alternative demands as many sets or write
electronics as there are tracks in simultaneous use, or the ,ise of a multiplexing operation. In the
parallel format the bits associated with the data sample are all recorded simultaneously transversely across
the tape, the number of tracks provided being equal to the number of bits in <he word. A hybrid arrangement,
called a series-parallel representation, involves the simultaneous parallel recording of part of the word
(a character), the other part or parts following cu serially.

The choice of format relates to the overall system requirements, record and replay data rates, data
reduction requirements, tape width and speed, packing density requirements and reliability (or data
security). The serial format clearly allows the greater degree of flexibility. A significant difference
in the performance expected from the two basic formats is that tape motion imperfections, in particular
'ynamic skew (as discussed in section 11), and mechanical imperfections in the write and read heads, set
a more severe limitation on bit packing density in the parallel format unless due attention is paid to
data clocking, as discussed in the next section, and a deskew buffer is provided on replay.

A second imoortant difference relates to the effect of signal drop-outs on the integrity of the
recovered data from the two formats. As discussed in section 11, signal drop-outs on replay tend to occur
in bursts located where there are tape defects or dust. An individual defect normally spreads over one
or two tracks only, but, because of the high longitudinal packing density relative to the transverse
packing dansity, the same defect spreads longitudinally over far more than one or two bits and a large
number of consecutive bits along one track may be lost. In the parallel recording mode an equal number of
consecutive words will be lost, whilst in the serial recording mode many consecutive bits along a track
will belong to the same word so that only a relatively small number of words will be lost. Normally, in
the serial mode the loss amounts to one or two words on each of one or two tracks. The data error rate
of a serial system, resulting from this type of drop-out, is thus considerably lower than that in a
parallel system, an advantage of increasing significance with increase in longitudinal data packing
density.

----------------------------------------------------------------------•i
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10.2 Bit clocking; word and trame synchronisation

A vital process in digital recording is bit clockiug 1n the read operation, that is, defining the
location of each bit interval. Two basic methods are available - external clocking and self-clocking.
The former relies on an external clock generator, the pulses of which are recorded in parallel with the
data, to define each bit period. Self-clocking applies to reading methods in which the basic clock is
derived from the data itself, that is, each recorded track clocks itself.

If external clocking is required in serial recording, a clock track must always be associated with
a data track. In parallel recording with external clocking one additional clock track, located at or near
the centre of the multitrack tape, is normally provided to cope with all the data tracks. In both series
and parallel recording the successful use of external clocking depends on the degree of time synchronisa-
tion between the data and clock tracks, that is, on the differential time displacements between bits on
the respective tracks due to tape motion irregularities and imperfections in multitrack heaus
(sections 11.2 and 14.1). The acceptable degree of time displacement error decreases with the duration
of the bit interval, that is, with the bit packing density. External clocking therefore imposes an
upper limit on longitudinal bit packing density with both series and parallel modes cf recording. The
latter case is considered quantitatively in section 12.5.

The generation of a clock signal from the reproduced data signal - self-clocking - is greatly
helped by the existenc" of an output pulse during each bit interval. This regular output pulse permits
resynchronisation of the clock signal once per bit interval. Otherwise the electronic clock generator
has to free-wheel for a number of bit intervals, the clock and recorded data being, in effect, decoupled
during this time. With self-clocking no limitation in bit packing density results from inter-track timing
displacement, but for correct operation the method does demand a limited degree of bit-to-bit time I
displacement on the same track (bit jitter, produced by tape speed variation) because the time slot for
a particular bit is generated by the electronic clocking circuit using the previous bit as a time
reference. Also, in the parallel format, inter-track time displacement creates the need for it deskewing
buffer in the reproduction process to hold the bits from each track until all those cov:responding to the
same word are available.

The presence of a pulse, on replay, in each bit interval is an important feature of an encoded
waveform and will be discussed in the next subsection. In parallel recording the presence of a pulse in
each word or character interval - to facilitate word or character self-clocking - may be ensured by
coding the parallel-recorded character so that there is always at least one pulse present. Many coding
systems with this property have been devised. Alternatively, an odd parity check bit may be used; that
is, if the sum of the character bits is even (for example, all 'zeros' - no pulses) a parity bit of
tone' is added.

Ideally a time-division multiplexed PCM reproduced signal may be analysed into its constituent parts
(words, frames and subframes) by counting bits from a datum and on this basis forming the words, subframes
and frames of the input data. In practice this process must be assisted by recording synchronisation words
at appropriate times in the data sequence and by paying special attention to these in the replay operation.
Of particular importance are subframe and frame synchronisation and the provision of a reference for the
deskewing operation, when applied.

The required frequency and make-up of these synchronisation words are determined from system
considerations and by the degree of data security required in the presence of noise, drop-outs and tape
motion irregularities. It is generally recognised that to provide adequate security of data at high
packing densities a synchronisation word, made up of a number of serially recorded bits, must be inter-
laced with the data stream at least once per frame or even once per subframe for a long, corplicated
frame. These words may be composed with the maximum degree of uniqueness relative to all possible data
words and detected on replay in a synchronisation pattern detector. Alternatively, and to reduce the
vulnerability of the unique word to noise and drop-outs, pseudo-random synchronisation patterns may be
used and decoded in a majority logic pattern recogniser46.

In a comprehensive flight data acquisition rystem the synchronisation facilities must provide a
flexibility consistent with the provision of data programming facilities and with the recording format
capabilities. Ideally the synchronisation programming is independent of the data programming. Whet&
considerable flexibility is required in the dat.% recording capability of the system the corresponding
synchronisation arrangements, especiclly for good data security and high packing density, can amount
to a logiz unit of corsiderable complexity.

10.3 Encoding methods in the write operation47

Two basic requirements apply to digital recording: to recover from the tape a signal in which the
original two binary states, whatever their sequence pattern, may be reliably recognised, and to achieve
the greatest possible packing density (analogous in some respects to short wavelength considerations in
analogue recording). Encoding is the pro;ess of ronve1..ing the digizal pulses, representing the data and
provided by the enalogue/digital converter o< a digital data source, into a suitable form of write-head
current to magnetise the tape. The following encoding methods are cbe most common for data acquis tion
for which some degree of standardisation, based on the IRlG Document 106-71 stendards for recording
telemetred data, is emerging. They are illustrated in Figs.25, 26 and 27 and all relate to a two-state,
binary node of operation.

S('" Non-return-to-zero (NRZ) methods

These have hitherto received the widest application in flight data acquisition largely because of
the relative simplicity of their implementation. In recent years, however, the desire for increased lineal
p~acking density has concentrated attention on alternative methods. There are three variants of NRZ record-
ing (Fig.25) derived from the rules governing the switching of the write-head current from one level to
the other. These are:-
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NRZ-Level (NRZ-L) or NRZ-change, in which:

one' is represented by one level of write current;

'zero' is represented by the other level;

that is, the direction of the current is reversed for every change in the binary sequence.

NRZ-Hark (NRZ-H), in which:

'one' is represented by a change in 'ievel;

Szero' is represented by no change in level;

that is, the current is reversed every time a 'one' is to be recorded.

MRZ-Space (NRZ-S), which is the reverse of NRZ-M.

The significance of the NRZ-M and NRZ-S variants is that if a bit is misread only that bit is in
error, whilst with NHZ-L if a bit is the error all succeeding bits will be in error until a change of
code is encountered.

The three variants are the same in their basic input/output signal characteristics. The method
uses at most one current reversal (or output pulse) per bit, and this maximum occurs for NRZ-L only when
an alternating sequence of 'ones' and 'zeros' occurs, for NRZ-M only when a sequence of 'ones' occurs and
for NRZ-S only when a sequence of 'zeros' occurs. There is thus no redundancy in the input or output
signals. Furthermore, not every bit is ilentified by a pulse and certain bit patterns, for example, a
sequence of all 'ones' or 'zeros' in NRZ-L, can result in no output voltage for many consecutive bit
intervals. The method does not, therefore, readily lend itself to self-clocking because of the likelihood
of long intervals without clock resynchronisation. As packing density increases this self-clocking
limitation seriously restricts the applicability of the method and an external clock track has to be
provided, with the consequent loss in areal data packing density and in immunity to inter-track time
displacement.

In order to cope with code sequences which result in long periods without a change in the input or out-
put waveforms, the method requires a frequency response down to zero, or at least to a very low frequency,
together with good phase linearity. The failure of the direct recording process to meet these needs results
in distortion or waviness of the base line of the reproduced signal, which must be corrected before decoding 9 -
can occur. This can be minimized by the addition of odd-parity bits at regular intervals, giving enhanced-iNZ

(ii) Phase modulation methods (or Manchester codes)

The variations in :eplay voltage that result from extreme differences in the pulse spacing in the

NRZ method may be avoided by using phase modulation techniques which also give more positive criteria
about the recorded pulse during reproduction. These techniques comprise the following three variants
which are illustrated in Figs.26 and 27:-

Biphaso-Level (Bi0-L) or plit hase, in which:

gone' is represented by a -I to +I transition at the centre of the bit period;

$zero' is represented by a +1 to -I transition at the centre of the bit period.

An additional curri.t rfversal hah to be inserted at the end of the bit period when there are adjacent
'ones' or 'zeros', but the additional output pulses resulting can be ignored in replay.

Biphase-Mark (BiO-M) or Frequency-doubling or Harvard code, in which:

a transition occurs at the beginning of every bit period;

'one' is represented by a second transition one-half bit period later;

'zero' is represented by no second transition.

Biphase-Space (BiO-S), which is the reverse of Bi0-M.

Biphase-Level may be considered as a phase modulation process in which a square wave, with one cycle
per bit, has one phase for 'ones' and the opposite phase for 'zeros'. Biphase-Mark and biphase-Space may
be considered as wavefo-ms in which a sequence of 'ones' results in twice the pulse rate as a seq~unce of
#zeros' or vice versa. In all three variants the ratio of maximum to minimum pulse duration (or of the
frequency of transitions) is never greater than two. The frequency bandwidth of the fundamental component
of a biphase waveform thus extends from I/2T to I/T , where T is the bit interval, the corresponding
bandwidth for NRZ being 0 to 1/2T . Relative to NRZ biphase encoding has thus the advantage of & band-
pass characteristic and the disadvantage of having higher frequency components for a given bit rate. In
fact the more regular waveforms of the biphase codes are in themselves a distinct advantage, as mentioned
earlier. Biphase codes also have the advantage that an output is provided for each bit, thus facilitating
self-elocking, provided a 'zero' to 'one' or 'one' to 'zero' change is included to establish the phase of
the clock. The bit packing density need not therefore be limited by inter-track time displacement.

'he advantages of the biphase methods, particularly at high packing densities, are now generally
cousidered to outweigh the disadvantages and the methods are widely preferred for packing densities in
excess of about 4000 bits/cm. However, since operation is usually in the descending region of the gap-loss
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curve (section 8.2) where the replay voltages are low, the use of higher quality heads and tape transports
is required to realise fully the greater pulse packing potential.

(iii) Return-to-zero (RZ) and Return-to-bias (RB) methods

The RZ method is a discrete pulse recording in which a 'oue' is recorded by a short duration positive
current pulse and a 'zero' by a short duration neeative current pulse, or vioe verea. In the RB method aSbias current -1 holds the tape at one saturation level except dwhn the recording current switches to +I;

'one' is thus represented by a current pulse and 'zero' by the absence of a pulse, or Vioe veea. In RZ
(for 'one' and 'zero') and in RB (for 'one') each bit records two magnetisation transition zones, giving
rise to a dipulse output signal which is broader than the pulse from a single current reversal. Pulse
crowding will thus occur at a lower bit density than for IRZ. RZ provides a pulse in each bit interval,

thus enhancing the self-clocking capability. Both have now been superseded by NRZ or biphase methods.

(iv) Narrow-band phase modulation methods

It has been seen that the NRZ codes have two major limitations - their 'zero' frequency content and
their inability to provide an output in each bit interval - and that the phase modulation codes overcome
these shortcomings. The biphase codes discussed above, however, result in a vaveform in which the
maximum value of the fundamental frequency is equal to the bit frequency (the minimum value being one-
half the bit frequency) whereas with NRZ the maximum value of the fundamental frequency is one-half the
bit frequency. Thus the biphase codes have the disadvantage that for the sme minimum wavelength recorded
on the tape, only one-half of the bit density of an NRZ code would be achieved. The narrow-band phase
modulation methods are claimed to combine the advantages of both NRZ and biphase codes. An example of
these methods is the Miller code 4 8 , shown in Fig.27. It may be defined as follows:-

'one' is represented by a transition in the middle of the bit cell;

'zero' followed by a 'zero' is represented by a transition at the end of the bit cell of the first

'zero' (or, expressed differently, 'meaningless' trantitions are inserted at all bit
boundaries, excluding all those extra transitions which would come closer than one bitperiod from any other existing transition).

In this way a signal is generated in which the maximim fundamental frequency is equal to one-half
the bit frequency. The octave spread is the same as for a biphase code, but the efficiency of tape usage
is in theory the same as for the NRZ code. In practice, however, because of the lack of redundancy in
narrow-band phase modulation, a tendency exists for the method to require greater response to harmonics
of the pulse repetition rate, so that the theoretical reduction of twice in the required bandwidth is
unlikely to be achieved.

The method provides at least one transition every two-bit period, so that it is not too difficult
to recover the clock. Synchronisation of the free-running, fly-wheel clock requirea the presence of a
'one-zero-one' sequence in the data to ensure that the proper clock phase is used in the decoding process.
Once the clock is recovered, decoding of the signal is straightforward by detecting the presence or
absence of a transition in the middle of the bit period.

10.4 Decoding methods in the read operation

In the read operation in digital recording the coded waveform recovered from the recorded tape has
to be processed into a form which allows each bit to be detected and correctly assigned its 'one' or zero'
significance. Ideally the time available for decoding a bit is a full bit interval in the case of NRZ and
narrow-band phase modulation and one-half a bit interval in the case of the biphase codes. Thus the
maximum bit-to-bit time displacement, or bit jitter, which can be tolerated is ±50Z of the bit interval
and ±25Z respectively. In practice the times for decoding are lees to an extent determined by many
factors such as the encoding technique, the bit density and the noise level. Before decoding, various
operations, such as equalisation (as in analogue direct recording) or differentiation, amplification and
limiting, may be performed on the output waveform. As discussed in section 10.2, the presence of an
accurate clock source is essential for sampling the voltage at the appropriate point in the bit cell.

Two basic methods of decoding the output waveforms of both NRZ and phase modulation encoding are
available - amplitude sensing and peak sensing. In the former the reproduced signal is first equalised.
A threshold voltage et is set and the two binary states are then determined by an output voltage greater
than (or equal to) et and by one less than et . In the ideal case, in which there is no pulse crowding
or noise, et can be zero and there is no ambiguity in determining the two states of the binary code. In
practice, however, a threshold voltage, different from zero, has to be set and, for reliable decoding, a
limit has to be set on the allowable bit packing density, since the minimum 'one' signal cannot be allowed
to be less than the maximum 'zero' signal. Amplitude sensing also results in time displacements which may
be an embarrassment when self-clocking is adopted. Each time a leading edge of the output voltage pulses
crosses the threshold the presence of a pulse is recognised and the pulse used for clocking. But as the
output waveform varies, as a result of pulse crowding or write/raad imperfections, the intersection of a
leading edge #,ith the threshold voltage level will also vary in time.

The peak sensing technique (Fig.28) involves differentiation of the replayed signal, amplification
and limiting and then a low-level threshold detector. This method proves a fairly accurate means of
determining the location of the pulse. However, to avoid decoding errors due to the peak sensing of noise
signals, it is usually necessary to provide a base-line threshold band, thus introducing to some degree
the undesirable features of amplitude sensing.

Phase modulation methods, whether with amplitude sensing or peak sensing, have inherent advantages,
in the read operation, over the NRZ methods. These result frou the more restricted variation of output
waveforms which involve only a factor two in the maximum to minivm pulse rates. This bandpass
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characteristic, &as weil as avoiding the low frequency base-line distortion of NRZ, also reduces variations
in pulse peak timing, the pulses tending to be narrower because of the cancellation of the overlapping
skirts of adjacent pulses.

11. ERROR-PR)DUCING EFFECTS IN THE MAGNETIC RECORDING PROCESS#

11.1 Tape speed variation - flutter

Variation in the speed of the tape relative to the head is inevitable in both the record and replay
operations, especially in a severe airborne environment. Its sources, in general terms, include:
eccentricities of the rotating members of the tape transport, variation in capstan and spool drive
torques, surface and width irregularities of tape and belts - with consequen~t friction variations, and
cohesion between successive tape layers. Some of these result in periodic variations and are the easier
to detect and deal with in the tape transport design and manufacture; others produce random variations.
The variationt are usually segregated into two cypes determined by their frequencies - in data recording
low frequency variations are usually referred to as mean speed error (roughly co~rresponding to wow in audio

* recorders) and high frequency variations are termed flutter. A transition frequency of 0.2 Hz is defined

* in IRIG Document 106-71.

In data acquisition flutter is most usefully expressed in peak-to-peak rather than rms values, thusI
providing a better basis for predicting its effect on the performance of the recording system. Normally
a cumulative flutter characteristic is quoted, obtained by passing the flutter signal through a low-pass
filter having a variable cut-off frequency which should extend to the maxinum data frequency handled by
the transport. Because of the random component, such a cumulative curve will rise with frequency, and in
addition each sine wave component will introduce a step in the curve as that component comes within the
pass-band of the filter.

When quoting peak-to-peak values of flutter it is usual to ignore occasional random peaks provided
that the value read is exceeded less than 5% of the time. When it is known that the flutter is mostly
random and can be assumed to have a Gaussian amplitude probability distribution then the rms value is one
quarter of the peak-to-peak value.

it is important when quoting a flutter performance to state the conditions to which it applies. The
intureende ofo writter andareadl invle the labratry bothea operationsarpefrdoni. In the case ofatrnpt
mneasuemen fof flutter invariabl invle the waortribtehnra operationsarpefmdoni. In the case of atrnpt
transport intended for write only in flight this operation is performed under airborne environmental

r conditions and the read operation made on the same, or on a laboratory machine of superior performance,
under laboratory conditions. The measurement is preferably made on more than one track, for example, the
outside and centre tracks, and near the beginning, middle and end of the tape reel.

Flutter is clearly of greater significance in analogue than in digital recording. It directly
L creates errors in direct recording and, especially, in frequency modulated recording. Digital recording

is not so much concerned with flutter, as such, as with time displacement error which, in flutter terms,
is the integral of the flutter over the time interval of interest. The remainder of this subsection is
therefore concerned with flutter in analogue recording, its effect in digital recording being discussed
together with time displacement error in the next subsection.

In direct recording, as will be seen later for FM recording, the data signal is frequency modulated
by the flutter. There is also an error in the data amplitude, since the output signal, at frequencies
below the peak response (Fig.17), is proportionai to frequency. However, because of the inherent inaccuracy
in the direct recording process, flutter error is seldom of much practical consequence.

49 5
The effect of flutter in frequency modulation has been analysed by Dingwall and Vass and by Davies5

for a sinusoidal flutter component in both the record and replay operations. In flight test data acquisi-
tion the record flutter is usually predominant; the co nn expression derived in these analyses for the
discriminator output may thus be simplified by disregarding the replay flutter. This in no way affects the
qualitative deductions from the analysis. Also assuming identical record and replay speeds, the expression
for the discriminator output becomes: -

e k Wcoo wt~ sin wf)+ WO-a Cos 4ftd jc W ffc

AW CS Wt oo wt-±5sin wft)(9
~ aco Wf t c f~

where Cd discriminator output

k - discriminator sensitivity constant
W - angular frequency or pulsatance (-. 2w x frequency) of the recorded data (assumed sinusoidal)

Wc . angular frequency or pulsatance of the unmodulated carrier (before recording)

c -peak deviation of the carrier pulsatance by the data
*f angular frequency or pulsatance of the flutter in the record operation (assumed sinusoidal)

a* peak flutter during recording, expressed as a fraction of the mean tape speed.

The discriminator output thus consists of three components (the constant term kw normally being
cbacked-off):-

(a) an output at the signal frequency, frequency modulated by the flutter; its amplitude is
proportional to the signal deviation and is not in error;
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Mb an output at the flutter frequency with amplitude proportional to the fractional deviation of
the carrier by the flutter (aw ); this term is independent of the signal deviation, so that it is
necessary to use large deviati'ons to keep the percentage error small;

(c) an output of amplitude proportional to the product of the signal deviation and fractional
V flutter; it thus represents a constant percentage error in any signal recorded. It appears as a

beat between the signal and flutter frequencies.

The total amplitude error due to flutter is thus the sum of (b) and (c). Taking peak values of
flutter (cos w t - 1) and their worst-case combination with the instantaneous data amplitude, the peak
errors (expressed as a fraction af the peak deviation Awc of the data) at the positive and negative
peaks and at the cross-over of the data are respectively (disregarding k and the negative sign):-

a I.~ + a~i ~ and ,(20)

where d AW /Wcc

Taking, as a not unrealistic example, a peak flutter of 1%, the maximum peak errors (or noise) for
deviations of 7.52 and 40% (the standard values for full-scale deviations in frequency-division multi-
plexed FM and single-carrier FM) are 14.3Z and 3.52 respectively.

Fluttex compensation techniques are clearly of interest in data acquisition. All methods of
compensation require that a knowledge of the total flutter experienced by the tape be carried through to
the discriminator. This is achieved by recording a sinusoidal reference signal of constant frequency on
the same track as the data (for frequency-division multiplexed FM) or on a separate track (for single-
carrier FM). The discriminator output for this reference track- will be

v k kW(0 - acos wt) ,(I
d I c f

where k is the sensitivity constant of the reference discriminator.

This may be used in three ways to provide compensation. The first, an electromechanical method, is -o use
this output to make the tape at the replay head reproduce exactly all the velocity disturbances occuirring
during recording. This is usually done by comparing the phase of the replayed reference with a local
standard* and servo-controlling the replay capstan so as to maintain a fixed relationship between the
local standard and the replayed reference. Both amplitude and frequency errors will thus, ideally, be
eliminated. The second, known as subtractive compensation, involves subtracting the output of equation
(11) fron that of equation (9), and results in residual peak errors of a at the data peaks and zero at
the cross-over. The third compensation method, known as multiplicative compensation, involves dividing
the output of equation (9) by that of equation (11). In this way, ideally, all amplitude errors are
eliminated. Functional diagrams of the last two methods of electronic compensation are given in
Figs.29 and 30.

The success of all these compensation methods in practice relies on the coherence of the flutter on
the data and reference signals and, in particular, on the absence of excessive dynamic skew if separate
tracks are used. Compensation of high frequency flutter is especially sensitive to dynamic skew since in
this case a small displacement can result in a large phase shift. In practice, a good figure for the
reduction of flutter-induced noise by subtractive compensation in the skew-sensitive case is about 5 to 10,

and this is not improved significantly by multiplicative compensation. When the data and reference signals
are on the same track a considerably greater improvement is possible and the use of multiplicative
compensation may then be justified.

So far, only the error in the amplitude of the data has been considered and the frequency modulation
and beat frequency effects of equation (9) have been disregarded. The latter generally contribute little
to the amplitude noise, but their presence may wjell be an embarrassment if harmonic or power spectral
analysis of data derived from FM recording is to be performed, as frequently is the case in flight testing.
This interesting aspect of flutter error is discussed by Daivies5a.

11.2 Tape notion irregularity - time displacement error

The mechanical aberrations of tape motion and other aspects of the recording operation, which result
in time displacement errors, constitute a very complex subject. Briefly, time displacement error may apply
to a relative time displacement in the replay output of signals recorded simultaneously on a multitrack
transport (usually referred to as interchannel time displacement error, ITDE) or to the relative or
absolute time displacement between &,djacent pulses, on a single track, applied to the system at a constant
rate (usually referred to as intra-channe1 time displacement error). The error has both static and
dynamic components.

static timing errors result from features, such as gap scatter, gap length, head finish and wear
characteristics, which are associated with the head construction, and from variations in tape path relative
to the head. They can have significant magnitudes, as may be seen from the mechanical head tolerances
quoted in section 14.1. However, any unacceptable residual error after the design stage and after the
application of quality control procedures may usually be virtually eliminated by a combination of mechanical
and electrical adjustments (time-delay and phase-correcting networks) for a given set of circumstances.

Dynamic time displacement is very much more difficult to deal with. It is closely related to flutter
and generally results from the same causes. The displacements result from oscillatory weaving of the tape
in its plane and relative to the head, effects popularly referred to as tape skew. There is thus a
relationship between time displacement error and flutter error. The following approximate relationship
for pulses recorded on the same track has been derived by Davies5 :



27

Tr sin WT)I sin (irf'T/r) (2
T' - ± a -F -_ b (12

where T' -time interval between reproduced pulses
T *time interval between recorded pulses
r - ratio of playback to record mean speeds
a - peak record fluttec at frequency f Hz
b - peak replay flutter at frequency V' Hz.5

In deriving this equation the phase angle between the pulses and the sinusoidal flutter was chosen for
maximum error; there is a phase angle which gives zero error. Thus the error in timing between the two
isolated pulses is a random function having a value between the maximum given by equation (12) and zero.
For a pulse train of constant spacing and a sinusoidal flutter component whose frequency is not integrally
related to the pulse frequency, there will be a sinusoidal variation of the time between pulses.

It is seen from the equation that the maximum percentage timing error never exceeds the sum of the
two peak percentage flutter figures, and is this value for only part of the time. For integral values of
fT , taking recorco flutter only, the timing error is zero and can only be expected to be appreciable when
fT (or the ratio of T to the flutter period) is relatively small. Davies also derives the corresponding
expression for random flutter with a Gaussian distribution and considers the effect of flutter on pulse

duration modulation. The results provide a means of assessing the acceptable flutter under given condi-I
tions of serial recording and help to correct the widely held belief that, even in the present era of high
packing density, unlimited flutter is permissible in a tape transport intended for digital recording.

In parallel digital recording, relative timing errors resulting from skew are usually more important
than the time jitter of a single track produced from flutter. An analysis of these errors, including the
effect of the time delays in the write, read and detection circuits, has been made by Ziman51, and some
approximate figures of packing density capabilities are derived for typical head and transport character-
istics in section 12.5.

Clocking techniques have been discussed in section 10. The suitability of an external clocking
technique for parallel digital recording is a function of the relative magnitudes of the mechanical andI
electrical tolerances affecting pulse position compared to the size of the bit interval. As bit density is
increased the tolerance on timing synchronisation between clock and data will narrow. The demands then
placed on the mechanical design features of the system become extreme if external clocking is to remain

feasible. With self-clocking there is no basic objection to recording in parallel on a group of tracks.
However, in order to hold the bits from each track until all those corresponding to the same word or
character are available, deskewing buffers may be required52 . Self-clocking still requires a reasonably
uniform tape speed during reading, since the time-slot for the subsequent bit must be generated by the
electronic clocking circuit at the initiation of the present bit.

As in the case of flutter compensation, it is evident that skew compensation techniques are of

interest. one possible method, if it is assumed that the relative timing error between tracks is linearly
related to the distance between the tracks, is to rotate the playback head about an axis normal to the
plane of the tape and passing through the centre of the line of gaps. The head motion is controlled by a
signal proportional to skew error derived, by phase comparison, from reference signs~ carried on the two

edge tracks of the tape. 3uch a mechanical correction for skew error has been tried54 but not applied to

any extent. Correction by eie':trica..Ay controlled delay lines has also lbeen devised

11.3 Noise, cross-talk and drop-oursi

These three related effects arii important factors governing the performance of a tape recorder as a
data storage system. It has already tieen seen that tape speed variation (flutter) is a major source of
noise. Other sources are the inherent noise in the electronic circuits (in particular, the replay
amplifier which is usually presented With signals at microvolt or millivolt levels), power supply noise,
stray fields sensed by the heads, leakage from the high frequency bias source and the recording medium
itself. Flutter and medium noise are unique to magnetic recording; the other sources demand consideration
generally similar to that of analogous effects in other fields. Flutter noise is of direct significance
in analogue recording, both direct and modulated. In digital recording it has a less direct effect, and
usually of less significance, in the time domain and for both amplitude and cross-over detection techniques.
A further source of noise in FM recording arises in the demodulation process, due to jitter in the cross-
overs resulting from the application of a limiting operation to the varying amplitude of the replayed
carrier voltage.

Tape noise firstly depends on the basic parameters of the tape, such as dimensional irregularities in
the thickness of the coating and of the base and smoothness of the coating (surface asperities), and in
magnetic irregularities in particle size, their distribution in the binder, their orientation and their
magnetic properties. It also depends on usage factors, in particular variation in head-to-tape contact
(spacing loss) and the presence of dust particles. These usage factors demand extreme attention in an
airborne environment if noise is to be maintained at an acceptable level. Two principal types of tape
noise are identifiable: zero-modulation noise, which arises when reproducing an erased medium with the
erase and record heads energised as they would be in normal operation, but with no input signal, and
modtL~ation noise, arising when reproducing a medium which has been recorded with a given signal. The latter
is a function of the instantaneous amplitude of the signal.

In commercial systems for analogue recording, noise is usually quoted as a ratio of rms full-scale
signal to rms noise (S/N ratio) for the overall record/replay system. These ratios usually apply to the
specified data bandwidths, but in other respects they are very ill-defined. The extent to which flutter
and environmental conditions, for example, have been taken into account is never precisely stipulated.
However, the quoted S/N ratios, examples of which have been given in section 9, provide some indication of
the rms noise level to be expected. Their large magnitude, which in peak-to-peak terms may be about four
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times Owrasv vlue if a noise power spectral density witha normal (Gaussian) distribution is assumed,

noted.

Many attempts have been made to analyse theoretically the magnetic tape as a noise generator, t~he
latest being by Mallinson5 who derives a relatively simple expression for the maximum $/N ratio,
disregarding usage factors, and finds close agreement with measurements taken on various systems. This
analysis gives an interesting insight into the noise-generating process in magnetic tape.

Cross-talk is the spurious output on replay due to coupling between adjacent channels in a multi-
track system or between the read process and the write process in a write/read head system in which write
and read occur simultaneously. It originates mainly in the heads and not in the tape. Write/read head
cross-talk, in particular, can be a serious hazard because of the much greater recording level.

A primary source of cross-talk is coupling between individual head structures in the reproduce head
stack. This is prevented to a degree by shielding and other design features, discussed later in section 14.
Similar coupling in the record head can produce a field at the gap of an adjacent record head. Whilst this

is usually not strong enough to influence the remanence, it can combine with any other field at the gap to
produce recorded cross-talk. For example, when both tracks are recording wideband FM the resul; will be anI
effective recorded modulation at the difference frequency between the signals on the two tracks 6.Cross-

V talk is specially relevant when a saturation carrier is applied to one head and an ac-biased signal to an
adjacent head Cross-talk in a record/replay multiple-head is discussed by Geurst5 7 and in a multitrack

head by Baker

Head cross-talk figures quoted by head manufacturers usually refer to

V
20 log10 

1 dB

where: for direct recording - in the record head norml bias current is applied to two adjacent tracks one
of which also has the normal signal current, and in the reproduce head V1  is the output from the signal
track and V2 the output from the adjacent track.

for frequency modulated recording - in the record head one track has the normal saturation signal

current applied, and in the reproduce head V, is the output of the signal track and V2  the output of I
an adjacent track.

Figures quoted range from -30 dB to -50 dB, depending on the type of recording and whether low band,
intermediate band or wideband.

Drop-outs, although not precisely defined, are generally understood to be a loss in amplitude of the
playback signal, arising in the head-tape interface, of significant magnitude and duration, the qualifica-
tion 'significant' requiring an interpretation in the context of a specific application and method of
recording. Drop-ins, an increase in signal level over the normal value, resulting from momentary improve-
ment in the head-to-tape contact and from noise, may also be significant. Both result also from tape-
costing imperfections (magnetic and dimensional-asperities and 'holes'), contamination (internal or
external to the tape) and tape imperfections resulting from poor handling by the tape transport or the
operator.

59The effect of asperities (protrusions) is considered by Daniel as a major cause of performance
degradation giving rise to a transient head-to-tape spacing given approximately by:I 2
where ao is the height of the asperity above the peak roughness of the surrounding surface, r is the
radial distance from the asperity measured in the plane of the head surface, and d depends on the
elastic constants and tension of the tape and on the head profile, being typically about 25 Pam. The
effect is illustrated by considering a signal of 2Pm wavelength, recorded oil a I.27mu track, and an
asperity of height 0.2 uPm (0.1 X) occurring in the centre of the track on replay. The maximum loss in
reproduced output will then be 30Z and it will exceed 202 for some 250 cycles of the signal.

Drop-outs are clearly of special significance in high dgnsity digital recording; hence the practice
of quoting a bit drop-out rate, for example I in 105, 1 in 10 , etc., in relation to bit packing density.
Short. duration drop-outs, in particular, have a greater significance in digital recording, since in
analogue recording they can be tolerated on a statistical basis.

An extensive review of this source of error, including a discussion of tape quality, drop-out
measurement techniques and the operational precautions necessary to limit their occurrence, is given by
K~euren6 0.

Because of the complicated nature of drop-outs and their many causes the provision by tape
manufacturers of precise data on the drop-out characteristics of their products cannot be expected. The
following are some typical statements from manufacturers' literature:-

(a) Sandwich instrumentation tape: one drop-out per roll of 1.27 cm by 750 m. Measured by
recording and reproducing NRZ pulses at 80 per cm on 7 tracks each 0.8750m wide, a reduction to
less than one half the normal reproduced signal constituting a drop-out.

(b) Wideband instrumentation tape used for longitudinal (not transieerse) recording: less than 10
drop-outs per 30m tape. Meast-red by recording and re roducing a 600kHz signal at a tape speed of
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152.4 cm/a, a reduction to less than on* half of the normal reproduced signal for a period > 40 pAS
constituting a drop-out.

These figures can be expected to give oniy a rough indication of the relative quality of various
t tapes. For meaningful data on drop-outs it is essential to take measurements under the actual. and

defined, conditions of use. It is also good practice to clean the tape in a proprietary tape cleaner
before each reproduce operation (the more sensitive operation to drop-outs). The tendency is for the

t tape, and hence the replayed signal, to be free of drop-outs over a considerable length and then to
exhibit a drop-out of sufficient size to affect one or two adjacent tracks. The number of bits, longitud-
inally recorded along a track, lost in such a drop-out depends on the bit packing density and the number
of words lost is primarily determined by whether the recording format is parallel or serial, as already
discussed in section 10.1. Because of this tendency for lost bits to occur in bursts at widely spaced
intervals, rather than at a uniform rate, there is no great significance to quoting a drop-out rat* such
as I in 106.

Once a tape with a good drop-out characteristic has been found and recorded, then, provided the
appropriate precautions are taken in its storage and handling and frequent cleaning is applied, it should
be capable of many hundreds of reproduce operations without significant deterioration.

12. DATA PACKING DENSITY

12.1 General - tape thickness

Considerable advances have been nade in this aspect of magnetic recording during the last decade,
largely deriving from the great interest in video recording (analogue) and in the mass storage of data in
computer systems (digital). A high packing density is equally desirable in flight test data acquisition,
as a means of storing a given amount of data in the smallest possible volume of medium and in order to
avoid excessively high tape speeds. Three factors are of interest - the number of cycles or bits per
unit length of a single track, the number of tracks per unit width of tape, and the thickness of the tape.

The thickness of the particulate tape normally used in flight test data acquisition is largely
determined by its base thickness, which, in turn, is governed by the physical factors discussed in
section 15. Two base thicknesses are currently specified in the International Standards Organisation
Recommendation 1859 ~, 38 Pm and 25 pm, and a third, 12.5 pm, is also available. The 25um tape is now

V well-established and widely used, but the thinnest tape is seldom used because of transportation and
handling difficulties. The usual coating thicknesses are approximately 10 pm and 5 um, the latter now
being almost universally used. Non-particulate media, discussed in section 15, are still in a somewhat
experimental stage and are therefore produced in a wide variety of thicknesses, with a tendency to smaller
values than for particulate media.

Lineal and track packing densities will be considered briefly, for both analogue and digital
recording, in the following subsections.

12.2 Lineal packing density - analogue recording

The interest lies in recording the highest possible frequency at a given tape speed (that is,
achieving the shortest possible wavelength) and the highest possible frequency whatever the tape speed.
The latter involves high frequency losses and stray fields, which are mainly head design considerations,
and are discussed in section 14. In the former the short wavelength problem is dominant. The highest
current standaris, outside the video recording field, have been discussed in section 9.1, the maximum
frequency and cycles/cm being 2 M4Hz and about 6600 cycles/cm respectively. Applied to frequency modula-
tion systems, these figures result in a maximum data frequency of 0.4 MHz and a maximum lineal packing
density of 1312 data cycles/cm. For direct recording a packing density up to 13000 cycles/cm and a maximum
frequency of 4 M4Hz at 304.8 cm/s are now being claimed by some head-and-systems manufacturers, but this
has not yet appeared in equipment specifications.

Before adopting these criteria in data acquisition systems other, associated, performance figures
must be taken into account, in particular SIN ratio, which for direct recording under the above maximum
condition is about 20 dB and for F14 about 30 dB. Consideration must also be given to the conditions
demanded by this extreme performance and the degree i- which they may be found in the adverse environment
of flight testing. These conditions involve the head, the tape, the head-to-tape interface and tape drive
stability.

Head requirements may be assessed by applying the loss factors quoted in section 8.2; these include
head gap length (expression (5)), head gap straightness and azimuth alignment (expression (8)). As seen
in the example in section 8.2, the maximum tolerable reproduce gap length is about I pm. In practice a
value of about 0.5 Um is normally used for the reproduce gap and I to 2 pm for the record gap. An azimuthJ
error of I 4im from edge to edge of the scanned track during replay is therefore the maximum tolerable.
For a track width of 1.27 mm this becomes an angle of 0.0008 rad or about 2.5 minutes of arc. The
extremely small gap lengths and dimensional tolerances to be achii'ved in design and maintained in use are
evident. The practical implications of these will be discussed in section 14.

There is also a head-gap shunt effect. Only a fraction of the recorded flux on replay threads the
head coil. Even with gaps of about 25 pm, amich of the flux is lost across the facing area of the confront-
ing pole-pieces. To minimise this effect, the depth of the pole-pieces is reduced, but at the expense of
head life. With a 1pm gap, the facing area cannot be reduced in proportion, and a signal loss of about
20 dB can result.

Tape and interface requirements relate to the surface condition of the tape and the size, disposition
and properties of the magnetic material iimmediately beneath the surface, and the surface condition of the
head. These may also be assessed by application of the loss factors of section 8.2, the relevant factors

in this case being separation and thickness losses (expressions (6) and (7)).



Thickness 1::: means that even if uniform write magnetisation exists on the tape, the useful short
wavelength magnetisation on replay is confined to a thin surface skin. For example, 75Z of the output
comes frmasraelyraot02tmstewavelength thickness. This has important implications with
respect to particle size (typically 0.6 x 0.1 um for the usual yFe20~ tape) and the distribution of
these particles near the surface, thus establishing one critical requirement of the tape. A second is
surface roughness, which determines the head-to-tape spacing and hence the spacing loss. In the example
in section 8.2 it was seen that if the spacing loss is to be maintained at less than 6 dB, the greatest
permissible spacing is about 0.15 pm, which is considerably less than the wavelength of visible light.
In addition to general surface roughness there is a distribution of discrete protrusions, or asperities,
which extend beyond the surface texture and give rise to drop-outs, as discussed in section 11.3. Also,
the importance of avoiding external contamination, such as dust particles, is self-evident.

High spots on the tape, from whatever cause, are also thought to account for the phenomenon of
'bouncing' whereby the tape assumes an average spacing at high speeds (usually above 250 cm!:) where its
mass and flexibility prevent detailed conformity with the head.

The above factors in short wavelength recording have so far been considered only in the replay

operation. They also apply, at least qualitatively, in the record operation62 , and therefore demand
serious attention if succesf-ful high density analogue recording is to be achieved in a flight data
acquisition system.

Brophy 62has investigated whether, in addition to these effects, there is a magnetic limitation to
short wavelength recording. Using a metal coated disc he achieved a packing density of 15000 cycles/cm

P and found no evidence of a head limiting effect or of a fundamental magnetic limitation. His work predicts
that with improvements in heads and tapes a density of 35000 cycles/cm can be achieved, and includes a
novel head design with low high-frequency loss to enable these high densities to be achieved in the mega-
hertz band. It is vise, however, to stop to consider the implications of this claim, particularly in
relation to the mechanical precision in tapes, heads, guide systems and transports - for example, thi need
for surface finishes better than are normally assumed in the optical field6 3.rI
12.3 Lineal packin& density - digital recording

As discussed in section 8.3, high density digital playback from magnetic surfaces is limited by the
inability of the read head to discriminate clearly between adjacent transitions in the magnetisation of
the surface. The extent of this transition region is primarily determined by the write-head field gradient

P and the demagnetisation of the recording medium. The latter, in turn, is controlled by the magnetic
properties and the thickness of the medium. The shape and amplitude of the read pulse are a function of
the magnetisation transition, the medium thickness, the head-to-medium spacing and the characteristics of
the read head. These have already been discussed in section 8.3.

Although these effects are very complex and not fully analysed, it is possible to enumerate certain
factors which aid pulse resolution. The following summary of recommendations by Chao 64 is considered
relevant:-

(i) Tape with the thinnest coating should be used to reduce pulse spreading. The magnetic
characteris tics of the oxide should have a nearly rectangular B-H loop, with a high ratio of
coercivity to remanence to minimise the effect of demagnetisation.

(ii) Although it is often said that in many digital techniques only the trailing edge of the write
gap affects the pulse resolution, it is still recommended that the write gap be kept to a minimum
commensurate with satisfactory operation with a given tape and write current strength. The recorded
pulse width is roughly proportional to the gap length for most practical purposes.

(iii) For a given head-tape system and packing density, the write current should be optimised to give
a maximum output from the read head. The optimum write current decreases with increasing packing
density. This indicates that the effect of pulse spreading, due to finite penetration into the oxide
coating, is more dominant than the dependence of output on the integrated oxide thickness, the case
at low packing densities.

(iv) The read gap should be just small enough to resolve the bit interval as further reduction of
gap size would degrade the signal/noise ratio without significant improvement in the total
resolution.

(v) In both the write and read heads and in the tape the surfaces should be very smooth and head-
to-tape spacing as small as possible to minimise separation loss which becomes serious for short
wavelength recording.

An attempt to determine a theoretical limit to digital pulse resolution in saturation recording has
been made by !'allinson6 5, basea on the assumption that the recorded transition on the tape is a perfect
step-function, but including the demagnetisation effect when the tape leaves the write head and the
subsequent redistribution of the Xlux and remagnetisation in the presence of the read head. A constant
head-to-tape spacing of 0.5 Pm is assumed, as a typical effective value for current 'in-contact' digital
transports. Pulse widths and amplitudes are calculated for a wide range of coating thicknesses (0.125 to
16 pm) and of the magnetic properties of the tape, but it was not found possible to generalise from the
results obtained.

The above applies to the saturation recording process itself (write and read resolution). In
addition, consideration must be given to encoding and decoding methods, formats and clocking arrangements,
as already discussed in section 10.

Up to the preacot relatively modest packing densities, up to about 400 bits/cm, have been used in
specific applications of flight test data acquisition. Experiments have, however, been conducted in flight
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region of 6 k bits/cm, with an error rate of I in I06, are quoted for the NRZ-L code with linear recording

and an adjacent clock track, and for the self-clocking biphase and Miller codes. Although these figures
apply to flight test conditions, the degree of severity of the flight environment, which of course can
vary widely, is uncertain. It must also be realised that these figures undoubtedly demand well-maintained
equipment of first class quality. Caution must zherefore be advised in applying them in the flight test
system of an advanced military aircraft, for which the greatest interest might frequently lie in the data
acquired during the severest environmental conditions.

For the maximum areal packing density, with an acceptable error rate, it is now widely agreed that
the biphase and narrow-band phase modulation (Miller) codes show the greatest promise. The latter is
comparatively new and it has not yet been convincingly demonstrated in flight test data acquicition that

* its theoretical promise of twice the packing density may be fulfilled in practice without a loss in data
security. NRZ coding, in the enhanced form, is also regaining its popularity.

12.4 Track packing density - analogue and digital recording

In order to use efficiently the transverse dimension of the tape, which for practical reasons is
usually greater than that needed by one track, multitrack operation is adopted, recording simultanec',sly
on all or some of the tracks or recording serially along each of many tracks with either a reciproca•=ng
or loop drive for the tape. There is thus an interest in track packing density as determined by track
width and intertrack spacing. The main consideration in the former is signal/noise ratio and in the latter• • cross-talk.

Theoretically, the read-head output per turn of the head winding is approximately directly proportional
to the track width because signal fluxes from all portions of the track are in phase. The tape noise output
per turn is proportionql to the square root of the track width because the noise signals from different
portions of the track have random phase relationships. The S/N ratio should therefore also be proportional
to the square root of the track width, thus providing a limit to the track narrowness. This has been
verified experimentally by Eldridge and Baaba 6 6 for track widths from 2.3 mm to 0.025 mm, for both sine and
pulse trains (2 kHz at a tape speed of 76.2 cm/s). They also found a S/N ratio for the narrowest track of

*�about 20 dB, which would be tolerable for many applications, and extrapolated to a S/N ratio of unity for
a track 0.025pm wide.

The use of very narrow tracks does not in itself create more serious cross-talk problems than occur
with relatively wide tracks. Cross-talk problems do arise, however, when the track spacing is reduced,
because the reproduce head will then read flux from the adjacent tracks. This effect is a function of
track width, track spacing, wavelength, the head arrangement and shielding, and the method of recording.

For digital recording the first three factors are represented approximately by the following expression
for the output, due to an adjacent track, of a read head relative to its output when positioned on the
track:-

d - 0.7w
intertrack cross-talk loss fact = 28 dJ

where d - centre-to-centre track spacing
w - track widthS. = bit length.

Thus at 200 tracks/cm (d = 0.05 mm), w - 0.025 mm and 400 bits/cm (.k 0.025 mm) the cross-talk loss
factor is about 35 dB.

Cross-talk may also arise from internal head coupling during the write and read operations. In the
write operation this is generally not of great importance in digital recording because of the large fields
used. When large enough, the effect is to shift the position of the recorded transition, thus adding a
component of 'skew' which is related to the recorded pattern and therefore called pattern sensitivity.
Most of the cross-talk in a digital system will come from the internal coupling in the read head and is
controlled by shields between adjacent heads in a stack. This necessity for shielding increases the size
of the head and has the undesirable effect of reducing the head efficiency.

Practical factors to be considered in connection with track spacing are the provision of suitable
multitrack heads, discussed in section 14, and tape guidance. The use of narrow tracks depends strongly
on the tape guidance accuracy, since the read output depends on the width of the recorded track encompassed
by the read head. A novel method of recording narrow tracks is described by Frost and Singer 6 7 . A record-
ing head of normal tracking width is used% On completing one writing pass, the head is shifted in a
direction perpendicular to the track and erases the track just recorded except for the narrow region
remaining as a result of the shift. The head then moves to a new track position and repeats the process.
There still remains the difficulty of reading the recorded track.

In analogue recording both the S/N ratio and the cross-talk are more critical than in digital
recording and result in a more severe limitation on track width and density. Current standards for track
width and spacing, and new standards in preparation by the International Standards Organisation, are
quoted in section 10.1. For flight test data acquisition it is generally considered that, in the present
state of head developments, the track density for maximum areal packing density is 28 tracks (14 plus 14,
interleaved) on 25.4mm tape for both analogue and digital recording.

12.5 Lineal packing density - digital recording in a parallel mode

When discussing serial and parallel recording modes in sections 10 and 11 reference was made to bit
packing density limitations due to inter-track time displacements in parallel recording which is not
self-clucking. These limitations are illustrated by the following simple analysis using the major sources
of time displacement error; a more complete analysis is given by Zimanýl.

. . .
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The major sources of inter-track time displacement error are:-

(a) mechanical imperfections in record and replay heads - in particular gap scatter and mean gap
azimuth error (section 14.0)

(b) static and dynamic tape skew (section 11.2)

*(c) non-linear phase shift in the write and read electronics and in the magnetic recording
process.

The extent of (c) is evidently very much determined by the electronic techniques used and the detailed
design of the circuits. it is disregarded here, although in practice it can make a significant contribu-
tion when due attention is paid to it. Furthermore, for parallel recording and its modest range of bit
packing densities it may be assumed that there is no contribution to time displacement from the interaction
of adjacent pulses on a track (peak shift due to pulse crowding).

In parallel recording, in which the bits of a data word are written simultaneously one on each track
of a multitrack head/tape combination, differential time displacement in the bits of a word will not set
a limit on the word packing density provided a clock signal is generated for each of the tracks and a
deskewing buffer is used in the reproduction process. The packing density will, however, be limited if
the self-clocking capabilxty is applied only to some of the data tracks or if the self-clocking does not
exist and separate clock tracks are recorded, the number of which may range from one per data track to
one per word. The paclhing density capabilities of these two clocking arrangements will be derived for
a 2.54cm wide tape and multitrack head.

For a multitrack head the IRIG Document recommends a maximum gap scatter (including mean gap
azimuth) of 5 um when an azimuth adjustment is possible and 2.5 Um when no such adjustment is possible.
The latter figure will be taken. A typical figure for tape skew for 2.54cm tape is ±5 pmn, assumed to
vary linearly with distance in either direction from a datum at the centre of the tape. It will be
assumed that a biphase encoding is used, providing a maximum rime for encoding of one half the bit
interval.

Taking first the case of one clock track centrally located on the 2.54cm tape, the maximum possible
scatter of the read pulses of a particular data word is

1 2.5 ± 5Um 7.5jt Um

The minimum bit cell length is thus 30 urn and the maximum allowable packing density is about 330 words/cm.

V In the case of a clock track adjacent to each data track or a clock derived from alternate data
tracks, and a 16-track system, the maximum possible scatter of the read pulses of a data word is

±2.5 ± 0.625 umn w i 3.1 umn (approx.)

The minimum bit cell length is thus 12.4 um and the maximum allowable packing density is about
800 words/cm.

Ila both cases it is reasonable to assume about one half these derived figures of packing density
in order to allow for other sources of time displacement and to provide a safety factor. It is evident
from a comparison of these figures with those of serial recording that severe limits on packing density
exist under some conditions of parallel recording as a result of deficiencies in multitrack heads and in

tape motion.I 12.6 Non-saturation recording of FM and PCM

In the earlier sections it has been assumed that normally the carrier in frequency-modulated
analogue recording and the pulses in digital recording are both written on the tape at saturation level.
For wideband FM And digital recording at a high packing density it has been recommended for many years
that non-saturation or linear (with bias) recording be used. Early work on this method is described by
Best68 who achieved reliable recording up to a packing density of about 2500 flux transitions/cm using a
conventional read head with a gap of 3.8 umn.

No full explanation appears to have been found for the improved packing density claimed to be
achievable with linear recording, but two effects are said to operate. A recorded transition is shorter
with non-saturation recording. Layers of medium remote from the head do not become magnetised, so that
the recording medium is effectively very thin. Also the surface itself is driven on a minor hysteresis
loop and is thus left at a lower state of magnetization. Both these effects - small effective coating
thickness and small remanent magnetisation - tend to produce low demagnetization and a short transition
length. Furthermore, the recorded transition is effectively closer to the head in non-saturated
conditions, and this proximity allows the read head to resolve the transition more faithfully.

Whatever the full explanation, it is established in practice that when attempting to increase
packing density a point is reached beyond which the gain due to the avoidance of overlapping of adjacent
pulses (pulse crowding) outweighs the loss due to the smaller output of non-saturation recording. This
can be demonstrated experimentally by plotting a curve of reproduced signal versus frequency of a recorded
square wave for each of two values of record current - one fully saturating the tape and the other
sufficient to produce only partial penetration of the tape coating. The reduction of pulse crowding,
resulting from shorter transitions, also benefits packing density by providing a corresponding reduction
in peak shift - thus assisting the decoding operation. At very high packing densities it is thus
established that a write current less than the normal saturation value is beneficial. It is not however
universally agreed that benefit is achieved by adopting the extreme of linear recording (with bias).
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Alternatively it is suggested that better results may be obtained without bias and with a write current,
still less than the saturation value, having an optimi. value related to the packing density.

The advent of linear recording and the use of phase modulation methods have made possible the
application of frequency doi'ain techniques, well established in the commnunications field, rather than
time or space domain techniques, to the analysis of high density digital recording

69 . These new recording
methods are in effect a carrier modulation and, by comparison with communications theory, the storage
capacity of the carrier is equivalent to the communication link capacity and the storage density is
analogous to the information rate of transmission.

Using the well-known Shannon-Hartley equation, and replacing cycles/s by cycles/cm, Norris 69 deduces,
on the basis of unity S/N ratio per track, a theoretical maximum areal bit packing density of
2 x 108 bits/cm2 . Applying practical limitations to this figure - 40 tracks/cm (instead of the

£ theoretical 4 x 104), a reasonable degree of complexity in the electronics, relatively lower tolerable
error rate and departure from a Gaussian noise distribution - this theoretical figure reduces Co about
2 x 10 btsc 2  A digital recording system based on this theoretical work is described, in which
ferrite heads with gaps of 2 um (write) and 0.45 un (read) are used. A lineal packing density of
4 x 103 bits/cm/track is achieved with an error rate of I in 108

13. TAPE TRANSPORTS

13.1 General description and environmental conditions

Flight test data acquisition systems at the present time rely mainly on a tape transport in which the
tape is driven across the recording he&.ds continuously and at a constant speed. Incremental notion is
seldom required since the data to be recorded is acquired at a constant rate, although further development
and application of adaptive techniques, producing asynchronous data, will create a demand for airborneI
incremental transports. Similarly, intermittent motion transports, providing a blocked format compatible
with established computer standards, is seldom employed in flight, the required computer compatibility
being achieved by transcription of the data in the reproduction operation on the ground, as described in
section 2.

* Generally, the transport is required to be capable of making high-quality recordings at a high
packing density of both analogue and digital data in the severest environment experienced in a highly

manoeuvrable military aircraft. In flight test systems no clear distinction may thus be drawn between
so-called analogue and digital transports. For both analogue and digital recording intimate contact

the need for low tape flutter in the one case and, frequently, low dynamic skew in both tend to remove 1
* any distinction that might otherwise be made.

This section will therefore be primarily concerned with high-quality airborne transports for both
analogue and digital recording, individually or simultaneously, and providing a continuous tape motion
at constant speed. Other design principles, more likely to be suitable in transports for the reproduction,
in the laboratory, of the recorded tape, will also be briefly discussed. As the transport is the component
of the system most susceptible to the airborne environment, a brief reference to the latter is made here
more detailed information being readily available in the various national airborne environmental specifics-

tions. Factors of major concern are linear vibration, linear static or quasistatic acceleration, angular
V acceleration, temperature and humidity. Critical combinations of these are vibration and quasistatic

acceleration, and temperature and humidity. Vibration normally requires the use of vibration isolators,
* the choice of which may be greatly embarrassed by the presence of quasistatic acceleration. Temperature

and humidity normally require the use of a heater and a dessicant. Of equal importance is the preventionJ
of the accumulation of dust particles in the sensitive head-tape interface. In the context of a high-
quality tape transport, all the factors nay be extremely severe and a serious hazard to the performance
and the reliability of the transport. It is thus imperative that the design, manufacture and subsequent
use of the transport be viewed in this light. The following simplified summnary of the aircraft environ-
mental conditions defined in the United Kingdom specification70 illustrates the demands placed on the
tape transport, in particular, and the complete acquisition system. in general.

Mi Vibration

The test procedure comprises an initial resonance search, an endurance test and a final resonance
search, equipment functional tests being made at each stage and malfunction (as defined by the equipment
specification) and fatigue failure being looked for. For the resonance searches sinusoidal vibration is
specified, its level being determined by the equipment location and the expected flight conditions. For
example, for the extremities and central fuselage of the aircraft the following range of levels are
qpecified:-

10 to 60 Hz: constant acceleration, ±3 to ±22 in/s 
2

60 to 85 Hiz: constant displacement, ±0.02 to ±0.15 mm
2

85 to 1000 Hz: constant acceleration, ±:6 to ±44 m/s

For the endurance test a wideband random motion test is preferred, with an acceleration spectral density
(g2/Hz) determined by equipment location and flight conditions, as for the resonance searches. For the
central and fuselage regions the acceleration spectral density S ranges from 0.001 to 0.05 g2 /Hz and
is constant over the frequency range 1O to 1000 Hz. A Gaussian amplitude distributior, is specified but
the peak to rms acceleration ratio need not exceed 3 to 1. The equivalent rms levels, derived from the
expression

[S f - f
'2 I)
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2range from about 10 to 70 rn/s .When the flight conditions to be expected are unknown a generally
accepted level of 0.01 g2/Hz is suggested. The duration of the endurance test at the spectral densities
corresponding to the flight conditions is determined by the equipment location and the expected duration
of the flight conditions, the maximum duration being 50 hours.

Generally, the above tests have to be performed in three mutually perpendicular axes in turn,
corresponding to vertical, lateral and fore-and-aft vibration of the aircraft. Vibration isolators shall
be used if they form an integral part of, or are specified for use with, the equipment under test.

(ii) Quasistatic linear acceleration.

The worst accelerations specified for normal flight conditions are:-

along longitudinal axis: ±90 m/s2

2

along normal axis - vertical: -140 or ±90 m/s2

Their durations are not specified, but clearly the high values need only be applied for a short time. In
addition, in crash conditions the equipment shall not break loose when subjected to a longitudinal
acceleration of 250 m/s2 .

(iii) Temperature - pressure

The worst conditions specified are:-

ground survival: -62 C, +85 C

ground operation: -54 C. +85 C

60C

+1500C (up to 21 kin, supersonic aircraft, external exposed location).

(iv) Tropical exposure and climatic tests

After tetemperature-pressure tests the equipment is subjected to cyclically varying tmeaue
ranging from 35 C to 20oC while the relative humidity is maintained at 95% throughout the entire test. '
Each cycle lasts 2ý hours and is repeated 28 times. After completion the equipment is tested for proper
functioning.

Various climatic tests, including temperature cycling under various conditions of relative humidity
and pressure, are also specified.

13.2 Reel-to-reel transports (continuous tape motion)

The factors of primary concern in a tape transport are the tape configuration between the aupply and
take-up reels, the means of providing constant tape speed across the head, and the means of providing a
constant tension of adequate magnitude to ensure good head-to-tape contact under all expected environmental

conditions. Typical tape-reel configuratiords and drives currently employed in airborne transports areI
sketched in Figs.31 to 36. A brief description of their design and capabilities, and of some general
design features, follows.

(i) Open-loop tape path (Fig.31)

The long unsupported length of tape is pulled at constant speed by the capstan when the pressure
roller, which prevents slip betweci' the tape and the capstan, is engaged. Two guides control the wrap of
the tape around the head contour. Mhe two tensioning idlers are &.pring-loaded, their movement with tape
tension variation being sensed to control the reel driving torque, The inertia idler filters the more
rapid errors in tape speed. Even so, the main objection to this configuration is that the tape at the
head is not isolated from torque disturbances in the supply reel. Also, high frequency flutter is
introduced by longitudinal vibration of the long unsupported length of tape. This configuration is now
seldom used in a high-quality transport.

(ii) Closed-loop tape path (Fig.32)

In this system the tape is driven past the heads around a loop, each end of which is held against a
single capstan by a pinch roller. This allows much better isolation from velocity disturbances arising
in the reels and tensioning idlers. The tape between the supporting points is short, resulting in a
great reduction in high frequency flutter. This is still a popular configuration for airborne transports,
although the dual capstan drive, discussed later, is widely recognised as having superior features.

(iii) Zero-loop tape path (Fig.33)

Here the unsupported length of tape is reduced to a minimum by feeding the tape directly around the
capstan. The heads are arranged to contact the tape on the capstan, and are spring-loaded against the
tape to compensate for any tolerance variations. The tape can be clamped against the rotating capstan by
pinch rollers or by a vac~uum applied through the capstan. This system is capable of relatively low
flutter, but is not used in airborne transports because of the likely effect of severe vibration on the
head-tape contact.
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(iv) Belt drives (cobelt) (Fig.34)

71.
The cobelt drive is an alternative method of transporting the tape past the heads with protection

from fluctuations in tension at the reels. It comprises a closed, polyester belt which is stretched under
high tension around a number of vapour-blasted metal rollers, one of which (the capstan) drives the belt
from a motor to which it is coupled. The tape is transported through the system by the belt, by which it
is also pressed in intimate contact with the heads. Rollers I and 2 are mounted on eccentric shafts to
allow tensioning of the cobelt. They are also slightly crowned to provide the necessary tracking forces
to maintain the cobelt centred within the drive assembly. Since the head-to-tape contact force is
provided by the cobelt, rather than by the tape tension, a wide range of tape reel tension can be
tolerated by the system without the introduction of distortion or excessive drop-out. This system is
currently widely used in a number of small, special-purpose tape transports designed for use in severe
environments. It compares favourably in many respects with the dual capstan method to be described later,
but its dynamic skew performance, its reliability, and the ease with which tape can be loaded, are
generally all inferior.

drv72
A variant of the cobelt drive is the Iso-elastic drive (Fig.35). The closed, polyester belt

rides directly on the outer layers of the tape in the tape reels, and is driven by a pair of differential
capstans. There are no reel drive motors. The performance of this transport is rather poor.

(v) The dual capstan drive - with servo control (Fig.36)

In the closed-loop drive of Fig.32 a conflict of requirements exists between coupling the tape
tightly to the capstan, to transfer as much of the smooth capstan motion as possible to the tape, and
allowing enough creep to maintain tension in the loop. The most successful solution to this.problem, and
nct, one widely used in airborne transports, is the differential capstan drive. The differential capstan
is a mechanism which provides that the tape is fed into the loop slightly more slowly than it is metered

out, thus providing the tension in the loop, where the heads are located. The diffezential capstan action
may be achieved by using two capstans arranged to have different peripheral speeds or by providing two
diameters on one capstan. A large tape wrap angle normally eliminates th2 need for pinch rollers.

73
Fig.36 illustrates one method of implementing this principle in an airborne transport . The two

capstans are coupled by a closed belt borne on a crowned pulley integral with each. The capstuns are
coated with silicon rubber and ground accurately to the same diameter, whilst the diameters of the crowned
pilley are made slightly different. The capstans thus turn with a predetermined differential angular
velocity which provides the necessary higher tension in the tape between them. Both reels and the dual
capstan are each driven by a printed-armature dc motor. The angular velocity of the capstan motor shaft
is controlled by a wideband servomechanism from the output of a capstan angular position sensor. Also,
the tape tension where it is measured near each reel is held constant within the bandwidth of a servo-
mechanism which automatically adjusts the reel driving torque, Thus variations which would otherwise
result when the transport is subjected to angular acceleration or low-frequency vibration are eliminated.
The bandwidth of the capstan servo is about 500 Hz and of the reel servo about 50 Hz, this lower value
resulting from the larger inertia of the reels. Tape flutter at frequencies within these bandwidths is
greatly reduced, thus also reducing the main contributions to time displacement error. The capstan and
reel servomechanisms are electrically coupled so that the capstan is prevented from accelerating or
slowing down more quickly than the tape can be supplied or accepted by the reels. An optimum design for
the servo-'2chanisms employed, and its method of implementation, are described by King 7 4 .

This drive method affords two advantages over the more conventional closed loop drive. First,
pinch rollers, a source of tape skew and flutter, especially under vibration, are not used; tape traction
is.ensured by a rubber coating on the capstans around which there is an adequate angle of tape wrap.
Second, by being driven differentially the two capstans produce a predetermined strain in the tape
between them, and therefore a tension which is greater than that applied by the reel driving torques.
This higher tension, necessary to maintain intimate contact of the tape with the heads, is more than twice
that at the reels, where only a sufficient winding tension is needed for the tape to form a pack which is
stable under vibratiun. As virtually no power is dissipated in creating the excess tension in this way,
1ýss heat is developed in the transport, which can therefore more easily be designed to operate in a high

temperature environment. A frLrther advantage of the method results from the fact that the tape( motion is
at all times under the control (f the capstans. Mechanical brakes are therefore not required for slowing
the tape, thus avoiding excessively high stresses in the tape which woulA change its physical dimensions
and perhaps destroy recorded data.

A tape transport with a servo-controlled dual capstan drive is show., in Fig.37. It has a tape
capacity of 210 m (10.16cm reel diameter) for 25.4mm and 12.7mm wide tape, and two binary ranges of speed,
2.38 to 9.52 cm/s an2 19.05 to 72.2 cm/s, electrically switched within each range and selectable by a
belt change. Its dimensions are 35 x 17 x 16 cm. Another transport of basically similar design has a
tape capacity of 720 m (20.32cm reel diameter) and a binary range of speeds from 2.38 to 152.4 cm/s,
electrically select-J. Its dimensions are 53 x 35 x 25 cm.

75
(vi) The Newell crive

This is a novel transport design principle primarily intended for very high tape speeds and data
frequetncies. The two tape reels are placed in direct contact with the capstan and the tape is passed
directly from the supply reel to the surface of the capstan and then to the take-up reel. There are no
brakes or reel motors, the reels being applied against the :apstan with a force which permits transmission
of a torque at their periphery. They are mounted on carriages which move under a constant force to main-
Lain a continuous contact with the capstan whilst the tape is passing from one reel to the other. The
heads are in contact with the tape at the capstan, which has a resilient coating. This approach promises
many advant. ges but has many basic new problems associated with the tape reels and their interface with
the capstan.
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(vii) Reel drives wit.h spring motors

The electric motors normally used for the reel drives may be replaced by mechanical-spring motors.
The capstan then provides all the power required to overcome the frictional losses in the system. These
springs are widely used in satellite transports, where a saving in electrical power is important, but have
not been applied to any gteat extent in aircraft flight testing. A satellite recorder using a spring
motor - the negator - capable of producing constant torque at all deflections is described by Buttington
and Wiig7 6.

(viii) Coaxial reel configurations

Both the single capstan and the differential capstan methods of providing a closed loop may be
implemented with the reel surfacea coplanar or with their axes inline (coaxial). The latter allows more
efficient packaging of the various components and mechanisms and can result in a smaller transport for a
given capability; it is therefore frequently used in airborne transports.. An example is shown in Fig.38,
in which the reels are parallel but separated by sufficient distance to accom'modate, between them, all
the mechanisms of the transport, thus providing a symmetrical tape-path and general lay-out. The guides
to change the direction of the tape-run between the capstan and reels are mounted symmetrically at 450
to the capstan and reel axes. This configuration prevents the introduction of differential distortions
across the tape width, whilst the symmnetry assists in producing the correct forward and back tensions
for operation of the tape in either direction - a useful facility for serial recording and for continuous
record/erase operation.

Of these various configurations and drives those with the best potential performance are the dual

capstan and zero-loop systems, and these, combined with coaxial reels, are likely to find the widestI
application in the airborne tape transports of the next decade. It is also likely that the attractive
features of the dc printed armature motor will be further exploited. Before the advent of this motor two
components were commonly used for capstan and reel drives - the synchronous induction motor and the
conventional dc motor with servo control. The former has to be accompanied by a considerable mechanical
complex of belts and/or gears to provide the range of tape speeds frequently demanded in an instrumentation
tape transport. The latter suffers fromi electrical noise generated by commutation and by torque modulation
(cogging). Its armature also has a high inertia which sets a low limit on the frequency response of the
servos.

These disadvantages are almost entirely absent in the dc printed armature motor. Its armature has

a very low moment of inertia and a low electrical time constant, and because of its low inductance little
commutation noise is generated and little brush wear occurs. The device has a wide linear torque/current
range, and torque modulation, even at very low speeds, is very small because of the relatively large
number of effective coimmutator segments. It is thus well suited, both as a capstan and spool drive, for
providing a wide range of tape speeds with servo control over a wide frequency bandwidth. Also, coupled
with a means of overcoming the inertia of the reels, it provides a convenient means of producing an
intermittent motion for data blocking.

13.3 Other types of transports

Wi Endless-loop transports

In flight test instrumentation a closed loop of recorded tape is frequently required for data
analysis. In the laboratory a long loop can be provided by incorporating a bin below the tape drive
mechanism into which the tape is folded. This is satisfactory at low speeds; at high speeds an open loop
may be supported on a matrix of rollers. Long loops may be provided in flight by using the one-reel
cartridge developed for satellite applications. The tape is wound on a single-flange reel, and is
extracted from the centre of the pack by being pulled out between the inner layer of the pack and the
reel hub. After passing over the recording mechanism it is wound-up on the outside of the pack. Any of
the foregoing drive arrangements may be used with this one-reel cartridge, but unless a special design
featire is introduced to guide the tape where it leaves the centre of the spool the tape is liable to
distort and thereby introduce high skew and flutter. The method is normally considered to be limited to
relatively small tape capacities up to a few hundred metres and to tape widths up to 12.7 m.

Since slip must occur between adjacent layers of tape it is essential to keep interlayer friction
as low as possible. The transport thus requires a tape with a lubricating coating on its back surface.
A limited range of tapes, coated with graphite or molybdenum disulphide, is commercially available.
Another desirable, at least, feature of the tape is a high surface conductivity to reduce the staticJ
charge build-up, which would also hinder slip between the layers. Some tapes have their surface conductiv- J
ity artificially increased by the application of a surface coating or by adding a conducting material to
the binder.

Intensive development of this type of.transport has proceeded for satellite applications for which
it is now considered to be a highly reliable device. In these applications its simplicity, small size
and low power consumption are attractive and the relatively easy satellite environment is conducive to i,
good performance. The transport also clearly has an application to flight testing when its capacity is
adeqjaica and, especially, when a small size is a primary requirement, but it is prone to malfunction near
the extremes of the specified environmental conditions for, in particular, military aircraft7 7.

An inertia-compensated transport, the operating volume of which is filled with a fluid of
approximately the same specific gravity as the tape, has been proposed but reems not to have been widely
adopted. The fluid also tends to reduce interlayer friction, but has '-he undesirable tendencies to keep
the tape sway from the head and to cause slippage in the pinch roller/tape/capstan region. Another
interesting variation, applied to a few satellites, is the use of double-coated tape to provide
additional recording time, for example, in a Moebius strip tape 1lp. But with coating on both sides
of the tape there is no separation between adjacent magnetic layers and print-through of recorded data
may become severe.

...... ý _.. ......
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An endless loop, in effect, may be provided in a reel-to-reel transport with a reciprocating tape
motion. Om-e track, or a group of tracks occupying a fraction of the tape width, is first recorded along
the tape and then a second track (or group of tracks) with the tape motion reversed, and so on until all
the tracks are recorded. Reversal of the tape motion, and the accompanying head-current switching, may be
initiated by a mechanical contact or photoelectrically through a transparent strip near each end of the
tape. The reversal time, of about 0.1 second, usually results in an insignificant loss of data. The
reciprocating transport finds its greatest use in accident data recording.

(ii) intermittent and incremental transports

The intermittent transport, in conjunction with a buffer store if loss of data is to be avoided,
may be used to record a primary airborne tape in a blocked, computer-compatible format. Its special
feature is the ability to drive the tape to its recording speed, or to bring it to rest from its recording
speed, in the shortest possible time - usually a few milliseconds. For this to be possible the inertia of
all moving parts must be kept as small as possible and the inertia of the reels is avoided by providing.
1'y mechanical or pneumatic means, temporary storage loops of tape. Although a limited number of these
transports, claimed to have airborne specifications, is now available commercially, they are seldom used
in flight testing. Amongst the reasons for this are the additional complexity and cost of the store and
the transport, and the inefficient use of the tape. But perhaps of greater consequence are the advantages
of the continuously recorded tape. This, in the data. processing operation, may be read asynchronouslyI
into a specially adapted computer or, as is more usual, transcribed into computer-compatible format, as
indicated in section 2. During this transcription operation, a quick-look display, a frequent requirement
in flight testing, may be produced and the primary tape edited, only selected data appearing on the
computer-compatible tape. The latter may then be copied and the copies used efficiently with any general
purpose computer, thus facilitating the interchange of data.

Incremental transports drive the tape in steps at irregular intervals, a bit, character or wordI
being recorded at each step. Typical incremental rates range up to about 3000/s, each bit step occupying
a tape length of about 50 pm. Their use applies to input data appearing asynchronously which, at present, _
is seldom the case in flight testing. They are likely, however, to be applied more widely when adaptive
data acquisition techniques (section 6.3) assert their influence in flight testing. :

For both transports the printed armature motor, because of its ability to respond linearly to highI

pulse currents, can provide a suitable drive for the tape78. It is normally used in conjunction with a .
dc tachometer in a velocity servo so that the motor speed adjusts itself such that the tachometer output
matches a reference voltage corresponding to the required speed. An intermittent motion is then produced
by switching the reference voltage between 'go' and 'stop' levels.

(iii) Miniature video recorders

The megahertz bandwidth and large storage capabilities of the transverse and helical-scan recorders,
familiar in the entertainment field, are gradually being exploited in flight testing and may in the future
be used for high density PCM recording in a serial format. A limited number of airborne recorders is now
available. A review of the basic techniques is given in Ref.79.

(iv) Cassette and cartridge recorders

Although cassettes and cartridges are functionally similar it is usual to apply the former term to
the Philips Type C-30 cassette and the latter to any other types of cassette. Also, most cassettes carry
3.81m wide tape whilst most cartridges use 6.35mm tape. There is no accepted standard for cartridges,
but the American National Standards Institute and the European Computer Manufacturers' Association have
agreed on a standard for cassettes and for their data recording method. Both have for many years been a
popular device for analogue recording of speech and music. In recent years they have found wide applica-
tion to digital recording (or storage) in the computer field (for example, as an alternative to the punched
paper tape machine), to data logging and to the recording of speech as part of an aircraft accident data
recorder. These latter machines are well designed and can be used in flight test data acquisition provided
their limited environmental capabilities are not exceeded.

The cassette recorders for computer and data logging applications are made with continuous, inter-
mittent or incremental motions and ccn produce tapes with a standard, blocked computer format. They
normally have one or two tracks (occasionally four), cater for phase modulation or NRZ coding at a packing
deasity of 315 bits/cm and have both write and read facilities. Many of these recorders are available
cotsmercially, covering a very wide range of capabilities such as tape speed and character rates. All use
the Philips cassette with a capacity of 90 m of tape 17.5om thick. They cover a wide range of sizes, all
attractively small. As they are intended for use in the laboratory their environmental capabilities are
limited - typically an operating ambient temperature range of about OOC to 500 C and a relative humidity
up to about 801. A typical storage capacity is 330 000 8-bit characters per track.

The cartridge recorders intended for speech recording in accident data recorders are designed for
operation in civil and military aircraft environments of medium severity such as are found in pressurised
cabins. One example, of size 127 xc 43 x 300 m, carries 180 m of 6.35ma wide tape. In one version,
recording at a tape speed of 9.52 cm/s proceeds on one track and then, by reversal of the cartridge, on
a second track. In a second version a reciprocating tape motion allows single track recording on fou~r
consecutive tracks and can accept the digital serial data stream defined in the ARINC Specification 573
for accident data recording.

Both cassette and cartridge recorders present unique design problems which arise Zrom the need to
mete correctly and reliably the tape with the record head, to maintain proper head-tape contact, and to
provide accurate tape and reel drives capable of maintaining the correct tension and tape position at the
head. All the design approaches previously discussed are applicable. Drive systems usually rely on a
capstan turned by a dc motor which is continuously running or servo controlled. In the continuous drive
tape/capstan contact is made by a solenoid-operated pinch roller, The servo control eliminates the pinch
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roller and its well-known shortcomings and provides the better tape speed control at the recording head.

sometimes a reel-to-reel drive, using servo-controlled reel motors on the two hubs of the cassette, is
used, with often a servo-controlled tension-adjusting system as well as a sidrvo-controlled speed-
adjusting system. These latter drives are much easier on the tape but do not maintain constant speed
and tension as well as a capstan.

The standard encoding methods for cassette recorders are NRZ and phase modulation, and for the
latter a maximum allowable tape speed variation of ±4Z is specified. An alternative method, named pulse-
width encoding80 , has been introduced by some manufacturers because of its insensitivity to tape speed
variation. In this method the bit cell is divided into chree sections. A positive-going transition
always occurs at the start and end of the cell, and a negative-going transition occurs at the one-third
point of the cell for a 'one' and at the two-thirds point for a 'zero', or vice versaa. For decoding,
a reversible counter is triggered by the positive-going transition at the start of the cell and counting
continues until the negative reversal is reached when a downward count starts. If the counter reaches
zero before the next positive-going transition, then the negative-going transition must hove been in theI first half of the bit cell and the state of the code is determined. The precision of the method is
determined by the number of counts in the bit interval; a typical counter rate is 800 kHz.

13.4 Available transports and their characteristics

To ensure that a transport satisfies all the requirements of aircraft flight test instrumentation
and has the required performance in the aircraft environment it is usually necessary that it be specially
developed and tested for compliance with the aircraft specifications discussed in section 13.1. However,
transports for other aerospace applications with difficult environments, and even transportable transports
normally intended for laboratory and field use, may also be suitable and are thus frequently used. In
this subsection the primary sources of transports for flight testing are briefly discussed.

(i) Transports specially developed for flight testing

A few of these transports are currently available. Two examples have been referred to in
section 13.2(v) and one of them illustrated in Fig.37. Unique features of these special-purpose transports
are a heater to allow operation at low ambient temperatures and prevent the formation of ice in a humid
environment, a dehumidifier to ensure satisfactory operation under ambient conditions of high humidity
at high temperatures, and vibration isolators and a rigid construction to ensure a satisfactory perform-
ance and fatigue life in the severest vibration conditions. To illustrate what is available, the follow-
ing are some of the leading particulars and performance figures for the transport of Fig.37 which is
fairly representative of strictly airborne transports:-

Tape width and capacity: 2.54 cm; 200 m

Tape speeds: (a) 2.38, 4.76 and 9.52 cm/s, electrically selected.

(b) 19.05, 38.1 and 76.2 cm/a, electrically selected.

Selecti.-n of ranges (a) or (b) is by belt chanige.

Controls: All control functions (start/stop, forward/reverse, tape speed) remotely
operated by DTL or TTL logic levels or by contact closure.

Heads: Construction, track spacing and mounting to IRIG Document 106-71; two heads
mounted on a removable head plate; 7, 14 or 28 tracks; 16 or 31 tracks (PCM).

Special fittings: Vibration isolators, heater, dehumidifier.

Size and mass: 35 x 17 x 16 cm; 9 kg

Environment: The most severe conditions discussed in section 13.1.

Tape flutter performance: Measured as per IRIG Document 118-71, percentage peak-to-peak 2 sigma
figures;
ranging from 3.0% at the lowest tape speed to 1.O% at the highest tape
speed in both laboratory and environmental conditionis.

Tape dynamic skew performance: '7.5 um peak-to-peak between the edges of 2.54cm tape under all conditions.

Effect of angular acceleration: 50% increase in the above tape flutter figures produced by ±50 radians/s 2

at low frequencies and by 1250 radians/s 2 at 100 Hz and above.

A larger version of this transport, also referred to in section 13.2(v), contair~s 720 m of tape,
has an additional tape speed of 152.4 cm/s and roughly similar performance figures.

(ii) Weapon and rocket-borne transports

The many transports which have been specifically designed for data acquisition in guided and
unguided weapon experiments provide a second source of transports for aircraft flight testing. They
generally compare favourably with aircraft transports in respect of performance under severe vibration,
acceleration and ambient temperature conditions. But because a small size is generally a prime require-
ment they lack the versatility of aircraft transports (for example, the range of tape speeds) and usually
carry less tape. An example of this class of transport is shown in Fig.39. It may be provided with or
without the integral power unit and with or without armoured protection for the tape. Its leading
particulars are:-
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Tape speeds: A single speed selected from 2.38, 4.76, 9.52 and 19.05 cm/s

Capstan drive: Gear drive from 400Hz hysteresis motor.

Spool drive: Fluid coupling to capstan drive.

Size and mass: 12.7cm diameter by 10cm long; 2.4 kg
(as shown in fi4ure)

Tape flutter performance: 3.0% peak-to-peak in laboratory conditions; 6.0Z peak-to-peak under vibration
having a 32cm/s constant velocity characteristic from 10 Hz to 200 lHz and a
400m/s 2 constant acceleration characteristic up to 2000 Hz.

(iii) Satellite-borne transports 7 2 ' 8 1 '95

In the development of these transports emphasis is laid on a low power consumption, extreme
reliability and small size and weight. Environmental conditions are relatively mild unless sterilisation
at high temperature is req,:ired. Many of the transports are capable of both recording and reproducing,
and the endless loop design, described in section 13.3, is often adopted. Frequent leading particulars
are 6.35mm tape in relatively short lengths (for example, 50 m) single tape speeds of low value and an
ambient temperature specification of -10 0 C to +40 0 C. Examples are given in Refs.72, 81 and 95.

(iv) Portable general-purpose transports

These are frequently used for flight test data acquisition when space is available and the
environment is not too difficult. In performance (in laboratory conditions) and versatility they at
least equal the transports specifically developed for airborne use. The favoured design is a closed-loop,
low inertia system with a dual capstan to provide isolation from spool disturbances. The capstan motor

is usually a low-mass device and is operated in conjunction with a phase-locked servo system controlled
by an optical tachometer. Also, a facility is frequently available for recording a reference signal
which may be used to match the replay speed to the record speed. Spool motors are usually dc operated
and the reel torque controlled through closed-loop servos connected to tape tension sensors for both I
reels. These transports are often available in integrated packages also containing interchangeable
plug-in modules for all or some of the standard recording methods.

Typical leading particulars for a system taking 26.67cm or 35.56cm reels of 12.7mm or 25.4=- tape
are:-

Size: Transport 65 x 50 x 30 cm

Electronic modules for 14 tracks 20 x 50 x 30 cm

Power supply 20 x 50 x 30 cm

Mass: Between 50 and 75 kg.

The specified environmental conditions are relatively mild; for example:-

Ambient temperature (up to 10000 m): 00 C to 50 0 C

Vibration (with vibration isolators): ±25 m/s 2 up to 100 Hz for a flutter level of 1.5 times that
obtained in laboratory conditions.

Angular acceleration: Conditions are not quoted by the makers, but an example is
20 radians/s 2 in the frequency range 10 Hz to 50 Hz for a flutter
level of twice that obtained in laboratory conditions. This good
performance is the result of the servo control mentioned above and
would not be possible without it.

Typical good figures for flutter, as defined in the IRIG Document, are 0.32 peak-to-peak at 304.8 cm/s
and 1.3% peak-to-peak at 2.38 cm/s. Typical good dynamic skew is ±3 um across 2.54cm wide tape. Many of
the transports have the facility for adjusting the gap azimuth on replay so as to overcome static skew.

(v) Cassette and cartridge recorders normally intended as computer peripheral equipment
or for accident data recording

These and their typical features have been discussed in section 13.3(iv).

(vi) Transports for the reproduction of flight data

For the reproduction of data in the laboratory several commercial transports having a high
performance with, in particular, exceptionally low flutter, time base error and dynamic skew, and a wide
range of facilities are available. They are normally rack-mounted and are accompanied by electronic
units (record and reproduce) for, at least, all the direct record and single-carrier frequency modulation
categories defined in IRIG Document 106-71. The units take the form of interchangeable plug-in cards;
they are rapidly being extended to include PCM modules. For very accurate data acquisition, especially
when accompanied by a high data packing density (analogue or digital), the advanced features of these
comprehensive laboratory-based instrumentation recorders are always desirable and sometimes essential.
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14. W&MIT AIM READ lEADS

14.1 Ring-type laminated heads

Currently, all magnetic recording in flight test data acquisition is rmade with the convettional
ring-type head referred to in section 8.1 and illustrated in Fig.17. Also, multitrack head stacks are
invariably used to record simultaneously & number of tracks on 6.25, 12.7 or 25.4m. wide tape. For
convenience of fabrication and maintenance of close tolerances, multitrack heads are made from two
identical limbs, each carrying the appropriate number of half-cores and half-coils. Each limb is potted
in an epoxy resin and the matins faces of the two half-sections thoroughly ground and lapped. The
sections are then a&:embled with the appropriate front gap and an incidental back gap.

The cores may he built up from laminations or ground from a ceramic ferrite material. A material
of low coercivity and high permeability, which is also hard, resistant to vee.• and can take a high polish.
is used for the laminations. Its composition is usually 801 Ni, 4Z Mo, 16., FP. the thinnest •ractical
lamination being about 25 un and produced by a chemical etching method. This .s adequate up Ko a
frequency of about I MHz but for higher frequencies the eddy current losses in the laminations become
excessive and ferrite cores must be used. The front gap is formed by the insertton of a non-magnetic
spacer of mica or a thin-rolled metal such as beryllium copper. This is satisfac.tory for gap lengths
down to about 1.25 us; for smaller gap lengths the spacers are formed by depositing silicon dioxide or
a non-magnetic metal on the gap surfaces, or, with ferrites, by glass bonding.

Heads for analogue recording, especially with bias and in the read operation, require good inter-
track shielding, which is also frequently provided in digital recording. For low and medium frequencies
a magnetic shield is adequate and comprises laminations of a high-permeability alloy sandwiched between
the adjacent head units and extending as far as possible beyond the outline of the head. At high frequen-
cies copper sections are added to provide eddy-current isolation. Examples of cross-talk figures for
present day multichannel heads have been given in section 11.3.

Write and read heads usually differ in their gap length, as expected from the discussion in section 8, ]
and in their coils. Low inductance coils are preferred for the write head in order to simplify the write
amplifier design and to avoid resonance effects at high frequencies, especially at bia. frequencies. This
can be achieved without undue increase in the write current requiremento since the inductance is approx-
imately proportional to the square of the number of turns and the magneLising force is proportional to the
first power. The largest possible number of turns is preferred for the read head in order to achieve the
largest possible read output voltage, provided the head resonant frequency is above the maximum signal
frequency. In fact, the efficiency of the read head is an important consideration. Referring to Fig.40,
flux #t generated by a magnetic tape and penetrating the head laminations at the tip will partly leak
across the gap g in front of the head (leakage flux *_) and will th•s~ fail to contribute to the read
output. The remaining flux 4 will be conducted through the laminetions and over the very small gap g
in the rear of the head. The flux change dfr/dt induces a signal voltage in the read coil.

The ratio *r/Ot , which is a measure of the performance of the read head, is given by8

g +

where g - front gap length
&I back gap length
U= permeability of lamination material
A cross-sectional area of front gap
A cross-sectional area of back gap

A - cross-sectional area of the head flux path
Z- length of head flux path.

Thus for optimum efficiency in the read operation: the back gap g, should be small in relation to
the front gap g; the area A at the front gap should be small and the area A, at the back gap large.
The magnitude of P is not all-important, so that other desirable features, such as wear and surface
finish, may be given some consideration.

It is clear from discussions in earlier sections that all heads must be carefully constructed and
must have highly finished gap and face surfaces in order to operate at anywhere near maximum efficiency,
especially at short wavelengths and high digital pack density. The gap must also be made so that its
edges are straight and smooth, and both sides must be parallel and perpendicular to the line of tape
motion.

For multichannel heads there are additional requirements the most important of which concern gap
scatter and gap azimuth. It is evident from commercial specifications of mechanical tolerances in these
heads that the comon aim of all manufacturers is the tolerances given in the IRIG Document 106-71. In
addition to defining gap (or track) formats, gap (or track) width and gap (or track) centre-line spacing
this document specifies maximum values for gap scatter and gap azimuth.

Mean gap azimuth is generally defined as the angle between the best mean straight line through the
centres of the gaps and a line perpendicular to the reference surface ef the head in the tangent plane of
the head surface. Gap scatter in the IRIG Document, Appendix F, is defined as the distance between two
lines perpendicular to the head reference surface which contains components of azimuth misalignment and
deviations from the average line defining the azimuth. Since both components affect data time displace-
ment, this definition of gap scatter is the inclusive distance contaiiuing the combined errors (Fig.41).
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The maximum recomanded values given in the IRIG Document for azimuth and gap scatter defined in

this way are:-

Mean gap azimuth: ±4 minute of arc (approximately ±2.5 um for a 25.4mn head stack).

Gap scatter: 5 um when the record/reproduce equipment provides azimuth adjustment; 2.5 um for fixed
head systems.

Theas figures apply to one head stack, whatever its design - laminated or ferrite. A complete write/
read ooration using separate head stacks may thereforc be affected by twice these figures.

14.2 Ring-type ferrite heads

Laminations crest severe problems in heads for high density and high frequency recording. To fulfil
the current maximum high-frequency requirement demands laminations considerably less than 25um thick, and
these, in addition to being difficult to handle, are subject to work-hardening stresses which degrade
their magnetic properties. Although the stacked pole pieces can be annesled to restore, at least partially.
their magnetic properties, these properties are again degraded by the lapping operations on the head
surfaces. This degrading can range to a depth of 0.25 to 1.25 um, thus making the effective gap 0.5 to
2.5 jm longer than the optically measured value and the head-to-tape spacing 0.25 to 1.25 pm greater than
the expected value. Furthermore, 'smearing' of each individual lamination results in an irregular gap
line.

These problems have led to the development of the ferrite head. This material, because of its high
resistivity, need not be laminated, and it is not magnetically degraded by lapping. Its early use,
however, revealed other problems, such as fragility and the inabiliy to produce good surface finishes
because of the large and irregular grain size of existing ferrite.

One method in use comercially to overcome these shortcomings is to adopt a composite construction
with a ferrite core and laminated, hard-metal pole tips. Two such metals, known by their trade names,
are Alfesil and Spinalloy TM. The latter has a very high Vickers hardness which permits relatively
shallow gap depths of approximately 75 um whilst still achieving over 1000 hours life at a tape speed ok
304.8 cm/s. The pole pieces are also designed in such a way as to minimise the long-wavelength loss
referred to in section 8.2, limiting it to about 2 dB for a frequency of 400 Hz recorded at a tape speed
of 304.8 cm/s. A second method is by the use of dense or hot pressed ferrites 8 3 , 8 4 (nickel-zinc or
magnesium-zinc) together with a glass bonding technique which enables glass to be used as a bonding
agent (which holds the pole-pieces together) and to form the head gap.

These hot pressed ferrite and hard-metal tipped heads are the only ones at the present time capable
of providing the narrow Saps and small high frequency losses demanded by the maximum IRIG data packing
density and frequency bandwidth (especially when with-bias recording is used). They also have greater
wear resistance, of particular importance when metal tape is used.

A special requirement in flight testing may be for a head to operate the write, and sometimes the
read, process at a high temperature, or, at least, to survive such a temperature. A combination of an
ambient temperature of +700 C (section 13.1) and self-heating in the transport can easily produce a head
temperature of 100 0C. Laminated heads with epoxy resin bonding appear to lack the mechanical/thermal
stability required to maintain their characteristics, such as gap width and position, at such a temperature
especially to the precision required in the read process at high packing densities. The inherent improve-
ment in the stability of the ferrite glass-bonded head promises a corresponding improvement in its ability
to operate, with an acceptable life, at temperatures in the region of 100 0 C.

14.3 Miscellaneous types of heads

Although the heads already discussed currently cover all requirements of flight test data acquisition,
it may be of interest to refer briefly to other types which have already found application elsewhere.

(i) Flux-responsive heads

These are read heads which require no relative motion between the head and the tape for their
operation. Their output is proportional to the intensity of the remanent flux that is applied to the gap.
The two main types are based on magnetic modulation and on a Hall effect generator. The modulator type
operates very much like a magnetometer or magnetic amplifier, and is governed by the usual modulation
criteria. Its noise level is greater than that of conventional heads. Heads based on the Hall effect are
described by Camras85 . They are less stable and less sensitive than the modulator types. A limited variety
of both is available commercially.

(ii) Strip heads

These are intended to provide improved high-frequency performance and higher track densities. In the
write head the magnetic field is produced by a relatively large current in short sections of small diamter
wire, usually without any magnetic circuit. The wire may be replaced by an evaporated, or otherwise formed
strip of, for example, silver, placed transversely and edge-on to the tape. A later development by TrumanU
includes the use of ferrite in the vicinity of the strip to increase the field produced by a given strip
current. To match the low impedance of the strip to the associated circuits, a pulse transformer is used,
integral with the head. Results of their use for both the write and read operations are given by Truman.
A further development is reported by Valstyn and Kosy 7, who propose a single-turn write head consisting
of a copper strip conductor coated with a high-permeability film containing a gap. They predict that



42

satisfactory writing will be possible with currents of a few hundred milliamps and with better resolution
than with conventional heads. Batch fabrication by vacuum deposition or plating is contemplated.

(iii) The overlap head 8

This principle allows a small gap and a narrow track to be produced with head elements which are
relatively large. A block of magnetic material is attached to a slightly narrower block of non-magnetic
material and aligned next to an identical two-block element so that the non-magnetic section of each is

*opposite the magnetic section of the other. The mating surfaces of the two elements are lapped and fixed
together with a small non-magnetic spacer between them. The wider magnetic blocks then overlap slightly
to produce effective pole pieces much narrower than the magnetic blocks themselves and capable of writing
and reading the required narrow-track width. The two elements are fixed to a magnetic core on which is
wound a coil, and the head surface is suitably contoured. Results show that the head can write and read

*signals at a linear density of 8000 flux reversals per cm on tracks 72pim wide.

14.4 Head wear

Head wear. already briefly mentioned in section 14.2, is one of the most significant system problems i
in wideband instrumentAtion recording, particularly in airborne conditions. As bandwidths and packing
densities are increased, head gaps decrease in size and tape wrap angles and tensions are increased to

provide closer head-to-tape contact. These practices have an adverse effect on head life, hence the i
importance of the degree of abrasiveness of the tape and the hardness of the head face. Head wear can be
particularly bad with metal tapes and with oxide coated tapes in conditions of high relative humidity.

The characteristics of head wear vary with the conditions. Low abrasive tapes tend to wear the head

without affecting the integrity of the gap. Moderately and highly abrasive tapes tend to wear the leadingI

edge of the head and to set up a cold-flow condition which forces material into the gap, thereby creating
a short; this is known as gap smear. Head clogging occurs when the tape binder system breaks down to the
point where it deposits a sticky residue on the head. This lifts the tape from the head and reduces
output. Because reproduce heads have more critical gap configurations than record heads, head clogging
normally occurs on the trailing edge of the reproduce gap.

True head wear (not gap smear or head clogging) is a function of the tape and head materials,
ambient temperature and relative humidity, tape tension, tape speed and wrap angle. Its measurement is
difficult and must be made on a standard properly adjusted transport operated in a controlled environment.
A trace of the head profile is taken at the beginning of the test and after a given number of tape passes.
In particularly bad cases a conventional head with soft-metal laminations can suffer a loss of I um in
laminations and more in shields for as few as 100 tape passes. For the hard-metal tipped and hard pressed
ferrite heads, discussed in section 14.2, a life approaching 1000 hours may be expected for average
conditions of use in the laboratory. No significant data, based on experience, seen to be available for
head life in high density recording in flight testing.

15, THE RECORDING MEDIUM 
8 9

15.1 Particulate tape

In-contact recording is invariably used in flight test data acquisition and the medium is almost
universally a tape consisting of a particulate coating of garina-ferric oxide (yFe203) on a polyester base.
The magnetic particles are dispersed in a suitable binder which also bonds the coating to the base.

The oxide particles are acicular (needle shaped) with a typical length of about 0.6 Pm and a length/
width ratio of about 6. The size and shape of the particles are kept as uniform as possible in manufacture,
and the size kept within the range over which YFe2O3 shows single-domain behaviour. Their Curie tempera-
ture is about 6000C. The particles are usually partially aligned during manufacturp, by passing them
through a strong magnetic field whilst the coating is still fluid, in order to increase the remanent
intensity of the surface and thus the read output - at least at low frequencies.

The essential ingredients of the binder are plastic resins with various additives such as a silicone
lubricant to improve the frictional characteristics of the coating and fungicide to prohibit fungus growth.
A small percentage of conductive carbon is added to the oxide-binder mix to reduce the normally high
resistivity of t?'e particulate coating, and thus minimise the problem of static charge accumulation. The
ratio of oxide to binder is about 3:2. Some tape transports, for example, endless-loop transports, demand
an extremely low coefficient of friction of the tape; the back surface of tapes for these is therefore
treated with a lubricant, frequently graphite. Some tapes, known as sandwich tapes, have been made with
a thin plastic layer over the magnetic coating to improve durability and prevent 'oxide shedding', but
these have not been widely used. Improvements in oxide coating have now eliminated the need for a protec-
tive coating. After the coating process the tape is subjected to a very thorough polishing routine and
finally slit into specific widths.

The required characteristics of the tape may be considered under four headings: magnetic, electrical,
dimensional and physical.

Magnetic troperties: In general terms the following macroscopic properties are required: a high maximum
flux density, a high ratio of residual to ma-:;imum flux density, and a coercivity which is low enough to
allow relatively easy recording and erasure, but high enough to inhibit undesired demagnetisation. These
properties should be stable with respect to temperature, time and mechanical flexing. The microscopic
properties relate to noise and to short wavelength resolution. Good particle dispersion, or freedom from
agglomerates, is essential to provdAe media with high SIN ratios.

Electrical properties: The main requirement is a reduction in the inherently high resistivity of the
magnetic coating to prevent the accumulation of static charge, particularly at high tape speeds. Charged
media become difficult to handle, attract dust, and generate noise due to discharge at the heads.
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Dimensional properties: The medium should be flat and straight and its width held within close tolerances
k, throughout the spool. The tolerances specified in the International Standards Organisation Recommendation

1859 (Ref.45) are:-

25.4 -0 m 12.7 0 m and 6.25 ±0.05 mm

Very important are the nominal thickness, uniformity of thickness and the surface smoothness of the coating.
The standard thicknesses (base and coating) specified in the above International Standard Organisation
Recommndation are quoted in section 12. No coating tolerances are given, but the maximum capacity of
reels of standard diameters are specified in Recommnendation 1860.

Nowadays the emphasis is on thin media and, in particular, on a thin coating, since it offers many
advantages in analogue recording in which long wavelength linearity must be combined with a high short-
wavelength output, and in digital recording at high packing densities. These advantages have already been
discussed in section 12. The development of smaller oxide particles, metal particles and deposited metal
films, as discussed later, can be expected to yield still thinner media. Uniformity of medium thickness
is mainly required for heavily recorded long wavelengths to avoid corresponding changes in amplitude. The
surface smoothness plays an all-important part, as discussed in section 12, in the performance of in-
contact, high-resolution systems. General surface roughness limits the degree of contact between the head
and tape, and imperfections in the form of discrete projections (asperities) cause undesirable fluctuations
in signal amplitude - noise and drop-outs. Various grades of oxide and surface smoothness are used
commercially to provide the so-called narrow-band and wideband tapes.

Physical properties: For in-contact recording the main ones are flexibility, high tensile and yield
strengths, durability (in particular, no oxide shedding), low friction, stability with respect to
temperature, humidity and time, and non-abrasive qualities.A

In the light of these required characteristics other particulate coating materials have been
intensively investigated, but none has yet found general favour. Amongst the non-metallic materials
currently under investigation are chromium dioxide, which has the possible disadvantage of a lower Curie
temperature (120 0C), and cobalt-doped iron oxide, which exhibits a rather large degree of thermal instability.
Metallic particles, iron and cobalt in particular, offer considerable advantages, but they are slow in being
exploited commiercially. They have a much higher saturation magnetisation and are therefore capable of
providing a higher read voltage for the same coating thickness, or, of greater significance, the same read
voltage for a coating of one quarter the thickness. They are thus capable of a higher resolution. They
also offer improved noise characteristics and their lesser abrasiveness would reduce head wear.

Other base materials have also been investigated. One of particular interest in flight testing is

polyimide (Kapton)90 which is discussed later in connection with high temperature tapes.

15.2 Homogeneous and thin film tapesI

A homogeneotis medium (analogous to wire in wire recording), for example, stainless steel, possesses
many of the desirable physical properties enumerated above. However, its lack of flexibility results inI
poor conformance with the head; it creates lubrication problems and its electrical conductivity can be a
design embarrassment. Magnetically, all likely materials tend to have a low coercivity and low retent-
ivity. They also offer poor resolution and a low SIN ratio. Although continuous in physical form, these
materials are still composed of spontaneously saturated magnetic domains and, in general, the size of
these naturally-found domains will be large compared to the particles of the same material in particulate
media. Continuous media thus tend to have a relatively high noise level. Their main advantage is their

relative insensitivity tc iuigh temperatures.

A more promising form of non-particulate medium consists of a thin coating of a magnetic metal on a
substrate which may be metal, plastic or glass. This has the potential advantages of high output, better
resolution (because of its small thickness) and higher temperature capability. Its potential disadvantages
are a high permeability (and therefore demagnetisation), greater noise, poor conformity to the heads, poor
lubrication and low durability (because of the thinness of the coating).

In spite of these disadvantages thin metal films appear to provide a promising alternative medium,
especially for digital recording in which high output signal levels and high resolution will result from
their thinness, coercivity and remanence. There are still, however, many problems to solve before thin
film tapes are generally accepted as a superior alternative to yFe2O 3 particulate tape. Amongst these
are the lack of uniformity of magnetic and mechanical characteristics, susceptibility to corrosion
(particularly at high temperature and humidity) and poor wear characteristics, all of which apply, in
varying degree, to flight test data acquisition.

15.3 High temperature tapes

Of likely concern in flight testing, when the most difficult military environmental conditions are
expected, is the ability of the tape to operate satisfactorily, perhaps at a high data packing density,
under high temperature conditions which may be accompanied by high relative humidity; 1000C and 95Z RH
are typical severe conditions. Very little data on this aspect are provided by manufacturers or reported
in the literature. Most authorities agree that for iron oxide particulate magnetic coatings on a polyester
basc the safe limits of operations for general purposes are in the region of +600 C and 80% RH, whilst the
lowest safe temperature is about -600 C. The limits for long term storage are often given within a very
narrow band around 200C and 45% RH.

Although the strength properties of polyester film decrease with rising temperature, the main factor
limiting the operating temperature is tape shrinkage which can coimmence at about. 600C and can become 0.25%
after a short exposure time of a few minutes at 1000C. The shrinkage is the result of relieving the

tension built into the tape during manufacture. It badly distorts the tape and eventually the oxide
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loosens and transfers from layer to layer of the tape and layer-to-layer adhesion occurs, This process
may be accentuated by the effects of the high temperature on the coating binder, especially if it is
thermoplastic and thus subject to distortion between 550C and 750C. Most modern tapes, however, use
thermosetting coating binders which are free from these effects, and it is likely that some binders are
of a polyurethane type which could have higher temperature possibilities. A further cause of tape
deformation and the embedding of foreign bodies into the coating at high temperature is the differential
expansion of the spool hub and the tape. This is more serious for large spools because of the high
pressure in the region of their hubs.

The material currently favoured in place of polyester as a base for high temperature tape of the
non-homogeneous type is polyimide. A particular cosmmercial variety, Kapton, is described in Ref.90.
The latest claim for a tape consisting of a particulate coating on polyimide film is -300 C to +1800 C for
usage and -400C to +2000 C for storage, the range of relative humidity being 20Z to 801 in both cases. A
tape consisting of a 0.2vm metal coating on a 23vm polyimide base has also been made and is claimed to
be suitable for packing densities up to 600 flux changes per mm.

A few homogeneous tapes - mainly alloys in the stainless steel category - are commercially available
and some are used for aircraft accident data recording in which survival of the tape in an aircraft fire
is a prime requirement. Of concern is the wear they produce in transport components such as heads and
rollers. At present they are limited to digital packing densities in the region of 50 flux changes per am.

15.4 Tape erasure, cleaning and storage

Erasure of a recorded tape depends on the well-known fact that a magnetised ferromagnetic material
can be demagnetised by subjecting it to a saturating alternating field and then gradually reducing the
magnitude of the field to zero. IL can be accomplished by having an erasing head on the transport or by
using a separate demagnetiser or degausser in the laboratory (bulk erasure of a reel of tape). ErasingJ

heads are not normally provided on instrumentation recorders because of the danger of accidental erasure;
also, the recorded reel is generally stored permanently and not reused. They are$ however, used in an
endless loop or reciprocating motion recorder in which the tape acts as a memory for data which are
continuously updated, and are then usually energised from a high frequency oscillator at a frequency
equal to the bias frequency for direct recording. Reels of tape may be bulk erased on commercially avail-
able machines operating directly from the ac mains, the necessary gradual reduction of the field being
achieved by manually moving the reel slowly away from the demagnetiser. Automatic bulk erasers are also
available vith the ability to demagnetise tape to 80 db below normal recording level.

The highest degree of erasure, and hence of signal-to-noise ratio in subsequent use of the tape,
is to be expected for a correctly operating erase head. Direct current and permanent magnet erasure
operate reasonably well, but with an inferior S/N ratio, at low data packing densities. Self-erasure
gives reasonable results for recording at or near saturation, but again with reduced SIN ratio. Its
effectiveness reduces as data packing density. analogue or digital, increases because of the accompanying

F decrease in record current to reduce pulse spreading and interference.

The question of tape cleaning arises because of the possibility of the accumulation of foreign
particles on the tape during use or storage and because of the build-up of oxide wear particles during
the passage of the tape over the head. The tape has reached the end of its useful life when the number
of drop-outs produced by these effects cannot be tolerated (section 11.3). Whilst tape cleanliness is
evidently a serious consideration in computer applications, its importance should not be overlooked in
flight test recording, both in relation to the original airborne recording and to subsequent reproduce and
re-record processes in the laboratory. The degree of cleanliness required in flight test tapes is certain
to increase as data packing densities increase, and may have already reached the point at which it would
benefit by the use of some of the existing routine techniques in the computer field. i

Inexpensive machines are already available for routine tape cleaning at a rate of 1300 m per minute.

More elaborate machines combine mechanical cleaning with tape certification, with errors indicated on
counters and their location as the tape continues moving shown on charts. Such machines also incorporate
good rewinding and retensioning facilities which may be necessary to meet proper storage requirements.

It is important to ensure the proper handling and storage of tape, since the effects of temperature,
humidity, stray magnetic fields and rough handling can cause loss of data during or after recording. Tape
magnetization does not deteriorate with time unless the tape is exposed to strong dc or ac fields when
some erasure or a decrease in signal-to-noise ratio may occur. Weak magnetic fields may also cause print-
through. Dimensional stability is the most essential characteristic of the tape. If, for example, the
base film becomes brittle, warped or wavy, the tape will be useless regardless of its coating. Polyester
material is relatively unsusceptible to change provided it is stored under carefully controlled conditions
of temperature and humidity. The useful life of the binder, which has to provide both adhesion of the
oxide coating to the base material and cohesion of the magnetic particles to each other, is also critically
dependent on the storage environment.

Typical storage environmental conditions for both polyester and polyimide base tapes have already
been quoted in sections 15.1 and 15.2. In addition to satisfying these, all tapes should be sealed in
dust-proof bags, replaced in their original cartons and stored on edge with proper support. For storage
it is also an advantage to wind the spool at a tension an order lower than the operating tension.

16. SPECIFYING A FLIGHT~ TEST DATA ACQUISITION SYSTEM

After starting with an assessment of the general requirement for a flight test data acquisition system,
following with a general discussion of the complete system, the paper has subsequently been concerned with
some of the more important individual functions of the system - their nature and implementation. The
functions selected are those most intimately involved in determining the performance of the system and its
efficiency in acquiring the data. In the case of the recording aspects emphasis has intentionally been
placed on the basic recording process, its capabilities and its problems, and on the techniques necessary
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to overcome its shortcomings. As data is of no value unless acquired with the accuracy necessary to

muc ofthedisusson asbeen concerned with error sources - how to avoid some of them and to cope to

Theorgnistioal ras frequently termed, housekeeping aspects of the system have received the
leas atenton.Thi isnotbecause they are unimportant; they of course play a vital part i eemnn

the orrct nd elibleoperation of the system and often present many problems. The flight test engineer,
forwho ths pperisprimarily intended, however, is more concerned with the system capability and
perormncetha heis ithits organisation; he, so to speak, looks at the system from the outside rather

than from the inside. He is therefore more likely to be interested in gaining knowledge which will enable
him to assess the realism of his requirement and the degree of difficulty to be expected in meeting it.

It is now necessary to return to the complete system and to consider a little further the vital part
played by the user in specifying his requirements, as the successful outcome of a flight test data acquisi-
tion system depends as much on this specification of requirements as it does on the subsequent design and
manufacture of the hardware. It is hardly necessary at this stage to reiterate that the data acquisition
system is a complex structure comprising a large number of elements which are required to function correctly

individually and to relate, one with another, so as to attain an optimum overall system capability and

performance.I

There is no standard systen which is widely accepted and has already been applied to a range of
aircraft projects; this, although perhaps regrettable, is an inevitable result of the changin& and wide-
ranging nature of the requirements. Attempts are, however, being made to create a standard system frame-
work and a variety of modules - ranging through all the functions from preconditioning to recording - so
that, by appropriate choice of the latter and their integration within the system framework concept,
specific requirements may be efficiently met. Even when this desirable aim is achieved it will still be
necessary for the flight test engineer to define precisely his specific requirements. it is suggested that
this specification of requirements should be largely concerned with the following six aspects: the nature
and number of the input data sources; system flexibility requirements; accuracy requirements; the nature
of the required outputs and the intentions regarding subsequent data handling and analysis; the environ-
ment; physical restrictions on, for example, the size and weight of the complete system or of individual
packages.

Information on data sources should include: the types of transducers and other sources; the number
of each; whether analogue, digital, bilevel or hybrid (e.g. pulse duration or pulse rate); if analogue,
the full-scale signal level presented to the system and whether unidirectional or bidirectional, single-
ended or differential; if digital, the constitution of the data word and its pulse characteristics; if
bilevel, the pulse characteristics. Of special significance, as discussed in section 3, are the source
impedances (including connecting cables) and their unbalance. The expected frequency bandwidth of each
input parameter, and any likely exceptional behaviour (for example, transducer resonances) outside this
bandwidth, should also be specified.

As the system is likely to be applied to a range of flight test tasks, it will require a degree ofr flexibility operative within a maximum capability. This maximum capability must be defined in terms of
the maximum number of each type of data source and the maximum overall bandwidth. The latter is normally
specified separately for time-division multiplexed, frequency-division multiplexed and single-data channels,
or, in user terms, quasistatic, intermediate frequency and wideband channels, the maximum number of
individual sources being specified for the last two and a maximum overall bandwidth (or sampling rate)
for the first. This multirole requirement may also demand flexibility in the sampling rates, within the
maximum capability, so that sufficient information must be provided on this point to enable the designer
to determine the necessary prograimme facilities. Any special requirements regarding the operation of
changing programmnes (for example, whether changing is required in flight, frequently or infrequently)
should also be specified.

The fullest possible information on accuracy requirements is vital, and the implications of high
accuracy should constantly be borne in mind. High accuracy can have significant adverse effects on the
cost, size and complexity of the system and, as a result of the last, on its potential reliability,
stability and ease of operation. It can also prolong development and manufacturing times. The user
should therefore realistically specify, for each data source, the largest possible error consistent with *
the subsequent use of the data. Although this may be difficult, he should avoid playing safe by quoting
an unnecessarily small error. The precise conditions applicable to the quoted figures should also be made
clear; can the figures, for example, be relaxed at some environmental extremes? As a guide, it may be
safely stated that an overall system error (excluding data sources) of 0.1% full-scale, however this is
interpreted, will present difficult and maybe insuperable problems, even with the fullest use of the best
technological, practices currently available or likely to be available for many years to come.

Another aspect of concern is the precise meaning of the error figures specified. It must be
remembered that the system is made up of many elements, each making itb own contribution to the overall
system error. It is therefore necessary to specify, or at least provide information with which the
designer can decide, how the various individual errors should be combined to give an overall figure.
Should they, for example, be combined algebraically to give the greatest (peak) error, or should a root-
mean-square (rms) or a root-sum-of-the-squares (rss) criterion be adopted? It also becomes necessary to
indicate the allowable probability of occur~ence of the error. A useful treatment of this, and its
statistical background, is given by Topping

Briefly, a normal (Gaussian) distribution of error is assumed, or an attempt made to create this
distribution in the system test procedure (for example, by arranging a normal distribution for ambient
temperature change) and to eliminate systematic error. A series of measurements, x, to xn P of the
outputs of the system for a constant input, over a period of time and over the environmental range, are

taken and their arithmetic mean x (or their weighted mean, taking account of their frequency of occurrence)
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determined. Using the normal distribution relationship, the probability that the reading will lie within
a certain range centred on ;may be determined. Approximate examples are:-

range lo 1 ; probability 0.68

range x±2a ; probability 0.95

range x ±30 ; probability 0.997

where a is the standard deviation (root-mean-square deviation of the data, measured from the mean)
given by

n 5

If, for example, an error of ±1% with 0.95 probability is specified, and is assumed to refer to the
deviation from the most probable value of the measured quantity (the mean), then o :ýx/20O and, in order4
to meet the specification,

The two prime objects of providing information on the system outputs and subsequent data handling
are to define clearly the extent of the responsibility of the system designer -not always self-evident-

and to ensure compatibility between the system and the data handling and analysis facilities. Such

and formats and in a judicious interpretation of accuracy requirements.

The environment is taken to include electrical conditions arising from the aircraft installation in
addition to the non-electrical conditions normally specified in environmental specifications. The latter
include linear vibration (specified in terms of peak amplitude, velocity or acceleration over a frequency
range of sinusoidal components or as random vibration) linear and angular quasistatic acceleration,
temperature and humidity. Many national specifications provide a guide for these conditions, although
torsional aspects, important in magnetic recording, are seldom included. The main electrical conditions

are series-mode and common-mode noise Cdc and ac). The error-producing significance of the latter has
been discussed in section 3. Again, it may be difficult when initiating a system development to beI
specific about these environmental conditions, especially common-mode voltages which are intimately
related to the installation. An attempt should, however, be made, and the temptation to play safe resisted,
since, like accuracy, severe environmental conditions have far-reaching implications in system design.

V The final aspect of the specification, physical restrictions, is more likely to apply in the case of[dense aircraft, when the restrictions should be carefully defined and kept to a minimum.

17.* A GLIMPSE INTO THE FUTURE

17.1 Signal conditioning

The future nature of flight test data acquisition systems will, of course, be largely governed by
developments in flight test techniques. Two general proposals under consideration, but not yet widely
applied, are the increased use of dynamic nanoeuvres, rather than stabilised level flight, in the flight
test programme, and the control of the programme by an on-board digital computer. The dynamic nanoeuvres
would be specially contrived to provide the required information about the aircraft in a shorter time and
with less data acquisition and data handling. Whilst this would reduce system requirements in some
respects, it would at the same time create the need for greater consideration of the dynamic performance
of the transducers and of the system.

The on-board digital computer is envisaged as assisting in the execution of the test programme,
either by directing the pilot through the required profiles and manoeuvres or by flying the aircraft
through them via the autopilot. The computer could then assess the results so produced anid, on the basis
of this assessment, direct the aircraft to the next programme step or to some alternative test. This
ultimate approach would have a far-reaching effect on the data acquisition requirements and would

virtually eliminate the data recording requirements.

A more likely application of the airborne digital computer in the foreseeable future is to assist
in the organisation of the data acquisition process and to perform some pre-recording analysis of the
data, thereby providing a degree of data compression prior to recording. This latter function is clearly
applicable on a large scale in the more formal and routine flight test procedures the outcome of which
can be readily and precisely defined. There are, however, many situations in flight testing when precon-
ceived criteria cannot be defined and where the experience of the flight test engineer and the specialist
is essential for the correct interpretation of the data; in these cases on-board computation is unlikely
to be helpful. The process, to be valid, also demands that the reliability of the transducers and
acquisition system are such that recording the raw data would not be necessary for either system checking
or for L-cking-up data if the primary channels malfunction; the process in effect would reduce the
redundancy otherwise available in the system.

The on-board computer will evidently play an increasing part in system organisation and in the
implementation of specialised acquisition techniques. It is generally accepted that its introduction into
flight test data acquisition will be gradual and will relate to developments in acquisition and recording
techniques. The remainder of this final section of the paper is concerned with some of these likely
future developments.
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sections reference has been made, where appropriate, to current research activities which have not yet

resulted in practical application. The shortcomings of existing equipment have also been pointed out.

In the conditioning functions of the system the main need is for improved performance, especially when
required to deal with analogue data sources with low-level outputs at extreme values of ambient tempera-

ducers and in transducers providing outputs already in digital form. Current activity relating to an
improvement in the performance of semiconductor devices, in particular field-effect devices, in conjunction
with new circuit techniques, are expected to result in a gradual improvement in the performance of all the
conditioning functions - amplification, multiplexing, filtering and analogue/digital conversion.

Advances in integrated circuit fabrication -large scale integration -will contribute directly to
4 the performance of the system and will allow the use of more complex techniques in aid of performance and

other desirable features. For example, they will assist the implementation of adaptive techniques and the
extension of the data frequency range of pulse code modulation from the quasistatic to the intermediate
frequency range. Large scale integration will also have a significant effect on the physical design of
the system and may help to make practical the ultimate in remote data acquisition, discussed in section 2.
All the conditioning c:ircuits, including analogue/digital conversion, will then be located at the trans-
ducer and the considerable advantage of digital transmission to a central control unit then achieved. It
could equally well enable all the electronic circuits associated with the reording process to be housed
in otherwise unoccupied ~pace in the recorder itself.

In section 6.3 the use of adaptive techniques - adaptive sampling and redundancy reduction - to
achieve data compression and to reduce aliaising error have been discussed. These are already widely used
in telemetry systems for apace vehicles and in magnetic recording systems for operational data recording
(AIDS), but have not yet found wide application in flight test data acquisition. They clearly possess
potential advantages in the last application, provided they have no significant adverse effect on the
accuracy of the basic system, and may be extended to adaptive control of other characteristics of the
system, such as channel sensitivity (determined by the gain in the system). They certainly deserve
consideration in conjunction with other approaches such as on-board computation of data, and nay be found
a part in improving the efficiency and accuracy of future flight test data acquisition systems.

17.2 Magnetic recording

There is currently considerable activity in the study of the magnetic recording process and itsI
application to bulk storage problems in computer systems and to video recording in both the scientific and
entertainment fields. This is naturally having significant impact on flight test data acquisition require-
ments, which are also benefiting from specific work on airborne tape transports, heads, the recording
medium and modulation techniques. Relevant aspects of this work have already been discussed in earlier
sections, so that only a brief reference to some of the points is required here.

None of the physical phenomena discussed in section 14 as a basis for a write/read head appear to
offer great advantage over the simplicity and flexi: 'lityo bontina hed Teltersnw

available with gap lengths of less than 0.5 4im and wim *W~ponagl good surface finish and dimensional
tolerances. Further development is therefore mainly ai a roviding a technique for producing precision
assemblies of batch-fabricated heads, which should.,*AAr~i a considerable decrease in the current high
cost of multitrack heads and should also achieve a higher track density. A further likely advance is that'.
these integrated head assemblies will also include the head preamplifiers.

pefrmne mis nfort onoticenblycaffected.iOide oatingsmint an organicqubinder arenncurrentlravilabl infaes
rther mhanin aeffrth fon imagnetic tapnetis inrthertdeveomn fof whigh her-quaity thinarnger recoring surfces

raterfothanc isno anseachal forfmproed. magneticpopetiegs fnanorgwhich theerre isaurodrangey wvitheinwhc
thicknesses less than 2.5 P'm with a surface finish as good as 0.05 P~m. Significant improvement can only
be expected in thin film tape, the most promising of which appears to be Co-Ni plating. This requires an
extremely good substrate, since for equivalent linear packing densities it is necessary to go to thinner
layers than are required with an oxide coating. Co-Ni tape of satisfactory quality is currently being
produced with a plating thickness as low as about 0.3 wm. The unique advantage of these metal films is
their inherent suitability for the production of a very thin, smooth magnetic layer. The development of
techniques for large-scale production are well advanced and a range of thin-film tapes, with a bit packing
density capability greater than that of oxide-coated tapes, may be expected.

Tape transport developments are likely to exploit further the zero loop and dual capstan drives,
coaxial reel configurations and dc printed armature motors associated with wideband servo control of tape
speed and tape tension. More attention will be paid to airborne transports providing intermittent,
incremental or variable speed tape motion, and more use is likely to be made of transverse and helical
scan techniques (video recorders) for recording serial PCZ' data at a high packing density and high data
rate. Write and read electronics, both analogue and digital, will benefit from gradual improvements in
semiconductor device performance and from large scale integration. The latter, as for acquisition
electronics, will encourage the development of more sophisticated modulation techniques in aid of
increased reliability and bit packing density.

17.3 Other recording methods

The requirements for bulk storage facilities in computer systems also account for considerable current
research into new methods of recording data. The methods under investigation involve many media, including
magnetic tape, and many write and read devices other than the magnetic head of conventional magnetic record-
ing. Although this work is not directly aimed at flight test data acquisition requirements, it is certainly
relevant and of considerable interest. A recent review of the new methods has been made by Renwick9 . They
may be broadly subdivided into surface storage devices (as in conventional magnetic recording) and storage
arrays (as in conventional ferrite core stores).

~~~~. ..... ...... . . . .
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The media being considered for surface storage include photographic film, photochromic film, thermo-
plastic tape, metal coated film in which holes are vaporised, and magnetic tape. For photographic film
both the write and read operations may be performed with a laser beam or an electron beam, bit registration
being achieved by conventional activation of the emulsion. With the coherent light of the laser it is also
possible to store and reconstruct information in the form of holograms, each of which typically contains
10000 bits. The most convenient form of photochromic material is that in which irradiation in the optical
range brings about a colour change which persists for many months at room temperature, but can be removed
by heating. The write and read operations may therefore use optical techniques.

Thermoplastic recording employs electron beam writing. The recording medium consists of a transparent
plastic tape coated with a thin layer of transparent, electrically conducting material which, in turn, is
covered with a layer of low melting point thermoplastic about lIm thick. In the write operation the elec-
tron beam lays down a pattern of electric charge corresponding to the data being recorded. This results in

a corresponding pattern of electrostatic stress between the surface charges and the conducting film, through
the low melting point thermoplastic film. Whilst still in this condition the temperature of the film is
raised until the thermoplastic flows by an amount depending on the local stress. Subsequent cooling results
in the freezing-in of a pattern of undulations in the surface of the thermoplastic which corresponds with

the original charge pattern. This pattern is read-out with a Schlieren optical system.

When metal coated film is the medium the holes are vaporised by the use of a laser beam and the
digital pattern formed in read with the aid of an optical technique.

'A 93
The new methods proposed for magnetic tape involve optical write and read techniques9. The write

operation depends on the fact that the coercive force of most magnetic materials falls rapidly as their
temperature approaches the Curie temperature. The tape is coated with a magnetic film with a low Curie
temperature and magnetised in some chosen direction. In use, it is subjected to an applied field in some!i other direction, so that magnetivation changes will occur where it is heated to near Curie temperature.
This local heating, where required to produce a magnetic change, is produced with an intensity-modulated

laser beam. Thus digits are recorded as changes in direction of magnetisation, and are read by a magneto-
optical effect, such as the Faraday or Kerr effect.

In all these methods, whether the:recording medium is stationary or moving, the laser or electron
beam has to be scanned across the medium. This is relatively straightforward in the case of the electron
beam, but scans of greater than a few hundrei spot diameters for a laser beam present problems, both with
electro-optical and mechanical methods. Further problems exist in providing intensity modulation of the
beam, in ensuring the smallest possible spot size and spot and line spacing and in line-tracking in the
read process. Intensive research continues on the media, basic write and read techniques, and their

practical implementation. A small number of commercial equipments are now available for computer applica-
tions, for which claims for data nsities vary from 106 to 208 bits/cm2 of the storage plane, and
for write and read speeds from 10 to 108 bits/s. Even when a viable solution emerges for ground-based
applications, further problems, arising from the environment and space limitations, will arise in its
application to flight test data acquisition.

Current research on array stores is concerned with the possible replacement of ferrite cores with
flat magnetic films, plated wire, semiconductor integrated circuits or superconducting storage elements.
Their use in flight data acquisition, attractive because of their static nature, will be determined by the
ability to provide the required data capacity in a package comparable in volume with a magnetic recorder
and with an acceptable degree of complexity. This, of course, must take into account the volume and
complexity of the associated electronics, in addition to the basic store itself, and is thus governed at
least as much by integrated circuit developments (large scale integration) as it is by advances in basic
storage devices. It is evident that considerable progress is required on many fronts before a generally
preferred alternative to magnetic recording emerges.
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