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Abstract

In this paper a problem of an outpatient clinic is described. This
problem is then formulated as a queuing problem with some special
properties, Using a few results in qu;)umg theory we discuss the existence
of some parameters of this model. In order to find explicitly the optimal
schedule of patients in a climc we use a trade-off between patient wariing
tire and doctor 1dle time. A simplzation program was coded and rm in
order to find the expected waiting time and the total relevant costs of the

clinic, i !




1. The Outpatient Clinic Model

It is very important that an operating system which gives any kind
of service, should try to satisfy its customers as much as possible. Cus-
tomer satisfaction is often difficult to measure and may be complicated by
existing along many different dimensions. For example, in the area-of health
care delivery, the quality of medical treatment that a patient receives is not
the only component which-contributes to his satisfaction. The efficiency
with which the medical treatment is provided zlso seems to be a major and
important criteria for the patient's sztisfaction.

First, it was assumed that the doctor's time is much more valuable
than the patients! time. Hence, in order for an outpatient clinic to operate
efficiently the idle time of the doctor, i.e. the time that the doctor is idle
and waits for his patients, should be as small as possible;. However, the
doctor's time is not i;lfinitely more valuable thaq the patients' time, and
the cost associated with the time the patient bas to wait from his arrival to
the clinic until he ig accepted by the doctor should not be neglected.

Hence the study of patients waitin;;r time and its relationship to the
doctors idle time in an outpatient clinic is an important study of the efficieacy
with which the medical care is provided, and can be discussed from various
points of view.

It~seems that the main reason for adopting any formal appointment
system-instead of the oM, first-come, first-served method to determine the

order in‘which paticnts will be seen by their doctor, was to increase the
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efficiency of this system, or in olther words, te decrease the waiting time

of the patients. Intuitively, a formal appointment system permits a patient

to show up exactly at the tirne he is to enter service aad thus, incur no vaiting
time at all

However, it is a matter of fact that a patient who is scheduled to
arrive at some fixed time, will not necessarily be on time. He might come
early or even late; sce for examplef2], [8). This less of acenracy may increase
the 1dle time of the doctor and thus will decrease the utilization of the out-
patient clinic.

If we will try 1o increase the utilization »f the clinic, by assigning the .
appointments closer to each other, we may 4ecrease the idle time of the
docvors but on the other hand increase th: waiting time of the patients, This
alternative may sometimes be more epensive, especially when the patients’
time is quite valuable. Thus, it i{s :mportant to fiad a proper appointment
schedule, which will be acceptab): for the patients and will still remain
efficient to the doctor. This cat be don2 by achieving some balance between
the patients' wziting time and: the doctors' idle time.

The provulem of scheduling patients in a clinic s very complicated
because while dealing wit!: such a problem, one must consider many random
phenomena which are ipaerited in any real world situation; consider as examples:
a patient may come egrly, late or on tine; the doctors may have to leave the
office during theis w,irking hours; patients without appointnients may just'Wwalk

i’ to the clinic; o paticnts who were scheduled to come in some slay may not

appear. Mosgi of t10se phenomena described above are not under control, 1t
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seems that the only controllabie parameters for a clinic which operates
according to some given policy, Such as for example: (1) "walk-ins" are
not accepted by the doctor; (2) the doctor is available 8 hoars per day each
day in the week; etc., is the time betwzen successive appointments of the
patients,
In the following sections we try to find the best schedule while assuming
that the outpatient clinic operates n the following manner (this deiwes our
policy in the cliric we are dealing with):
(1) Every doctor praviges medical treatment for his.patients alone;
hence, it suffices to find the optimal scheduling appointment for one dector.
(2) The docior's service time is a random variable diSlrib’:&ted according
to a given disti~ribution function.
{3) The patients may arrive before, after or at:their appointed times
according to some given distribution, ‘
{4) A1l the scheduled patients for a fixed day will arrive and that
there are no "walk-ins".
(5) The doctor doesn't leave his office during the office hours.

Based on the above assumptions we will formulate the model of an

outpatient clinic, as a queuning problem. We show that this:queuing system
satisfies some special properties which will enable us to use only a few results
that appear in the literature concerning the existence of some parameters of
this model.

We then conclude that in order te find explicitly tae optimal schedule,
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we have to apply a simulation technique to find the expected waiting time

in the system. Computational results are given in 3,

" A Queuing Formulation for an Qutpatient Clinsc

in this section we will formulate the model of an outpatient clinic
described in section 1 as a quemng problem.

We will assume that there is only on¢ doctor who provides medical
Service to the patients, or when there are more than one, each doctor has
his own patients,

The patients who arrive at the clinic will be numbered by i, i =1, 2,,.,,~

th

We will assume that the i patient, when attended, expericnces a service

time v;, which is a random variable (r.v.) with a given distribution function,
and that [Vi' iz 13 are independent and identically distributed (i.i.d). Also
E(vi) < @,

The patients are scheduled to arrive to the clinic "a" units of time
apart, but as was mentioned before they usually do not come exactly on time.

It is plausible to assume that the ith

patient's arrival time to the clinic, which
will'be denoted by i .a + b, is ar.v., whose density function is symmetric
with respect to his scheduled appointment. We will further agsume that the
random variable i- a + 51 ’attains values with positive probabili;y in the
interval [i-a ~ b/2, i-a + b/2] where b < a, and that {§, i21}arei.i.d

For example, one way to describe schematically the arrival time of

the patiern.s at the clinic is:
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Figure 1

Remark

The triangular density functions where chosen in Figure 1 only for
illustrution. The sequei's discussion is valid {or any density function
satisfying the above assumptions,

The interarrival times of the patients to the clinic form a sequence
of identically distributed r.v.s {a + 5“1 - 6i’ i = 1} which are not
independent. This last fact "contributes" to the complexity of the system.
it might be verv difficult to express analytically some parameters of the
model, especially for a general distribution function of & which satisfy
the above assumptions. See for example {6] and [7].

In our discussion we will consider the relevant costs of an outpatient
~linic {0 be composed of two parts: (1), the idle time of the doctor, and (2)
the waiting time of the patients. As was mentioned in section 1, the only
pa~ameter that can be‘controiléd, for a.given policy, is "a'' - the time between
any two appointments. The purpose of this paper 1s fo find an optimal value
¢ 1 4 which the total relevant costs of the system attains its misimum.

tn order to find the optims1 scheduling of appointments. for the outpatient

clinic, we will inventigate some properties ofi this system,

Theorem !

{6'41 g s a stationary sequence of rande & variables.
¥




Proof: For even n
i - - - 3 - 3 - <
w Piby -8 sx,, 853, 5%, 8, 5, X0 .ees b 6 a1 xn_l}
- f}‘{éz-blsxl. by by n 88 Ex »

Y2e¥n zy, 6, = 5 =y }.dpls, = 5 =y}
62-y2, g S Vg n—)n}- 2—)2,.... n= Yy

and since the & 's are independent
1

= o3 f P{&1 2y, - xl} I“{y4 e by s x, t y2]. .
TPl x S8 SXa Y, o) dP{s,= y,} dP{8,= v ...
ar{s, =y }
which is sufficient for stationarity since the 6i’s are identically distributed > v.'s.
For odd n, the proof is similar.
I.et us denote by Wi the r.v. designating the waiting time of the ith

patient, and let u;,

{2) ui=vi-Ia+6i+1-6i] i=1,2,...,n

It was shown first by Lindley in [3] that

(3) W TWEX  w; tug, 0} i=1,2, ...,n

Further, Loynes [4] proved that if both the interarrival time, «nd the
service time form a stationary sequence of non-independent r,v.'s then

{4) w w almost everywhere

B S
i 19>
where P{w =x} is the distribution function (d.f.) of the waiting time for a
customer in the steady state.
Theorem 2 [4):

If E(vj < a then w is an "honest” random variable, i.e. w is

finite almost everywhere. Moreover, P{w = 0}> 0.
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If E(VI) = athen w is almost everywhere infinite, and for any y >0, P{w > v}
Proof: See Theorems 2, and 3 in [4]. l

Moreover, as Loynes mentioned-in 4], Theorem 2 is valid for any value
of the waiting time of the first customer, and thus wj, need not necessarily
be equal to 0. In fact, Theorem 2 holds even if the waiting time of the first
customer isar.v.

Theorems 1and 2 above assure as that for a distance "a" between
two successive appointments, such that

a< E(vl)

eventually the queue builds up, never again to disappear. Whereas for
a> E(v]),' w is finite almost everywhere. Moreover, as is pointed out
in Loynes [4], the event that a patient who arrives at the clinic will find’an

idle doctor will occur infinitely often,

Theorem 3:
- The proportion of time that the server is busy tends to
(5) min (1, E(vl)la) almost everywhere
in all circumstances, provided E(VI) <,
Proof: See Loynes [4] corollary to Theorem 8.
Theorem 3 .tells actually the proportion of time that the doctor is
busy when the queuing system reaches its steady state, Thus, choosing
a> D{"r) In our case, Theorem 2 assures us that the expected waiting time of
a customer in the outpatient clinic, in the steady state, is finite, and Theorem 3

then reveals that the proportion cf time that the doctor is busy is equal to
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E{v))fa < 1

Let us denote by/\L‘d the estimated value of an hour of werk of a.
doctort, and by Cp the estirated value of an hour for an average patient who
arrives at the clinic. Then. when the system reaches:the steady stute, the
cost of an idle doctor and-of the waiting time of the patients for a given value

of "a" will be

(6) Cqlt - Blvy?y and  Cy .I_E.é‘l’l_ ., respectively.
3,

According to Theorems 2 and 3 in the case where a < E(vy},

E(w) = +eand hence the relevant costs of the system in steady state are equal to
N c Ew . e
P o3 .
Thus, sinee our pucpose is to minimize the total relevant costs of the
outpatientr clinic we rule out this alternative,
The relevant costs of the outpatient clinic in the steady state as a

function of "a”, are shown schematically in Figure 2.

y A '\ Total relevant costs ) 7
\ = C_Ew) +cC(1-E0y)
N \\( p a,..-— d 2
\
\
’ \
\\
Ca b= g R Y
The cost of idl4 doctor & C4 f1 - Eivyhy
a
: The cost of waiting patients
g2 C
! 2 E{w}
. —~ i -
Elvy) av “a
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. As can be seen in Figure 2, the total relevant costs of the system
attains its minimum ot a = 2>, Such a point 2~ always exists and is finite,

as can be seen from Lemma 1.

%

Lemma 1: The function

= Elw) 4 11 - Elvy)
gla) Cp_a__ Cql al i

atiaing ite minimum at a finite point 2!, Moreover g(a?) < Cyg.
Proof: Since E(w) satisfies

8} E(w) =—> 0 as a —> o

9 Bw) —> was a —> E(vl)

There exists a point a, such that

1
10 glap = ¢ EWED 4o - By s
1 p a a
1 1

where E(w/al) is the value of E{w) at the point a,, or in other words
(11) Cp Elw/ap) = C4 Elvy)

Cp
is a finite point. *

Since is constant and E(w) —> 0§ as a —> o,

4

Since y = giz)is assimptoticto y = Cd there exists a‘finite point

al al < a’ < » for which g atiains its minimum ard g(a’) < C4, which

1 1
completes the proof,
.
in order to find a”practically, we have to know E(w). To the best
of the authers' knowlege one can not find an analytic form to express E(w),

This is mainly due to the fact that the interarrival time of patients to the

Note: The reason for adding this lemma was peinted oot by Dr. Scheezman.
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clinic form a dependent statiorary sequence of r.v.'s.

Ir. order to circunvent this difficulty and to find =(w) (and thus to
find a>} we have to simuiate the system. Theorem 2 astures us that
eventually the expected waiting time of patients in the clinic will converye

to E{w) the expectcd waiting time in the steady state.

. Computation Results

In order to calculate the expected waiting time of a patient, the
total relevant costs, and the optimal scheduling distance"2" for an out-
patient clinic, a simulation program was coded.

In the program the random variable ¢; (see 2) possesses a
triangular density function, symmetric with respect to the scheduled
appointment time {-a (see figure 1), and the service time of the doctor is
an exponential r.v. However, the simulaiion program can easily be
altered in order to calculate the above parameters for any other density
functions which satisfy the assumptions in 2.

In order to study the sensitivity of the system to changes in
various parameters, the progr:m was run for two different values of
E(v) - the expected service time, three different trianguiar density functions
and three different sets of Cp ard Cy.

The computationzl results are summarized in figures 2-3 and

tables 1-6.
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Figure 2 represents the total relevant costs as a function of "a
fo*E(v) = 1, b7l, ana figure 3 for the case where E{v) = 5, b=5, b is
the iength of the basis in the triangular density function (see figure 1),

Tables 1-6 summarize some of the simulation results, Those
results reveal the remarkable fact that the optimal scheduling distance
a™ is abmost invariant of b. For example, accerding to table 1, the
optimal value of 2™ for Cp=1. Cy=5 and E(v)=1 is a"=1.40, for the three
different values 1, 0.4 and 0. 0! for b, In other words, the optimal
scheduling distance in the case where the-vatient comes almost exactly
at his {ixed appointment time (b=0.01), is equal to the optimal scheduling
distance a when the patients are quite inaccurate (b=}, 00).

Observe too, fhat the total relevant costs of the outpatient ciinic
are only very slightly cnanged with the changes in b. For example, the
minimum total relevant costs for Cp=:!, Cq=5, b=l, E(v) =} are 2.1028
while for b zqual to 0.01 and all the other parameters remain the same,
the minimum total relevant costs are 2.0889, a decrease of less than

0, 6%.
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