
A'D-769 676

GPTIMAL SCHEDULING FOR AIN OUTPATIENT
CLI.NIC

,D. Granot, et al

Texas University

Prepared for:

Office of Na-al Research

April 1973

F DISTRIBUTED BY:

"Naio.alTechnincal rnforiAn Sevice
U. S. DEPOARTMENT OF COMMERCE
5285 Port Royal Road, Springfield Va. 22151

" "i•li• ..J~ sm -.,,.-U..



I nelassified -

DOCUMENT CONTROL DATA - R*& D

Center for Cybernetic Studies Unclassified

University of Texas .

Optimal Scheduling For An Outpatient Clinic

: CI). ranot
F. Granot

.C- Dts . 11, -. TOTAL 10,AQt'A 7 h IOOAt

April, 1973 P:-. _ _... .... .

N%?-047-021 Center for Cybernetic Stu4ies
L ý.oec, o Research Report No. 137

N00014 -67-A -0126 -0008

d N'00014-67-A -0126-0009

This dwunient has been approved for public release and sale; its

distribution is unlimited.__

Office of Nava! Reseaivch (Code 434)
I Washinpton, D. C.

In this paper a problem of an outpatient chric is deribed. This
problcm is then formulated as a queuing problem with some spieial
properties. L sing a few results in,queuing theory we discuss the existence
of some parameters of this modc 1. 4In order to find explicitly the optimal
schedule of patients in a clinic we use a trade-off between patient wvaiting
time and doctor idle time. A simulation program was coded and v-ui in
order to find the expei'ted \vaitir,ýg time and the total relevant costs of
the clinic.

NATIONAL TECHNICAl
INFORMATION SERVICE

I _.--14-7-3 (PAGE 1) Vnelassified



----- .

Research Report
CS 137

OPTIMAL SCHEDULING FOR AN
OUTPATIENT CLINIC

by

D. Granot

F. Granot

April 1973

This research was partly supported by a grant from the Farah Foundation
and by ONR Contracts N00014-67-A-0126-0f08 and N00014-67-A-0126-0009
with the Center for Cybernetic Studies, The University of Texas. Repro-
duction in whole or in part is permitted for any purpose of the United
States Government.

CENTER FOR CYBERNETIC STUDIES

A. Charnes, Director
Business-Economics Building, 512

The University of Texas
Austin, Texas 78712

I1

t, x2



Abstract

In this paper a problem of an outpatient clinic, is described. This

problem is then formulated as a queuing problem with some special

properties. Using a few results in queuing theory we discuss the existence

of some parameters of this model. In order to find explicitly the optimal

schedule of patients in a clinic we use a trade-off between patient waiting

time and doctor idle time. A sim,,latiou program was coded and rui in

order to find the expected waiting time and the total relevant costs of the

clinic. U)
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1. The Outpatient Clinic Model

It is very important that an operating system which gives any kind

of service, should try to satisfy its customers as much as possible. Cus-

tomer satisfaction is often difficult to measure and may be complicated by

existing along many different dimensions. For example, in the area of health

care delivery, the quality of medical treatment that a patient receives is not

the only component whichcontributes to his satisfaction. The efficiency

with which the medical treatment is provided also seems to be a major and

important criteria for the patient's satifaction.

FirMt, it was assumed that the doctor's time is much more valuable

than the patients' time. Hence, in order for an outpatient clinic to operate

efficiently the idle time of the doctor, i.e. the time that the doctor is idle

and waits for his patients, should be as small as. possible. However, the

doctor's time is not infinitely more valuable than the patients' time, and

the cost associated with the time the patient has to wait from his arrival to

the clinic until he is accepted by the doctor should not be neglected.

Hence the study of patients waiting time and its relationship to the

doctors idle time in an outpatient clinic is an important study of the efficiency

with which tI'e medical care is provided, and can be discussed from various

points of view.

_Itseems that the main reason for adopting any formal appointment

system,,instead of the old, first-come, first-served method to determine the

order in'which patients will be seen by their doctor, was to increase the



-2-

efficiency of this system, or in other words, P, lecrease the waiting time

of the patients. Intuitively, a formal appointment system permits a patient

to show up exactly at the time he is to enter service aad thus, incur no waiting

time at all.

However, it is a matter of fact that a patient who is scheduled to

arrive at some fixed time, will not necessarily be on time. hle might come

early or even late; ace for example[2], I']. This less of accuracy may increase

the idle time of the doctor and thus will decrease the utiization of the out-

patient clinic.

If we will try to increase the utilization ,f the clinic, by assigning the

appointments closer to each other, we may decrease the idle time of the -

doctors but on the other hand increase tiv-b waiting time of the patients. This

alternative may sometimes be more e4pensive, especially when the patients,

time is quite valuable. Thu,, it is, important to Hiad a proper appointment

schedule, which will be acceptabl_ for the patients and will still remain

efficient to tl-e doctor. This ca i be done by achieving some balance between

the patients' waiting time and4 the doctors' idIc time.

The problem of scheJSuling patients in a clinic is very complicated

because while dealing with such a problem, one must consider many random

phenomena which are ivierited in any real world situation; consider as examples,

a patient may come e rly, late or on tinm; the doctors may have to leave the

office during theL. w, irking hours; patients without appointments may just'kvalk

in" to the clinic; or patients who were scheduled to come in some day may not

appear. Mogi of t nose phenomena describ.d above are not under control. It
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seems that the only controllabit- parameters for a clinic which operates

according to some given policy, such as for example: (I) "walk-ins" are

not accepted by the doctor; (2) the doctor is available 8 hoars per day each

day in the week: etc., is the time between successive appointments of the

patients. j
In the following sections we try to find the bes.t schedule while assuming

that the outpatient clinic operatesin the following manner.(this deli.-q our

policy in the clinic we are dealing with)-

(I) Every, doctor p--vices medical treatment for his-patients alone;

hence, it suffices to find the optimal scheduling appointment for one doctor.

(2) The doctor's service time is a random variable distributed according

to a given dis.t-ibution function.

(3) The patients may arrive before, after or at-their appointed times

according to some given distribution.

(4) All the scheduled patients for a fixed day will arrive and that

there are no "walk-ins".

(5) The doctor doesn't leave his office during the office hours.

Based on the above assumptions we will formulate the model of an

outpatient clinic, as a queuing problem. We show that this queuing system

satisfies some special properties which will enable us to use only a few results

that appear in the literature concerning the existence of some parameters of

this model.

We then conclude that in order to find explicitly tic optimal schedule,



we have to apply a -simulation technique to find the expected waiting time

in the system. Computational results are given in 3.

2. A Queuing Formulation for an Outpatient Climen

In this section we will formulate the model of an outpatient clinic

described in section I as a queuing problem.

We will assume that there is only one doctor who provides medical

service to the patients, or when there are more than one, each doctor has

his own patients.

The patients who arrive at the clinic will be numbered by i, i = 1, 2..... -

We will assume that the ith patient, when attended, experiences a service

time vi , which is a random variable (r. v. I with a given distribution function,

and that vi,. i a 13 are independent and identically distributed (i.i.d). Also

E3(v.i) C

The patients are scheduled to arrive to the clinic "a" units of time

apart, but as was mentioned before they usually do not come exactly on time.

It is plausible to assume that the ith patient's arrival time to the clinic, which

will'be denoted b, i • a + 6i is a r. v., whose density function is symmetric

with respect to his scheduled appointment. We will further assume that the

random variable i - a + 6. attains values with positive probability in the

interval Ii.a - b/2, i-a + b/2] where b 5' a, and that f6i, i a 1) are i.i.d.,

For example, one way to describe schematically the arrival time of

the patieems at the clinic is-
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Remark

The triangular density functions where chosen in Figure I only for

illustr.tion. The sequeils discussion is valid for any density function

satisfying the above assumptions.

The interarrival times of the patients to the clinic form a sequence

of identically distributed r. v.s ja + 6 - 6, i a 1i which are not
ij+ 1

independent. This last fact 'contributes" to the complexity of the system.

It might be very difficult to express analytically some parameters of the

model, especially for a general distribution function of 6, which satisfy

the above assumptions. See for example 16] and 171.

In our discussion we will consider the relevant costs of an outpatient

Plinic to be composed of two parts- (1), the idle time of the doctor, and (2)

the waiting time of the patients. As was mentioned in section 1. the only

"a -ameter that can be controlled, for agiven policy, is "a" - the time between

any two appointments. The purpose of this paper is to find ;n optimal value

a,' t r which the total relevant costs of the system attains its minimum.

!n vrder to find the ol'im.l schedulingof appointments for the outpatient

clinic, we will invertigate some properties oflthis system.

Theorem I

[6 i+- &s a stationary sequence of ranl 4-. variables.

I__-
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Proof: For even n

( () P[52 - 6 1 :X 1 , 63 6 2 •x2' 64 - 6 3  rx3- 6n6I :5Xn 1 j

f Pr6 2 -6 x 1 . 63 -6 2 ..... 6n-n6 _I:xn-1

62 =Y2' 64 =y4 ..... . 6n =Yn " dP62 = Y2-. 6 n
2__2

and since the 6 's are independent

"" fP(6 1 Y2 "x Py 4 - X3 r 63 . X2 • Y2

'n " P(yn Xn-1 :6 x + Yn-2  dP[62= Y2) dP(6 4 -v4 1"

dP(6n = Yd

which is sufficient for btationarity since the 6.i's are identically distributed '. v.5.

For odd n, the proof is similar.

Let us denote by w. the r. v. designating the waiting time of the ith

patient, and let ui,

(2) u ý v -(a +6i+1 - i = 1, 2, n

It was shown first by Lirdiey in [3] that

(3) wi+1 = ma x  twi + O0 i = 1, 2. n

Further, Loynes [4] proved that if both the interarrival time, ind the

service time form a stationary sequence of non-independent r. v. 's then

(4) W. w almost everywherewi I -. •

where P(w ! x) is the distribution function (d. f.) of the waiting time for a

customer in the steady state.

Theorem 2 [41:

If E(v 1 ) < a then w is an "honest" random variable, i.e. w is

finite almost everywhere. Moreover, P(w 0) > 0.
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If E(vv) a then w is almost everywhere infinite, and for any y > 0, P(w > y)

Proof: See Theorems 2, and 3 in [4].

'Moreover, as Loynes mentfoned4n 14], Theorem 2 is valid for any value

of the waiting time of the first customer, and thus wl, need not necessarily

be equal to 0. In fact, Theorem 2 holds even if the waiting time of the first

customer is a r. v.

Theorems 1 and 2 above assure as that for a distance "a" between

two successive appointments, such that

a < E(Vl

eventually the queue builds up, never again to disappear. Whereas for

a > E(v 1), w is finite almost everywhere. Moreover, as is pointed out

in Loynes [4], the event that a patient who arrives at the clinic will findan

idle doctor will occur infinitely often.

Theorem 3:

The proportion of time that the server is busy tends to

(5) min (1, E(Vl )a) almost everywhere

in all circumstances, provided E(v ) < .

Proof: See Loynes [41 corollary to Theorem 6.

Theorem 3,tells actually the proportion of time that the doctor is

busy when the queuing system reaches its steady state, Thus, choosing

a :. ) hi our case, Theorem 2 assures us that the expected waiting time of

a customer in the outpatient clinic, in the steady state, is finite, and Theorem 3

then reveals that the proportion cf time that the doctor is busy is equal to
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E(v1 )M a < I.

Let us denote by-,d the estimated value of at) hour of work of a.

doctor, and by C the estirmated value of an hour for an average patient who
p

arrives at the clinic. Then. when the system reaches the steady state, the

cost of an idle doctor and-of the waiting time of the patients for A given value

of "a" will be

(6) Cd 1 - ] and C -w respectively.
d Pa

According to Theorems 2 and 3 in the case where a < E(Vl),

E(w) - +"and hence the relevant costs of the system in steady state are equal to

(7) E w) , .
P a

Thus, since our purpose is to minimize the total relevant costs of the

outpatient cliniu we rule out this alternative.

The relevant costs of the outpatient clinic in the steady state as a

function of "a", are shown schematically in Figure 2.

"Y Total relevant costsI I C E(W) +C "E(1 la

Cd -

Thecost of idid doctor Cd 11 FN"l I)

The cost of waiting patients

(Vi) ga'u

Fiue2
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As can be seen in Figure 2, the total relevant costs of the system

attains its minimum at a z a'. Such a point a- always exists and is finite,

as can be seen from Lemma 1.

Lemma 1: The function

g(a) C E(w) + Cd I - E(vl)
p a a

attains its minimum at a finite point aý. Moreover gWa') < Cd.

Proo f. Since E(w) satisfies

(611 E(w) ->0 as a ->

(9) E~w -> as a -> ENv1

There exists a point a1 such that

(10) g(aI) C p (w/a 1 ) + Cd-- 1 Cd
al a1

where E(w/a,) is the value of E(w) at the point a1 , or in other words

(Ii) C E(w/aI) = Cd E(v1 )

Since Cd E{Vl) is constant and E(w) -> 0 as a -> o,
C

aI is a finitW point.

Since y g(a) is ass'mptotic to y = Cd there exists alfinite point

a1 , a Iz a- < = for which g attains its minimum and g(a") < Cd, which1 1

completes the proof.

in order to find a-'practically, we have to know E(w). To the best

of the authors' knowlege one can not find an analytic form to express E(w),

This is mainly due to the fact that the Interarrival time of patients to the

Note: The reason for adding this lemma was pointed ovt by Dr. Scbeeman.
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clinic form a dependent stationary sequence of r. v. Is.

In, order to circun'vent this difficulty and to find E(w) (and thus to

find a,.' we have to simulate the system. Theorem 2 a, iures us that

eventually che expected waiting time of patients in the clinic will converge

to E(w) the expectcd waiting time in the steady state.

3. Computation Results

In order to calculate the expected waiting time of a patient, the

total relevant costs, and the optimal scheduling distance"a" for an out-

patient clinic, a simulation program was coded.

In the program the random variable 6i (see 2) possesses a

triangular density function, symmetric with respect to the scheduled

appointment time i -a (see figure 1), and the service time of the doctor is

an exponential r. v. However, the simulation program can easily be

altered in order to calculate the above parameters for any other density

functions which satisfy the assumptions in 2.

In order to study the sensitivity of the system to changes in

various parameters, the progrrm was run for two different values of

E(v) - the expected service time, three different triangu),ar density functions

and three difforent sets Qf C and Cd.

The computational results are summarized in figures 2-3 and

tables 1-6.



Figure 2 represents the total relevant costs as a function of 'a"

fo' E(v) 1, b-l, ana figure 3 for the case where E(v) ý 5, b=5, b is

the iength of the basis in the triangular density function (see figure 1).

Tables 1-6 summarize some of the simulation results. Those

results reveal the remarkable fact that the optimal scheduling distance

a- is almost invariant of b. For example, according to table 1, the

optimal value of a' for Cp=l, Cd5 and E(v)=l is a"=l.40, for the three

different values 1, 0.4 and 0.01 for b. In other words, the optimal

scheduling distance in the case where theratient comes almost exactly

at his fixed appointment time (b-0. Gl), is equal to the optimal scheduling

distance a when the patients are quite inaccurate tb=i,. 00).

Observe too, Ihat the total relevant costs of the outpatient clinic

are only very slightly cnanged with the changes in b. For example, the

niinimum total relevant costs for Cpz-, Cd=5. b=l, EM(v -1 are 2. 1028

while for b squal to 0.01 and all the other parameters remain the same,

the minimum total relevant costs are 2.0889, a decrease of less than

0.6%.
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